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Abstract

We prove an easy-witness lemma (EWL) for unambiguous non-deterministic verfiers. We show that if
UTIME(t) ⊂ C, then for every L ∈ UTIME(t), for every UTIME(t) verifier V for L, and for every x ∈ L,
there is a certificate y satisfing V (x, y) = 1, that can be encoded as a truth-table of a C circuit.
Our technique is simple compared to the NTIME EWLs [12, 38, 26], and yields fine-grained results
in terms of the time and size parameters. It also works for all typical non-uniform circuit classes
without any additional machinery. Using this EWL we prove a Karp-Lipton [20] style theorem (KLT)
for UEXP. We show that UEXP ⊂ SIZE(poly) =⇒ UEXP = MA. We also prove similar EWL and KLT for
UEXP ∩ Co-UEXP and FewEXP.

Circuit lower bound techniques that entail natural properties of Razborov and Rudich [31] are
called natural, and are known to contradict widely believed cryptographic assumptions in the course
of proving strong lower bounds. Thus attempts have been made to understand un-natural techniques.
Natural properties satisfy three conditions: usefulness, constructiveness, and largeness. Usefulness
is unavoidable in any lower-bound technique. In [36, 29] it was shown that obtaining NEXP lower
bounds is equivalent to obtaining P-constructive (with log n advice) properties.

In this paper we consider properties that avoid largeness. We introduce a new notion called
unique properties, which is opposite to natural properties in the sense of largeness. A unique
property contains exactly one element of each input length (that is a power of 2). We show that
P-constructivity and uniqueness (opposite of largeness) both are unavoidable for certain lower bounds.
We prove, UEXP∩ Co-UEXP 6⊂ C if and only if there is a P-constructive unique property against C. We
also establish equivalences between lower bounds against UEXP (with and without advice), and the
existence of different restrictions of P-constructive unique properties that use advice.

The “derandomization (of BPP) from uniform/non-uniform lower bounds for Γ” type of results
are known for Γ = EXP, NEXP, NEXP ∩ Co-NEXP, REXP [28, 4, 16, 12, 36]. Using the above equivalences
we obtain a super-set of these results that also includes the classes UEXP, UEXP ∩ Co-UEXP, ZPEXP.

One important application of the NEXP EWL and KLT is the connection between fast (SAT and
learning) algorithms and NEXP lower bounds [38, 8, 29]. Using our UTIME EWL and KLT we derive
connections between fast unambiguous algorithms and UTIME lower bounds. Finally we show results
that generalize the lower bound frameworks – that work only for unrestricted Boolean circuits –
such that they work for any restricted typical circuit class. This will help us to get lower bounds
against any typical circuit class from fast algorithms that work for that particular class (and not for
the super-class of unrestricted Boolean circuits).
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1 Introduction

We often think of algorithm design and lower bounds as being antithetical, but there have
been a series of results showing that in certain circumstances, efficient algorithms imply
circuit lower bounds [12, 38, 39, 37, 26, 19]. Unfortunately, most of these results are only
known to show circuit lower bounds or conditional lower bounds in relatively large complexity
classes such as NEXP or ENP (although [26] extends this to scaled-down versions of these
classes). This raises the question of whether similar lower bounds for other classes, ideally
deterministic or randomized classes such as EXP or BPEXP, could be obtained through improved
algorithms. Here, we consider possible extensions to the class UEXP of languages recognized
by unambiguous non-deterministic machines, and to related classes. Since UEXP lies between
EXP and NEXP, lower bounds for UEXP based on algorithms would be progress towards making
similar connections for EXP.

A key technique used to make these connections is the “easy witness technique” ([18,
12, 26]). The easy witness technique relates the circuit complexity of witnesses for non-
deterministic algorithms to the circuit or algorithmic complexity of decision problems. We
give easy witness lemmas for UEXP and related classes; these are much simpler than the
analogous results for NEXP, which needed a rather indirect argument. We then explore
consequences of these easy witness lemmas to normal forms for circuit lower bounds in these
classes, in terms of useful properties in the sense of Razborov and Rudich ([31], see also [36]).
We show how a combination of faster learning algorithms and SAT algorithms for a circuit
class would imply a circuit lower bound for UEXP.

Another application of the easy witness technique has been to prove “Karp-Lipton” style
theorems ([20]), relating the non-uniform and uniform complexities of classes. An example is
Meyer’s Theorem from [20]: EXP ⊂ P/poly =⇒ EXP = Σ2. An extension to NEXP was given
in [12], using the easy witness technique. We give analogous Karp-Lipton style results for
UEXP and related classes (Section 3).

More particularly, we derive analogous EWL and KLT for UTIME and UTIME ∩ Co-UTIME.
Our results are fine-grained in terms of the time and size parameters, and work for all typical
non-uniform circuit classes. We look at EWL as a special search to decision reduction, where
the output of the search problem is canonical in some natural way. For language L and
non-deterministic verifier V for L, we define the language

Lewl(V ) = {(x, i) | ∃y [V (x, y) = 1 ∧ yi = 1 ∧ ∀(z <l.o. y) V (x, z) = 0]} (1)

where z <l.o. y stands for “z is lecigraphically smaller than y”, yi is the short-hand for the
ith bit of the string y, and the subscript ewl(V ) in Lewl(V ) stands for “easy-witness language
for V ”. We prove that, for L ∈ UTIME(t), and UTIME(t) verifier V for L, Lewl(V ) ∈ UTIME(t).
Thus, Lewl(V ) also has circuits from any class C that L has, and we get the desired EWL,
which in turn gives the desired KLT : UEXP ⊂ P/poly =⇒ UEXP = MA. Similar results for
related classes are also derived.

1.1 Useful Properties
Razborov and Rudich [31] defined the concept of natural property as a formalization of a
barrier that circuit lower bounds need to circumvent. Natural Proofs (or properties) satisfy
three conditions: they are constructive (an efficient algorithm A is embedded in them),
have largeness (A accepts a large fraction of strings), and are useful (A rejects all strings
which are truth tables of small circuits). Circuit lower bound techniques that entail natural
properties are called natural, and are known to contradict widely believed cryptographic
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assumptions in the course of proving strong lower bounds. Thus they are self-limiting, and
in order to prove stronger circuit lower bounds the techniques should be un-natural in some
sense. Unfortunately, the vast majority of known circuit lower bound techniques are natural
and can’t be applied even to low-level complexity classes such as TC0 [27, 23, 25].

Williams [36] showed, using the easy witness lemma, that any lower bound for a problem
in NEXP implies a property with two of the conditions (constructivity and usefullness) of
Razborov and Rudich, but not necessarily the third (largeness). So while natural properties
for circuit classes cannot exist if there are strong pseudo-random functions in the class, it
seems likely that dropping largeness means that such properties do exist.

Our results (Section 4): To understand properties that avoid largeness, we look at
properties that go to the extreme in the other direction. We introduce a new notion called
unique properties, those that contain exactly one function of each input length. Useful,
unique properties are implicitly proving a circuit lower bound for a specific function: the one
function that has the property, but might not explicitly spell out which function the lower
bound holds for.

We extend the proofs in [36, 29] to show that: obtaining NEXP lower-bounds is equivalent
to obtaining useful NP-unique (with logn advice) properties; and obtaining NEXP ∩ Co-NEXP
lower-bounds is equivalent to obtaining useful NP-unique (without advice) properties. The
next task is to prove equivalence with P-unique properties. So in attempt to understand
P-unique properties better, we take the next obvious step and move to UEXP lower bounds.

We show that P-constructivity and uniqueness both are unavoidable for UEXP lower bounds.
We prove, UEXP ∩ Co-UEXP 6⊂ C if and only if there is a P-unique property against C. We also
establish equivalences between lower bounds against UEXP (with and without advice), and
the existence of different restrictions of P-unique properties that use advice.

1.2 Derandomization from Lower Bounds
Apart from proving lower bounds and showing limitations of the current lower bound
techniques, another interesting line of research that has received a lot of attention is, the
study of the consequences of lower bounds in a hypothetical world where they exist. One way
in which this world is better is – non-tirivial derandomization [28, 4, 16, 12, 36, 34, 32, 15, 5]
– which otherwise seems very difficult to achieve. Lower bounds can be viewed as hardness (of
a certain class over the other), which when fed to the “hardness to randomness” connections,
results in derandomization.

The following result of [16]

EXP 6= BPP =⇒ ∀ε > 0 BPP ⊂ io-Heur-DTIME(2n
ε

) (2)

was generalized in [36] by replacing EXP with NEXP or REXP, and DTIME with NTIME or
ZPTIME (using Ko’s Theorem [22]). In the process they also proved several intermediate
results including a connection between, the non-existence of P-natural properties, and the
derandomization of ZPEXP and REXP. Generalizing this connection and other intermediate
results we get a cleaner and more general set of “lower bounds to derandomization” results.

Our results (Section 5): Generalizing the definition of ZPTIME, for C = N, R, U we define
ZCTIME(t) to be the class of languages that are accepted by CTIME(t) machines, that on
any input and any computation branch, either output the correct answer, or output ‘?’
(don’t know). With the formal definition of ZCTIME in the next section, we will also see
that ZCTIME = CTIME ∩ Co-CTIME. Even though they are equal, in the case of non-uniform
advice, ZCTIME can be used to capture more information in certain cases – for example,
when languages L and L have CTIME(t)/a algorithms A and A′ that use the same advice,
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L ∈ ZCTIME(t)/a is always true but L ∈ (CTIME(t) ∩ Co-CTIME(t))/a is not (unless A and A′
complement each other on every advice string - correct or incorrect). So we need to settle
with L ∈ CTIME(t)/a ∩ Co-CTIME(t)/a, which is a loss of the information – that both the
algorithms use the same correct advice. Also, the presentation is not clean.

We show the following for C = N, R, U:
(a) CEXP 6⊂ SIZE(poly) or CEXP 6= EXP =⇒ ∀ε > 0 BPP ⊂ io-ZCTIME(2nε)/nε
(b) CEXP 6= BPP =⇒ ∀ε > 0 BPP ⊂ io-Heur-ZCTIME(2nε)/nε
(c) CEXP 6= MA =⇒ ∀ε > 0 BPP ⊂ io-ZCTIME(2nε)/nε
(d) ZCEXP 6⊂ SIZE(poly) or ZCEXP 6= EXP =⇒ ∀ε > 0 BPP ⊂ io-ZCTIME(2nε)
(e) ZCEXP 6= BPP =⇒ ∀ε > 0 BPP ⊂ io-Heur-ZCTIME(2nε)
(f) ZCEXP 6= MA =⇒ ∀ε > 0 BPP ⊂ io-ZCTIME(2nε)

To the best of our knowledge: These result were not know for C = U. For C = R only (a)
and (b) were known [36], but not the others. For C = N stronger versions of (a),(c),(d),(f)
were known [12], and (b) was known [36], but not (e).

1.3 Fast algorithms to non-uniform lower bounds
Other than proving uniform and non-uniform lower bounds researches have also shown
interest in improving upper-bounds by designing better algorithms. Ckt-SAT is the canonical
NP complete problem [7, 24] and no algorithm faster than the trivial brute-force algorithm is
known to solve Ckt-SAT. Another interesting question is, whether non-determinism helps in
solving Ckt-TAUT (a Co-NP complete problem) faster than the trivial brute-force algorithm.
Negative answer to these questions lead to the formulation of several conjectures [14, 13, 6].

In [38] they show that if we get super-polynomial savings in any non-deterministic
algorithm for Ckt-TAUT of polynomial size circuits then NEXP 6⊆ SIZE(poly). This shows that
designing fast SAT algorithms is at least as hard as proving non-uniform circuit lower bounds.

Our results (Section 6): We show that (using UTIME EWL and KLT), if unambiguous
non-determinism helps in solving Ckt-SAT, Ckt-TAUT and other related problems, in faster
than the trivial brute-force algorithms, then we get lower bounds for UTIME (with advice).
As fast algorithms (that beat brute-force with a good margin) have only been designed for
restricted classes, we give results that generalize the lower bound frameworks – that work
only for unrestricted Boolean circuits – such that they work for any restricted typical circuit
class (to get lower bounds against them). The current best algorithms for these restricted
classes are still not good enough to yield unconditional lower bounds, but its good to have
these generalizations, as progress in the restricted setting seems more likely than in the
unrestricted setting.

2 Preliminaries

Notations: We use t to denote time-constructible functions n ≤ t(n) ≤ 2O(n), Γ for uniform
complexity classes, a for advice functions 0 ≤ a(n) ≤ poly(n), s for circuit sizes (number of
wires) n ≤ s(n) ≤ 2n – unless a new range is declared during the usage. For language L we
use Ln = {x | x ∈ L ∧ |x| = n} to denote the nth-slice of L. For circuit C, we use tt(C) to
denote its truth-table, |C| to denote its size.

Uniform classes: We assume that the reader is familiar with the standard complexity
classes such as P, NP, RP, UP, BPP, ZPP, AM, MA, PH,Σ2,Π2 (see [3]) and their corresponding com-
plexity measures, DTIME, NTIME, RTIME, UTIME, BPTIME, ZPTIME. For C = D, N, R, U, BP, ZP, CE
denotes the class CTIME(2O(n)), and CEXP denotes the class ∪c≥0CTIME(2O(nc)). CTIME(t)
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denotes the class of languages accepted by CTIME machines that run in O(t) time. We assume
familiarity with SAT (satisfiability), TAUT (tautology), k-SAT, Σ2-SAT and Π2-SAT.

Circuit classes: We assume basic familiarity with Boolean circuits and their sub-classes.
We use C to denote any typical non-uniform circuit class, i.e., any class from the set
{AC0, ACC0, TC0, NC1, NC, P/poly}. All these circuit classes are of polynomial size. We use C(s)
to denote the class of O(s)-size C circuits. For truth-table tt, we use cktC(tt) to denote its
exact C circuit complexity – the minimum size of any C circuit whose truth-table is the string
tt. In the case of unrestricted Boolean circuits, instead of C(s) and cktC(tt), we use SIZE(s)
and ckt(tt).

Non-uniform classes: L ∈ Γ/a if there exists a Γ Turing machine M , and advice
sequence {an}n∈N satisfying ∀n |an| = a(n), such that for any n-length input x, x ∈ L ⇐⇒
M(x, an) = 1. For semantic classes, the machine M only needs to satisfy the semantic
promise on the advice sequence {an}n∈N (and not on all advice strings).

Heuristic classes: For uniform/non-uniform class Λ, L ∈ Heur-Λ if ∃L′ ∈ Λ, such that
for all polynomially samplable distribution D, ∀n Prx∼D,|x|=n[Ln(x) = L′n(x)] ≥ 1− 1

n .
Infinitely-often classes: For uniform/non-uniform, heuristic/non-heuristic class Λ, L ∈ io-

Λ if ∃L′ ∈ Λ, and an infinite subset S ⊂ N, such that n ∈ S =⇒ Ln = L′n.
Zero-error classes: L ∈ ZCTIME(t) if ∃M , that for input (x, y) with |x| = n and |y| = t(n)

runs in time t(n) for ∀n ∈ N, and whose output lies in {1, ?} if x ∈ L, and in {0, ?} if x 6∈ L.
Additionally, M satisfies the condition:
(a) Uniqueness for C = U: Σy:M(x,y)∈{0,1}1 = 1
(b) Largeness for C = R: Pry[M(x, y) ∈ {0, 1}] ≥ 2

3
(c) Existence for C = N: Σy:M(x,y)∈{0,1}1 ≥ 1

Note that ZRTIME = ZPTIME, and for C = N, R, U, ZCTIME(t) = CTIME(t) ∩ Co-CTIME(t)
follows by a similar argument that shows ZPTIME(t) = RTIME(t) ∩ Co-RTIME(t).

Seeds for ZCE: ZCE has seeds in C if for every ZCE predicate V , there is a k such that for
all x, there is a |x|k-size C circuit Cx such that V (x, tt(Cx)) ∈ {0, 1}.

Hitting-sets for CE: CE has l-size hitting-sets in C if for every CE predicate V , ∃k ∀n ∈ N,
there is an nk-size C circuit Cn such that tt(Cn) when partitioned into l strings {str1, . . . , strl}
of equal lengths, satisfies ∀(x : |x| = n ∧ x ∈ L) ∃(i ∈ [1, l]) V (x, stri) = 1.

Witness: A non-deterministic verifier V has witness in s-size C circuits, if for every x ∈ L,
there is a s(|x|)-size C circuit Cx, such that V (x, tt(Cx)) = 1.

Oblivious witness: Let y1, . . . , y2n denote the n-length strings arranged in the lexico-
graphical order. A non-deterministic verifier V has oblivious witness in s-size C circuits, if
∀n ∈ N, there is a s(n)-size C circuit Cn, such that tt(Cn) when partitioned into 2n strings
{str1, . . . , str2n} of equal lengths, satisfies ∀(i ∈ [1, 2n]) yi ∈ L =⇒ V (yi, stri) = 1. For i
with yi 6∈ L, stri is the all 0s string.

Circuit lower bounds: There are two types of lower bounds: (i) NEXP 6⊂ SIZE(poly), i.e., an
L ∈ NEXP satisfies ∀k L 6∈ SIZE(nk); (ii) ∀k NE 6⊂ SIZE(nk), i.e., a fix slice of NEXP (in this case
NE) has Lk for each k, such that Lk 6∈ SIZE(nk). NEXP 6⊂ SIZE(poly) ⇐⇒ ∀k NE 6⊂ SIZE(nk):
Forward direction follows from a simple padding argument, and reverse uses a complete
language for NE. Same holds for DTIME. But for ZNTIME, UTIME, ZUTIME, RTIME, ZRTIME,
BPTIME only the forward direction holds and these two lower bounds are not known to be
equivalent (due to the lack of a complete problem). In this paper we only focus on the case
(i), but our results can be easily extended to any reasonable lower bound (including (ii)).

Useful properties: We define a generalized version of the natural properties.
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I Definition 1 (Useful uniform properties). A Γ algorithm A is a Γ-C property if it satisfies the
first condition (stated below) on the inputs that are powers of 2 (interpreted as truth-tables).
A is said to be useful against s-size C circuits if it satisfies the second condition.
1. a. Uniqueness for C = U: ∀n ∈ N Σx:|x|=2n∧A(x)=11 = 1

b. Largeness for C = R: ∀n ∈ N Prx:|x|=2n [A(x) = 1] ≥ 1
2n

c. Existence for C = N: ∀n ∈ N Σx:|x|=2n∧A(x)=11 ≥ 1
2. Usefulness: for infinitely many n ∈ N, ∀(x : |x| = 2n) A(x) = 1 =⇒ cktC(x) > s(n)

Note that, in the case where s is poly(n), the same algorithm A should be useful
against nk for all k. That is, for each k, there should be infinitely many n ∈ N, such that
∀(x : |x| = 2n) A(x) = 1 =⇒ cktC(x) > nk.

I Definition 2 (Useful properties that use advice). A Γ/a algorithm A is a Γ/a-C property if
it satisfies the first condition of the Definition 1 on an advice sequence {an}n∈N that satisfies
∀n |an| = a(n). A is said to be useful against s-size C circuits if it satisfies the second
condition of the Definition 1 on the advice sequence {an}n∈N. For C = U, based on how A
behaves on the advice sequences other than {an}n∈N, it is divided into the following categories:
1. Γ/a-strong-unique or Γ/a-u=1: ∀n ∈ N ∀(an : |an| ≤ a(n)) Σx:|x|=2n∧A(x)/an=11 = 1
2. Γ/a-mild-unique or Γ/a-u≤1: ∀n ∈ N ∀(an : |an| ≤ a(n)) Σx:|x|=2n∧A(x)/an=11 ≤ 1
3. Γ/a-weak-unique or Γ/a-u∗: no restriction

3 EWL and KLT for UTIME, ZUTIME, and FewTIME

We derive EWL using a specific search to decision reduction for UTIME (Section 3.1). Using
this reduction we give the EWL and KLT for UTIME (Section 3.2). We describe similar results
for ZUTIME (Section 3.3) and FewTIME (Section 3.4).

3.1 Search to decision reduction for UTIME

For L ∈ NP and verifier V for L, there is a standard PNP algorithm for the corresponding
search problem. This algorithm can be easily made into an algorithm for Lewl(V ). So if
P = NP, then Lewl(V ) ∈ P. For L ∈ NEXP and verifier V for L, such results are not known, i.e.,
its not known whether NEXP = EXP yields an EXP algorithm for Lewl(V ). In [12] it was shown
that Lewl(V ) ∈ EXP if, NEXP = AM or NEXP has witness in SIZE(poly). It has been shown that
the later condition is equivalent to NEXP = MA (due to [12, 36] and van Melkebeek), and since
MA ⊆ AM, NEXP = AM is the weakest collapse we need to put Lewl(V ) in EXP.

In this section we show that for L ∈ UTIME(t) and unambiguous verifier V for L, Lewl(V ) ∈
UTIME(t). We also show why it would be difficult to extend this to all ambiguous verifiers.

I Theorem 3. For L ∈ UTIME(t) and unambiguous verifier V for L, Lewl(V ) ∈ UTIME(t).
Moreover if this statement is true for every non-deterministic verifier (ambiguous and
unambiguous), then ZNTIME(t) = ZUTIME(t).

Proof. Algorithm for Lewl(V ) : For input (x, i), guess a certificate y and simulate V (x, y).
Accept if V accepts and the ith bit of y is 1, otherwise reject. This algorithm is correct and
unambiguous as V is unambiguous. It runs in time O(t(|x|)) ≤ O(t(|x|+ |i|)).

The moreover part : For L ∈ ZNTIME(t), let V1 and V0 be its NTIME(t) and Co-NTIME(t)
verifiers respectively. Consider the UTIME(t) language L′ = {0, 1}∗. Using V1 and V0 we
construct a verifier V ′ for L′ with the following property – if the first bit of the certificate is
i, V ′ simulates Vi using the rest of the certificate. Using a UTIME(t) algorithm A for L′ewl(V ′)
we give a UTIME(t) algorithm for L. On input x, simulate A on (x, 1). If A accepts then we
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know that x ∈ L because then there is no positive certificate for V ′ that starts with 0 (or in
other words, no positive certificate for V0). So we accept iff A accepts. Similarly, there is a
UTIME(t) algorithm for L, and thus L ∈ ZUTIME(t). J

3.2 EWL and KLT for UTIME

Using the search to decision reduction from Theorem 3 we derive EWL for unambiguous
verifiers of languages in UTIME(t). Here again we see why it might be difficult to extend this
to all ambiguous verifiers. Using the EWL we also get a KLT for UTIME.

I Theorem 4. The following statements are true for constants c and k:
(a) For time-constructible t ∈ 2O(n), UTIME(t) ⊆ C(nk) implies that all UTIME(t) verifiers

have oblivious witness in C(nk). Moreover if this statement is true for every non-
deterministic verifier (ambiguous and unambiguous) of every UTIME(t) language, then
ZNTIME(t) ⊆ DTIME(2nk+1

t).
(b) If UTIME(2nc)/a ⊆ C(nk), then UTIME(2nc)/a has oblivious witness in C(nck) for all

verifiers that are unambiguous given the correct advice.
(c) UEXP/a ⊆ SIZE(poly) =⇒ UEXP/a = MA/a.

Proof. Proof of (a): For L ∈ UTIME(t), let x ∈ L be an n-length input, and V be an
unambiguous verifier for L whose certificate length is ≤ d · t for some constant d. The
UTIME(t) algorithm of Lewl(V ) from Theorem 3 puts it into C(mk) for input size m. The C
circuit for input length m = (|x|+ log t+ log d) ∈ O(n) is the oblivious witness circuit for
n-length inputs.

The moreover part: For L ∈ ZNTIME(t), construct the same verifier V ′ for the language
L′ = {0, 1}∗ as in the proof of Theorem 3. As L′ ∈ UTIME(t), V ′ will have witness in C(nk).
Now a DTIME(2nk+1

t) algorithm for L is – for n-length input x, go through all the circuits in
C(nk logn) one at a time, compute their truth-tables tt, and then compute V ′(x, tt). Due to
the way V ′ is constructed, all of its positive certificates have the same first bit. If V accepts
on any tt whose first bit is 1, then x ∈ L. Else x /∈ L.

Proof of (b): It is analogous to the proof of (a).
Proof of (c): Let L ∈ UEXP/a, and V be an unambiguous (given the correct advice)

verifier V for L that runs in time O(2nc) for some constant c. From the assumption
UEXP/a ⊆ SIZE(poly) and part (b), V has witness in SIZE(nck) for some k.

Using this we first give an EXP/a algorithm for L. On n-length input x, go through all
the circuits in SIZE(nck logn) one at a time, compute their truth-tables tt, and then compute
V (x, tt). Accept if V accepts for any tt, else reject. This is an EXP/a algorithm as simulation
of V needs the original advice.

Once we get UEXP/a = EXP/a, EXP/a ⊆ SIZE(poly) gives UEXP/a = MA/a [20]. J

3.3 EWL and KLT for ZUTIME

We extend the techniques from the previous section to give similar results for ZUTIME. Note
that EWL and KLT for ZNTIME are not known. The main difference in the proof of search to
decision reduction is: we also show Lewl(V ) ∈ UTIME(t) using unambiguous verifiers of L and
L both. Then, EWL and KLT follow from a similar argument as in the previous section.

I Theorem 5. The following statements are true for constants c and k:
(a) For L ∈ ZUTIME(t) and unambiguous verifier V for L, Lewl(V ) ∈ ZUTIME(t). Moreover if

this statement is true for all non-deterministic verifiers (ambiguous and unambiguous),
then ZNTIME(t) = ZUTIME(t).
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(b) For time-constructible t ∈ 2O(n), if ZUTIME(t) ⊆ C(nk), then ZUTIME(t) has oblivious
witness in C(nk) for all unambiguous verifiers. Moreover if this statement is true
for all non-deterministic verifiers (ambiguous and unambiguous), then ZNTIME(t) ⊆
DTIME(2nk+1

t).
(c) If ZUTIME(2nc) ⊆ C(nk), then ZUTIME(2nc) has oblivious witness in C(nck) for all unam-

biguous verifiers.
(d) ZUEXP ⊆ SIZE(poly) =⇒ ZUEXP = MA.

Proof. Proof of (a): From the above theorem we get that Lewl(V ) ∈ UTIME(t). The part
remaining to show is Lewl(V ) ∈ UTIME(t). Let V ′ be an unambiguous verifier for L. For
input (x, i), guess a bit z. If z = 0, simulate V ′ on x and accept if it accepts. If z = 1, guess
a certificate y and simulate V (x, y). Accept if V accepts and the ith bit of y is 0. This is
a UTIME(t) algorithm because for any x only one of the two branches – z = 0 and z = 1 –
accepts, and they both accept unambiguously.

The moreover part: As {0, 1}∗ ∈ ZUTIME(t), the moreover part’s proof is the same as that
in Theorem 3.

Proofs of (b), (c) & (d): The proofs are analogous to the proofs of (a), (b), & (c) of the
above theorem, respectively. J

3.4 EWL and KLT for FewTIME

One variant of UTIME(t) is FewTIME(t). L ∈ FewTIME(t), if there exists a constant c and a
non-deterministic verifier V , such that the number of accepting certificates on any input is
bounded by tc. The search to decision reduction of UTIME doesn’t work here, because we
don’t know the exact number of accepting certificates (and only know an upper bound). We
get rid of this problem, by either assuming UE = Co-UE (a clever induction argument), or by
using advice (that encodes the total number of accepting certificates for all the 2n inputs).
After the search to decision reduction is obtained, arguments for the EWL and the KLT are
similar to the ones used for UTIME.

I Theorem 6. The following statements are true if UE = Co-UE:
1. FewE = UE = ZUE
2. L ∈ FewE =⇒ ∀(FewE verifier V for L) Lewl(V ) ∈ UE
3. EWL : UE ⊂ C =⇒ every FewE verifier has oblivious witness in C
4. KLT : UE ⊂ SIZE(poly) =⇒ FewE ⊂ MA

Proof. Proofs of 1 & 2: For any L ∈ FewE, let V be a verifier whose number of accepting
certificates, and running time, both are bounded by 2cn, for some constant c. For p ∈ [1, 2cn]
we construct a new language Lp = {x | p ≤

∑
y V (x, y) ≤ 2cn}. Using induction we prove

that ∀pLp has 22cn(2cn− p+ 1) UTIME algorithm. Its easy to check that L2cn has 22cn UTIME
algorithm – guess 2cn distinct accepting certificates. Now assuming that L2cn , . . . , Lp+1
satisfy the induction condition we give a 22cn(2cn − p+ 1) UTIME algorithm for Lp.

Under the assumption UE = Co-UE, Lp+1 and Lp+1 both have 22cn(2cn − p) UTIME
algorithms. On input x, guess a non-deterministic bit z. If z = 1, run the UTIME algorithm
for Lp+1 on x, and accept if it accepts (since Lp+1 ⊆ Lp). If z = 0, run the UTIME algorithm
for Lp+1 on x. If it accepts, then the only way x could be in Lp is by

∑
y V (x, y) = p.

So guess p distinct accepting certificates of V on x. Accept if V accepts all of them.
This is an unambiguous algorithm because only one branch, either z = 0 or z = 1, leads
to acceptance, and both branches are unambiguous. The total time of this algorithm is
1 + 22cn(2cn − p) + p2cn ≤ 22cn(2cn − p+ 1) since p < 2cn.
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Now L, which is essentially L1, belongs to UTIME(23cn). For Lewl(V ), guess p and run
the UTIME algorithms for Lp and Lp+1 on x. If both of them accept, then we know that
p is the exact number of accepting certificates of V on x. So for input (x, i) of Lewl(V ),
guess p distinct accepting certificates and output the ith bit of the lexicographically smallest
certificate. This is a UTIME(23cn) algorithm.

Proof of 3: From 2, we know that for every L ∈ FewE, and every FewE verifier V for L,
Lewl(V ) ∈ UE. Thus, Lewl(V ) ∈ C, and V has oblivious witness in C (similar argument as in
Theorem 4).

Proof of 4: This directly from the UTIME KLT (Theorem 4). J

I Theorem 7. The following statements are true (unconditionally):
1. FewE/O(n) = UE/O(n) = ZUE/O(n)
2. L ∈ FewE/O(n) =⇒ ∀ (FewE/O(n) verifier V for L) Lewl(V ) ∈ ZUE/O(n)
3. EWL : UE/O(n) ⊂ C =⇒ every FewE/O(n) verifier has oblivious witness in C
4. KLT : UE/O(n) ⊂ SIZE(poly) =⇒ FewE/O(n) ⊂ MA/O(n)

Proof. Proofs of 1 & 2: For L ∈ FewE/O(n), and FewE verifier V for L, we give a ZUE/O(n)
algorithm for L. The advice of the ZUE algorithm is – the a ∈ O(n) original advice used
by the fewe algorithm – plus extra O(n) bits to encodes the sum of the total number of
accepting certificates for V on all n length inputs, let’s call this number p. On any n length
input x, guess a set S of p pairs (c, d). Output ‘?’, if ∃(c, d) ∈ S : V (c, d)/a = 0. Output
1, if ∃d : (x, d) ∈ S. Output 0, if ∀d : (x, d) /∈ S. Its easy to check that exactly one
non-deterministic branch outputs in the set {0, 1}. So this algorithm is ZUE/O(n).

Now we give a ZUE/O(n) algorithm for Lewl(V ). For input (x, i), the advice part, and
the algorithm part before the output step, are same as that for L. Output ‘?’, if ∃(c, d) ∈
S : V (c, d)/a = 0. Output 1, if the ith bit of the lexicographically smallest d such that
(x, d) ∈ S is 1. Output 0, if ∀d(x, d) /∈ S , or if the ith bit of the lexicographically smallest d
such that (x, d) ∈ S is 0. Its easy to check that this is also a ZUE/O(n) algorithm.

Proof of 3: From 2, we know that for every L ∈ FewE/O(n), and every FewE verifier V
for L, Lewl(V ) ∈ UE/O(n). Thus, Lewl(V ) ∈ C, and V has oblivious witness in C (similar
argument as in Theorem 4).

Proof of 4: This directly from the UTIME KLT (Theorem 4). J

4 Unique Properties vs UTIME/ZUTIME Lower Bounds

In this section we establish relationships between different types of unique properties and
lower bounds against UTIME and ZUTIME.

In all the connections we use the following connection between UP-U and P-U properties.
The proof of the Lemma 8 is along the same lines as the original connection [1, 29, 36]: an
useful NP (RP-natutal) property yields an useful P (P-natural) property.

I Lemma 8. UP/a property U can be converted into a P/a property P such that:
1. U is UP/a-U property =⇒ P is P/a-U property;
2. for u = u=1, u≤1, u∗: U is UP/a-u property =⇒ P is P/a-u property;
3. U is useful against C =⇒ P is useful against C.

Proof. Let V be the unambiguous verifier corresponding to U ’s algorithm. Let c be a
constant such that 2cn − 2n is the length of the certificates that V guesses for the inputs
of size 2n. Now we design P which satisfies the promises of the theorem statement. For
m which is not a multiple of c, among all the inputs of length 2m, P only accepts the all
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0s string. For m = cn for some n, for any input xy where |x| = 2n and |y| = 2cn − 2n, P
simulates V on (x, y), and accepts if and only if V accepts. For any n ∈ N, P uses the same
advice for 2cn-size inputs, that U uses for 2n-size inputs.

Proofs of 1 & 2: The construction of P ensures this for the inputs of size 2m, where m is
not a multiple of c. For all the other input sizes this is ensured by the fact that U is a UP
property, and the behavior of U on different advice strings. For any n ∈ N, and any advice
string, the number of 2cn-size inputs P accepts, is same as the number of 2n-size inputs U
accepts.

Proof of 3: If U is useful against C, then for each k there exists an infinite subset Sk such
that for each n ∈ Sk, U(x) = 1 =⇒ cktC(x) > nk. For any x, let y be the unique certificate
such that V (x, y) = 1. Since cktC(x) > nk =⇒ cktC(xy) > nk ≥ (cn)k−1, for each k, P is
also useful against nk−1-size C circuits, and hence is useful against C. J

Main results of this section can be summarized as follows:
1. (Section 4.1) ∃ P/O(logn)-strong-unique or P-U property useful against C ⇐⇒ ZUE

doesn’t have witness in C ⇐⇒ ZUE 6⊆ C
2. (Section 4.2) ∃ P/O(logn)-mild-unique property useful against C ⇐⇒ UE doesn’t have

witness in C
3. (Section 4.3) ∃ P/O(logn)-weak-unique property useful against C ⇐⇒ UE/O(n) doesn’t

have witness in C ⇐⇒ UE/O(n) 6⊆ C
4. (Section 4.4) ∃ NP/O(logn)-strong-unique or NP-U property useful against C ⇐⇒ ZNE 6⊆
C

5. (Section 4.4) ∃ NP/O(logn)-weak-unique property useful against C ⇐⇒ NE doesn’t
have witness in C ⇐⇒ NE 6⊆ C

Note that, as the lower bounds get weaker, the properties become less restrictive (or the
constructivity goes higher).

4.1 ZUE & P/O(log n)-u=1 (or P-U) properties
I Theorem 9. The following statements are equivalent:
1. ZUE 6⊆ C
2. ZUE doesn’t have oblivious witness in C (for some unambiguous verifier)
3. ZUE doesn’t have witness in C (for some unambiguous verifier)
4. ∃ P-U (or UP-U) property useful against C(poly)
5. ∃ P/O(logn)-u=1 (or UP/O(logn)-u=1) property useful against C

Proof. (1 =⇒ 4) Let L ∈ UE ∩ Co-UE \ C, and let V0 and V1 be 2O(n)-time unambiguous
verifiers for L and L, respectively. For any n, Ln can be viewed as a function fn, where
f−1
n (1) = {x ∈ L | |x| = n}.

Now using V0 and V1 we give a UP-U property U that is useful against C. For any input y
of length 2n, U goes through all the n-length strings, one by one. If the ith bit of y is 0, it
simulates V0 on the ith n-length string (to verify its inclusion in L). If the ith bit of y is 1, it
simulates V1 on the ith n-length string (to verify its inclusion in L). U accepts if and only if
it succeeds in all 2n verifications.

Uniqueness: For n ∈ N, U unambiguously accepts the truth table corresponding to the
function fn, and rejects all the other strings. As it runs for 2O(n) time on 2n-length inputs,
it is UP-U.

Usefulness: As L 6∈ C, for each k, there are infinitely many input lengths n, such that fn
doesn’t have nk-size C circuits. Thus U is useful against C.
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(4 =⇒ 3) If 4 is true, then there is a P-unique property P useful against C. Using P we
construct an unambiguous verifier V for the UE∩ Co-UE language {0, 1}∗ such that V doesn’t
have witness in C.

For any n-length input x, V guesses a string y of length 2n and accepts if and only if P
accepts y. Since P is P-unique property useful against C, the unique accepting witnesses of
V are not in C.

(3 =⇒ 2) This is trivial.
(2 =⇒ 1) The contrapositive follows from the ZUTIME EWL (Theorem 5).
(4 ⇐⇒ 5) The forward direction is trivial. For the reverse direction, for constant c ≥ 0

and P/c logn-u=1 property P, we convert P to a P-U property P ′.
For m which is not a multiple of c+ 1, among all the inputs of length 2m, P ′ only accepts

the all 0s string. For m = (c+ 1)n for some n, for any 2m length input x1x2 . . . x2cn where
∀i |xi| = 2n, P ′ accepts – if and only if – for each i, P accepts input xi with the advice yi
(ith cn-length string in lexicographical order).

Uniqueness: The uniqueness of P ′ directly follows from the fact that P is a strict-unique
property.

Usefulness: If P is useful against C with advice sequence {an}n∈N, then for each k there
exists an infinite subset Sk such that for each n ∈ Sk, P(x, an) = 1 =⇒ cktC(x) > nk. For
any 2n-length string x and cn length string an – let y = x1 . . . xbn . . . x2cn , where bn is the
lexicographical rank of an among all the cn-length strings – such that P ′(y) = 1. Since
cktC(x) > nk =⇒ cktC(y) > nk ≥ ((c+ 1)n)k−1, for each k, P ′ is also useful against nk-size
C circuits, and hence is useful against C. J

4.2 UE & P/O(log n)-u≤1 properties
We use a fine-grained version of the techniques from [36], to prove the following two theorems.
Unfortunately, the “no oblivious witness → no witness” connection of NTIME doesn’t go
through in the case of UTIME. If we try to establish a “no oblivious witness → P/ logn
property” connection, we get a weak-unique property instead of mild-unique property. In
the next section we will see that this connection can be established in the presence of advice.

I Theorem 10. The following statements are equivalent:
1. UE doesn’t have witness in C (for some unambiguous verifier)
2. ∃ P/O(logn)-u≤1 (or UP/ logn-u≤1) property useful against C

Proof. (1 =⇒ 2) If 1 is true, then there exists L ∈ UE, and an unambiguous verifier V for
L that doesn’t have witness in C.

If the inputs are given as advice, and the certificates are given as inputs, then V becomes
a P/O(logn) property P, that is useful against C.

For P to be a u≤1 property, it should be unique with respect to the same advise that
makes it useful. At this point, all we know is that for every input length and every advise, P
accepts at most one truth-table (since V is unambiguous). The advise that makes P useful
may not be present for all input lengths. For one of these input lengths n where no such
advise is present, it is also possible that Ln is empty.

We will be done if we have an UE verifier that doesn’t have witness in C, and whose
corresponding language is non-empty for all input lengths. Consider the two modifications
of V – (i) V0, that changes its behavior on the all 0s string and always accepts them
(unambiguously) – (ii) V1 that changes its behavior on the all 1s string and always accepts
them (unambiguously). The modified languages, and the modified verifiers, are also UE. We
show that, at least one of these two modifications doesn’t have witness in C. If V0 has witness



12 UTIME Easy-witness Lemma & Some Consequences

in C, then V ’s witnesses corresponding to the all 0s strings must be the ones that were not
in C, so then V1 doesn’t have witness in C.

(2 =⇒ 1) If 3 is true, then there exists a constant c and a P/c logn-u≤1 property P that
is useful against C. Define L = {x | |x|c ∈ N ∧ ∃y P(y)/x = 1}. Let V be the verifier for L –
that rejects any input whose length is not a multiple of c – on any other input x, it guesses a
string y of length 2

|x|
c , and simulates P on y using x as advice. V is a UE verifier since P is

a mild-unique property. Clearly V doesn’t have witness in C since P is useful against C. J

I Theorem 11. UE/a 6⊆ C ⇐⇒ UE/a doesn’t have oblivious witness in C (for some verifier
that is unambiguous given the correct advice)

Proof. (¬1 =⇒ ¬2) This follows from the UTIME EWL (Theorem 4).
(¬2 =⇒ ¬1) Assume that UE/a has oblivious witness (for all verifiers that are unam-

biguous given the correct advice) in C. Let L be a UE/a language and V be an unambiguous
verifier for L that has oblivious witness in nk-size C circuits. Now we show that L ∈ C.

Using V we construct an unambiguous verifier V ′ for the UEXP/a language {0, 1}∗, such
that for n ∈ N, an oblivious witness circuit of V ′ for n-length inputs computes Ln.

For any input x ∈ L (this can be verified by brute forcing through all the nk+1-size circuits),
V ′(x, y)/a = 1 only when y is the all 1s string. For any input x /∈ L, V ′(x, y)/a = 1 only when
y is the all 0s string. Since UE/a has oblivious witness in C, by a simple padding argument
UEXP/a too has oblivious witness in C). Let {Cn}n∈N be the C circuit family encoding the
oblivious witnesses of V ′. Then, the C circuit family defined by Dn(x) = Cn(x, 1), encodes
the language L (since the first bit of the unique accepting certificate of V ′ for x is 1 – if and
only if – x ∈ L). J

4.3 UE/O(n) & P/O(log n)-u∗ properties
Arguments from Section 4.1 when extended to the advice setting, yield the following.

I Theorem 12. The following statements are equivalent for any constant k ≥ 1:
1. UE/O(nk) 6⊆ C
2. ∃ P/O(logk n)-u∗ (or UP/O(logk n)-u∗) property useful against C
3. UE/O(nk) doesn’t have witness in C

(for some verifier that is unambiguous given the correct advice)
4. UE/O(nk) doesn’t have oblivious witness in C

(for some verifier that is unambiguous given the correct advice)

Proof. (1 =⇒ 2) Let L ∈ UE/cnk \ C for some constant c, and let V be 2O(n)-time
unambiguous verifier for L. For any n, Ln can be viewed as a function fn, where f−1

n (1) =
{x ∈ L | |x| = n}.

Now using V we give a UP/(c logkm+ logm)-u∗ property U that is useful against C. For
any input y of length m = 2n, U goes through all the n-length strings, one by one. If the
ith bit of y is 0, it does nothing. If the ith bit of y is 1, it simulates V on the ith n-length
string (to verify its inclusion in L). The first c logk(2n) = cnk bits of advice is the advice
required for the simulation of V . The last log(2n) = n bits of advise encodes the number of
n-length inputs that V accepts. U accepts if and only if it succeeds in all 2n verifications
and the hamming weight of y is equal to the number encoded by the last n bits of advise.

Weak uniqueness: For each n ∈ N, U unambiguously accepts the truth table corresponding
to the function fn, and rejects all the other strings. As it runs for 2O(n) time for 2n-length
inputs, it is UP/(cnk + n)-u∗.
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Usefulness: As L 6∈ C, for each l, there are infinitely many input lengths n, such that fn
doesn’t have nl-size C circuits. Thus U is useful against C.

(2 =⇒ 3) Let c be a constant and P be a P/c logk n-u∗ property useful against C. We
construct an unambiguous verifier V for the UE/c logk n language {0, 1}∗, that doesn’t have
witness in C. For any n-length input x, guess a 2n-length string y and simulate P on y, and
accept if an only if P accepts.

Since P is useful against C, V doesn’t have witness in C. As P is unique, V is UE/cnk.
(3 =⇒ 4) This is trivial.
(4 =⇒ 1) This follows from the UTIME EWL (Theorem 4). J

4.4 ZNE (NE) & NP/O(log n)-u=1 (NP/O(log n)-u∗) properties
In [29] it was conjectured, “ZNE 6⊂ C ⇐⇒ ∃ P-N (or NP-N) property useful against C” while
only forward direction was proved. We use a fine-grained version of the proof to establish the
equivalence in the case of unique properties (first part, Theorem 13). So if this conjecture is
true, then any NP-N property has an equivalent NP-U property. We show a slightly weaker
result where this equivalence holds with O(logn) advice (second part, Theorem 13).

I Theorem 13. The following statements are true:
1. ZNE 6⊆ C ⇐⇒ ∃ NP/O(logn)-u=1 (or NP-U) property useful against C
2. NE 6⊆ C ⇐⇒ ∃ NP/O(logn)-u∗ (or NP/O(logn)-N, or P/O(logn)-N) property useful

against C ⇐⇒ NE doesn’t have witness in C ⇐⇒ NE doesn’t have oblivious witness in C

Proof. Equivalence of useful NP-U & NP/O(logn)-u=1 properties: The forward direction is
trivial. For the reverse direction, for constant c ≥ 0 and NP/c logn-u=1 property P, we
convert P to an NP-U property P ′.

For m which is not a multiple of c+ 1, among all the inputs of length 2m, P ′ only accepts
the all 0s string. For m = (c+ 1)n for some n, for any 2m length input x1x2 . . . x2cn where
∀i |xi| = 2n, P ′ accepts – if and only if – for each i, P accepts input xi with the advice yi
(ith cn-length string in lexicographical order).

Uniqueness: The uniqueness of P ′ directly follows from the fact that P is a strict-unique
property.

Usefulness: If P is useful against C with advice sequence {an}n∈N, then for each k there
exists an infinite subset Sk such that for each n ∈ Sk, P(x, an) = 1 =⇒ cktC(x) > nk. For
any 2n-length string x and cn length string an – let y = x1 . . . xbn . . . x2cn , where bn is the
lexicographical rank of an among all the cn-length strings – such that P ′(y) = 1. Since
cktC(x) > nk =⇒ cktC(y) > nk ≥ ((c+ 1)n)k−1, for each k, P ′ is also useful against nk-size
C circuits, and hence is useful against C.

Proof of 1:
( =⇒ ) Let L ∈ NE ∩ Co-NE \ C, and let V0 and V1 be 2O(n)-time non-deterministic

verifiers for L and L, respectively. For any n, Ln can be viewed as a function fn, where
f−1
n (1) = {x ∈ L | |x| = n}.

Now using V0 and V1 we give an NP-U property U that is useful against C. For any input
y of length 2n, U goes through all the n-length strings, one by one. If the ith bit of y is 0, it
simulates V0 on the ith n-length string (to verify its inclusion in L). If the ith bit of y is 1, it
simulates V1 on the ith n-length string (to verify its inclusion in L). U accepts if and only if
it succeeds in all 2n verifications.

Uniqueness: For n ∈ N, U accepts the truth table corresponding to the function fn, and
rejects all the other strings. As it runs for 2O(n) time on 2n-length inputs, it is NP-U.
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Usefulness: As L 6∈ C, for each k, there are infinitely many input lengths n, such that fn
doesn’t have nk-size C circuits. Thus U is useful against C.

(⇐= ) Let U be an NP-unique property useful against C. Using U we construct a language
in ZNE \ C by designing verifier V0 for L, and verifier V1 for L.

For any n-length input x whose lexicograhical rank (among all n-bit strings) is j, Vi (for
i ∈ {0, 1}) guesses a string y of length 2n and simulates U on it. It accepts if and only if U
accepts y, and y’s jth-bit is equal to i.

Since U is NP-unique property useful against C, for each n the 2n-length string y it accepts
is unique. Thus the languages corresponding to V0 and V1 are compliments of each other,
and for each k there are infinitely many values of n where Ln (which is represented by the
string y), doesn’t have nk-size C circuits.

Proof of 2:
We will only show that NE 6⊂ C implies the existence of an NP/ logn-u∗ property that is

useful against C. All the other implications follow from [36, 29] since an NP/ logn-u∗ property
is only a special case of an NP/ logn-N property.

Let L ∈ NE \ C, and let V be 2O(n)-time non-deterministic verifier for L, respectively. For
any n, Ln can be viewed as a function fn, where f−1

n (1) = {x ∈ L | |x| = n}.
Now using V we give an NP/ logn-u∗ property U that is useful against C. For any input

y of length 2n, U goes through all the n-length strings, one by one. If the ith bit of y is 0, it
does nothing. If the ith bit of y is 1, it simulates V on the ith n-length string (to verify its
inclusion in L). U accepts if and only if it succeeds in all 2n verifications and the hamming
weight of y (the size of Ln) is equal to the number encoded by the advice.

The proof of uniqueness and usefulness is similar to that of the first case. J

5 Mild Derandomization from Uniform/Non-uniform Lower Bounds

In this section we extend the “lower-bounds to derandomization” frame-work of [36] to get
unified results for the three one-sided error classes – NEXP, REXP and UEXP – and their zero-
error versions – ZNEXP, ZREXP, and ZUEXP. We use the following “hardness to randomness”
connection in our derandomization results.

I Theorem 14 ([34]). There is a universal constant g and a function G : {0, 1}∗×{0, 1}∗ →
{0, 1}∗ such that, for all s and Y satisfying CC(Y ) ≥ sg, and for all circuits C of size
s, |Prx∈{0,1}g log |Y | [C(G(Y, x) = 1)) − Prx∈{0,1}s [C(x) = 1]]| < 1/s. Furthermore, G is
computable in poly(|Y |) time.

As a first step towards unification, we generalize the connection between “derandomization
of ZRE (RE) through seeds (hitting-sets)” and P-R (P/ logn-R) properties [36], to NE, UE, ZNE,ZUE.
Note that, for NE, UE, ZUE one can also use the “lower bounds to easy-witness” connections.

I Lemma 15. The following statements are true for C = N, R, U:
1. ZCE doesn’t have seeds in C ⇐⇒ ∃P-C property useful against C
2. CE doesn’t have 2n-size hitting sets in C =⇒ ∃P/ logn-C property useful against C

Proof. Proof of 1: ( =⇒ ) Let V be a ZCE predicate for L ∈ ZCE whose length of certificates
is 2cn for some constant c. For each k, let Sk be an infinite size set whose each element n
satisfies – ∃x such that |x| = n and ∀y V (x, y) ∈ {0, 1} =⇒ cktC(y) ≥ nk. Using V we
construct a P-C property P useful against C. For constant d, view any 2(c+d)n-length input
as a collection of 2dn certificates.

For C = N, U : Let d be 1. P accepts if and only if, for each i ∈ [1, 2n], V outputs 0/1
on the ith n-length input when given the ith certificate from the collection. Clearly, P
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is a P-C property. For each k, it is useful against nk-size C circuits, because for inputs
n ∈ Sk+1, it only accepts strings of length 2(c+1)n that have a substring y of length 2cn
with cktC(y) ≥ nk+1 ≥ ((c + 1)n)k (because corresponding to each n-length input, a 0/1
outputting certificate is present as a substring).

For C = R : P accepts if and only if, for each i ∈ [1, 2n], V outputs 0/1 on the ith n-length
input, for atleast one of the 2dn certificates. For carefully chosen d, P is a P-C property
because (1− ( 1

3 )2dn)2n ≥ 1
2(c+d)n . Usefulness of P follows from a similar argument as above.

(⇐= ) Let P be a P-C property useful against C. For each k, let Sk be the infinite set of
inputs where P only accepts strings str with cktC(str) ≥ nk. Using P we construct a ZCE
predicate V for Σ∗ that doesn’t have seeds in C. For n-length input x, where 2n ∈ S, guess a
string of length 2(d+1)n for some constant d. View it as a collection of 2dn strings of length
2n each.

For C = N, U : V outputs 1 if and only if P accepts all of the strings in the collection.
Clearly, V is a ZCE predicate. For each k, it doesn’t have seeds in nk-size C circuits, because for
any n with 2n ∈ Sk, any 2(d+1)n-length certificate it accepts, contains a 2n-length substring
y with cktC(y) ≥ nk.

For C = R : V outputs 1 if and only if P accepts at least one of the strings in the collection.
For carefully chosen d, V is a ZCE predicate because (1− 1

2n )2dn ≤ 1
3 . From a similar argument

as above it follows that V doesn’t have seeds in C.
Proof of 2: Let V be a CE predicate for L ∈ CE whose length of certificates is 2cn for

some constant c. For each k, let Sk be an infinite set whose each element n satisfies – V
doesn’t have 2n-size hitting sets in nk-size C circuits. Using V we construct a CP/ logn-C
property P (which we know has an equivalent P/ logn-C property) useful against C. View
any 2(c+1)n-length input as a collection of 2n certificates (or in other words, view it as a
2n-size hitting-set). Use the (c+ 1)n length advice to encode the number of n-length inputs
L has. Call it ln.

For C = N, U : Guess a 2n length string str of hamming weigth ln. P accepts if and only
if, for each i ∈ [1, 2n] where the ith bit of str is 1, V accepts the ith n-length input when
given the ith certificate from the collection. For all the other values of i, the ith certificate
from the collection should be the all 0s string. Clearly, P is a CP/ logn-C property. For each
k, it is useful against nk-size C circuits as it only accepts strings of length 2(c+1)n that are
2n-size hitting sets for V .

For C = R : P accepts if and only if, for ln-many i ∈ [1, 2n], V accepts the ith n-length input,
for atleast one of the 2n certificates. P is a P/ logn-C property because (1−( 1

3 )2n)2n ≥ 1
2(c+1)n .

Usefulness of P follows from a similar argument as above. J

The original connection, of which Lemma 15 can be viewed as a generalization, was used
to show: REXP 6⊂ SIZE(poly) or REXP 6= EXP =⇒ ∀ε > 0 BPP ⊂ io-ZPTIME(2nε)/nε. The
lower bounds implied the existence of useful properties, which were used to derandomize
BPP. Using Lemma 15, we get a variety of properties from a variety of lower bounds, and
thus get a variety of derandomization results.

I Theorem 16. The following statements are true for C = N, R, U:
1. CEXP 6⊂ SIZE(poly) =⇒ ∀ε > 0 BPP ⊂ io-ZCTIME(2nε)/nε
2. CEXP 6= EXP =⇒ ∀ε > 0 BPP ⊂ io-ZCTIME(2nε)/nε
3. ZCEXP 6⊂ SIZE(poly) =⇒ ∀ε > 0 BPP ⊂ io-ZCTIME(2nε)
4. ZCEXP 6= EXP =⇒ ∀ε > 0 BPP ⊂ io-ZCTIME(2nε)

Proof. Proof of 4: Let’s assume that ZCEXP 6= EXP. Then ZCE can’t have seeds in SIZE(poly),
because brute-forcing through the seeds will prove ZCEXP = EXP. Thus, there exists a P-C
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property P useful against SIZE(poly) (from the above Lemma). For each c, let Sc be the
infinite set of input lengths where P only accept strings str satisfying ckt(str) ≥ nc.

For k, ε > 0 and L ∈ BPTIME(nk), set c = gk/ε (where g is the constant from Theorem
14). We give a ZCTIME(2nε) algorithm for L that works for any input length n with 2n ∈ Sc.
For n-length input x of L, let Cx be the circuit corresponding to the BP computation of L
(on x).

For C = N, U : Non-deterministically guess a string Y of length m = 2Θ(nε). Reject if
P(Y ) = 0. Else we know that ckt(Y ) ≥ (nε)c = ngk. Feed Y to G (from Theorem 14) as the
first input, and brute-force through the second input to compute the acceptance probability
of the circuit Cx in time 2O(nε) (within 1/s = 1/nk approximation). Finally use this value
to output accordingly.

For C = R : Instead of one, non-deterministically guess a collection of strings {Y1, . . . , Yc}
for some constant c. Reject if ∀i P(Yi) = 0. Else proceed with any Yi with P(Yi) = 1, and
do the same as above. For large enough c, this is a ZRTIME algorithm.

Proof of 2: It’s analogous to the proof of 3, except that the properties we get are P/ logn
and not P. The logn-bit advice for this property is precisely the nε-bit advice for the
ZCTIME(2nε) algorithm we get.

(4 =⇒ 3) We prove the contrapositive. Assume that ∃ε > 0 such that BPP 6⊂ io-
ZCTIME(2nε). From the Equation (2) we get EXP ⊂ SIZE(poly), and from 4 we get ZCEXP = EXP.
Thus, we get ZCEXP ⊂ SIZE(poly).

(2 =⇒ 1) The proof is analogous to the above proof. J

In [36] they got: ∃c ≥ 1 ∀ε > 0 RP ⊆ RE ∩ BPP ⊂ io-ZPTIME(2nε)/nc. We get:

I Corollary 17. For C = N, R, U : ∃c ≥ 1 ∀ε > 0 CE ∩ BPP ⊂io-ZCTIME(2nε)/nc

We also get the following generalized “uniform-separation to derandomization” results.
The idea is: we break the separations into two (Γ 6= EXP, and Γ 6= MA or Γ 6= BPP) and then
apply, Theorem 16 on the first separation, and EXP KLT [4] or Equation (2) on the second.

I Theorem 18. For C = N, R, U :
1. ZCEXP 6= MA =⇒ ∀ε > 0 BPP ⊂ io-ZCTIME(2nε)
2. ZCEXP 6= BPP =⇒ ∀ε > 0 BPP ⊂ io-Heur-ZCTIME(2nε)
3. CEXP 6= MA =⇒ ∀ε > 0 BPP ⊂ io-ZCTIME(2nε)/nε

4. CEXP 6= BPP =⇒ ∀ε > 0 BPP ⊂ io-Heur-ZCTIME(2nε)/nε

Proof.

Proof of 1 : ZCEXP 6= MA =⇒ ZCEXP 6= EXP or EXP 6= MA

=⇒ ∀ε > 0 BPP ⊂ io-ZCTIME(2n
ε

) or EXP 6⊂ SIZE(poly)
=⇒ ∀ε > 0 BPP ⊂ io-ZCTIME(2n

ε

) or ZCEXP 6⊂ SIZE(poly)
=⇒ ∀ε > 0 BPP ⊂ io-ZCTIME(2n

ε

)

where the second implication follows from the above theorem and EXP KLT, and the last
implication again uses the above theorem.

Proof of 2: Its the same as above, except – instead of EXP 6= MA we get EXP 6= BPP – and
the result follows from the Equation (2).

Proofs of 3 & 4: They are analogus to the proofs of 1 and 2, respectively. J
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6 UEXP Lower Bounds from Fast Unambiguous Algorithms

In this section we show how to get lower bounds from fast algorithms: from half-sub-
exponential algorithms combined with the UTIME KLT (Appendix A); by a generalization
of the “tight reductions to lower-bounds” connection of [38] combined with the UTIME EWL
(Section 6.1); by a generalization of the “learning to lower bounds” connection of [8] combined
with the UTIME KLT (Section 6.2). Finally, in Section 6.3 we show some generalizations of
lower bound frameworks. We use the following ‘hierarchy theorem’ and ‘tight reductions to
SAT’ in our proofs.

I Theorem 19 (Heirarchy for UTIME [10]). For any time bound t such that n ≤ t ≤ 2n, there
is a constant ε > 0 and an advice bound a ∈ O(log(t) log(log(t))) such that UTIME(t)/a 6⊆
UTIME(tε)/(a+ 1).

I Theorem 20 (Efficient local reductions [17, 33, 9]). Every language L ∈ UTIME(2n) can be
reduced to 3-USAT (uniquely satisfiable 3-SAT) instances of 2nnc-size, for some constant c.
Moreover, given an instance of L there is an nc-size C (P-uniform) circuit that, on an integer
i ∈ [2nnc] in binary as input, outputs the ith clause of the resulting 3-USAT formula.

6.1 Lower bounds from UTIME EWL

In [38] they showed: any super-polynomial savings in designing non-deterministic algorithms
for TAUT imply NEXP 6⊆ SIZE(poly). We extend this to: faster unambiguous algorithms for,
TAUT and canonization, imply UEXP lower bounds. We first formally define canonization.

Canonization : A subset S of circuits is called CAN(s,C,p), if for any s-size C circuit C,
there exists a unique circuit C ′ ∈ S with tt(C) = tt(C ′), and |C ′| ≤ p(cktC(tt(C ′))).
CAN(s,C,p) ∈ Γ/a means there is a Γ/a algorithm that decides CAN(s,C,p).

TAUT(s,C) (SAT(s,C)) denotes the TAUT (SAT) for s-size C circuits. In these definitions we
omit, the parameter s when it is poly(n), and the circuit class when C = Boolean.

Main idea: In [38] they combined the witness circuit with the reduction circuit (Theorem
20), and used a faster TAUT algorithm. We do the same except: we use UTIME EWL, and we
use canonization to unambiguously guess the witness circuit. The UTIME EWL works for any
t, and thus also yields a corollary for USUBEXP (which is the class ∩ε>0UTIME(2εn)).

I Theorem 21. For δ ≤ 1, let a, c and ε be the parameters of Theorems 19 and 20 for the
time bound t = 2δn. Then for constant k and function p(n) ≥ n, UTIME(2δn)/a 6⊂ C(nk) if
1. TAUT(p(nk+1)n+nc,C) ∈ UTIME(2εn) and CAN(nk+1,C,p) ∈ UTIME(2εn)/1;
2. TAUT(p(nk+1)n+nc,C) ∈ UTIME(2εn)/1 and CAN(nk+1,C,p) ∈ UTIME(2εn).

Proof. For L ∈ UTIME(2δn)/a and input x, let Fx be the 2nnc-size 3-SAT formula we get
by reducing from x (Theorem 20). Also, there is an nc-size (P-uniform) C circuit D with
n+ c logn input wires, that outputs the ith clause of F when given the input i ∈ [1, 2nnc].
Using the assumptions (1 or 2), we will contradict the UTIME hierarchy (Theorem 19) by
designing a UTIME(2εn)/(a+ 1) algorithm for L.

Let V be the verifier for L that first reduces input x to the 3-SAT formula Fx, and then
non-deterministically guesses a satisfying assignment for Fx. From UTIME EWL (Theorem 4)
and the assumption UTIME(2δn)/a ⊂ C(nk) we know that V has witness circuits in C(nk).
Let E be a witness circuit of this verifier for the input length |x| = n. Combining D and E
we construct a circuit C that satisfies: “C is a tautology ⇐⇒ x ∈ L”.

Construction of C: On input i, the output of D is 3n + 3c logn + 3 bits. The first
3n + 3c logn bits are the three variables of the ith clause of F . Plug these output bits to
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three separate copies of E. The last three bits indicate whether the corresponding literals
are positive or negative. Use these three bits and the three output bits from the three copies
of E to compute the value of the ith clause (based on the assignment encoded by tt(E)).

Contradicting the first assumption: Non-deterministically guess a p(nk+1)-size C circuit E.
Simulate the CAN(nk+1,C,p) algorithm on E. This requires UTIME(2εn)/1. Reject if the answer
is negative. Continue if its positive, and construct C as described above. |C| ≤ p(nk+1)n+nc.
Note that, for any truth-table only one non-deterministic branch will lead to a non-rejecting
path. Now simulate the TAUT(p(nk+1)n+nc,C) algorithm on C. This requires UTIME(2εn). Note
that, C is accepted if and only if, x ∈ L, and tt(E) is the unique witness of V . This
whole process requires the advice used in the UTIME(2δn)/a algorithm for L. So we get a
UTIME(2εn)/(a+ 1) algorithm.

Contradicting the second assumption: The algorithm is exactly the same, expect that the
extra 1 bit of advice is used at an later stage of the algorithm. J

I Corollary 22. For a ∈ ω(n logn), b ∈ {0, 1} and polynomial p(n) ≥ n, USUBEXP/a 6⊂ C if
TAUTC ∈ USUBEXP/b and CAN(C,p) ∈ USUBEXP/(1− b).

6.2 Lower bound from fast learning algorithms
The two commonly studied learning models are: the Angluin’s exact learning model [2], and
the Valiant’s PAC model [35]. Fast learning algorithm in these models have been shown to
yield lower bound [8, 30, 11, 21, 29]. We now formally define UTIME exact learning.

Exact UTIME learning with membership and equivalence queries: Let s be the size of the
target concept C (the circuit to be learned). A UTIME(t) algorithm is called Learn(s,C,p),
if for any s-size C circuit C, it outputs a circuit C ′ of size at most p(s) in time at most
t(s) with tt(C) = tt(C ′), on exactly one of its non-deterministic branches, and rejects all
the other branches. The algorithm is allowed to make “membership" and “equivalence"
queries. A membership query is: “What is the value of C(x)?”. An equivalence query is: “Is
the current hypothesis (H) equal to C?”. On any positive equivalence query, it halts and
outputs the current hypothesis. On any negative query, it gets x from the oracle, such that
H(x) 6= C(x). If the output, and the equivalence queries are all C circuits, the algorithm is
called P-Learn(s,C,p) (proper learning). We omit the size parameter when s(n) = poly(n),
and the circuit class when C = Boolean.

We extend the result of [8] for this exact UTIME learning. The proof is along the same
lines except: we use the SAT and TAUT algorithms for solving the equivalence queries, and we
use them in a clever order to get the result of the query in an unambiguous fashion.

I Theorem 23. Let p ≥ n be some polynomial. Then ∀δ > 0, UEXP/nδ 6⊂ C, if ∀ε > 0,
SAT, TAUT, and Learn(C,p), belong to UTIME(2nε).

Proof. Fix a δ > 0. Then, for ε < δ′ < δ, there exists an a < nδ, such that UEXP/a 6⊆
UTIME(2nδ

′

)/(a+ 1) (Theorem 19). Starting with the assumption UEXP/a ⊂ C, we contradict
the UTIME hierarchy. UEXP/a ⊂ C implies that UEXP/a = P#P/a (using UTIME KLT). For
L ∈ UEXP/a we have a polynomial time algorithm for L that uses a amount of advice and
makes oracle queries to Permanent. Since P#P/a ⊂ C, Permanent has nc-size C circuits, for
some constant c. Using UTIME(2nε) learning algorithms, for nc-size C circuits, we learn and
compute Permanent in UTIME(2nδ

′

). This will give a UTIME(2nδ
′

)/a algorithm for L.
Algorithm for computing Permanent on input x: For i = 1 to |x|, let ci be a circuit that

computes permanent on i× i matrix. We will inductively compute ci for all |x| = n values of
i. Then we will compute cn(x) to get the final result. For i = 1 to |x|, do the following:
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1. If i = 1, let ci be the trivial circuit (that outputs the input bit itself).
2. Else, run the learning algorithm for ci and simulate the queries in the following way:

a. Membership queries: For any query y of length i, using downward self-reducibility of
permanent we can get the answer by making i queries to the circuit ci−1.

b. Equivalence queries: Let’s assume that our current hypothesis is h. We want to know
“Does there exists an input z such that h(z) 6= ci(z)?”. This is an NP query as we can
compute ci(z) in polynomial time using ci−1. Convert this query and its compliment to
SAT and TAUT instances of poly(n) size. Guess a non-deterministic bit z. If z = 0, run
the UTIME algorithm for TAUT, and in the case of acceptance output h as the ci circuit.
If z = 1, run the UTIME algorithm for SAT. If it accepts, then we actually need to give
a certificate z such that h(z) 6= ci(z). Now we make two new NP queries (search to
decision) – “Does there exists an input z starting with b such that h(z) 6= ci(z)?” – one
for b = 0, and one for b = 1. Guess answers to both the queries. Create - two poly(n)
size SAT instances, and two poly(n) size TAUT instances – by reducing these queries
and their compliments. Run the UTIME algorithms on theses queries to verify the two
guesses. At least one guess has to have a positive answer. Repeat this procedure again
after fixing the first bit of z unambiguously (fix it to 0 if possible, else fix it to 1). This
way we get a UTIME algorithm for the original equivalence query.

This algorithm puts L ∈ UTIME(2nδ
′

) as the UTIME(2nε) learning algorithm is used poly(n)
times (once for each ci), and each time it makes O(2nε) SAT and TAUT queries, each of which
can be computed in UTIME(2nε). J

6.3 Generalization of lower bound frameworks
In the above sections we saw that fast UTIME algorithms for certain C circuit related problems
(CAN, TAUT, SAT, Learn), were fed to certain frameworks to yield lower bounds for UTIME
against C. Consider the scenario where – a framework is altogether different, or is a fine-
grained version of one of the current ones – and works for Boolean circuits, but not for some
restriction C. Also consider that, the assumptions of these frameworks are satisfied for that
C, but not for unrestricted Boolean circuits. Do we get any lower bounds? In this section we
prove that this question has a positive answer.

We use a win-win type argument. We show that, either P 6⊂ C (i.e., stronger lower bounds
exist against C), or faster algorithms for C circuits imply faster algorithms for Boolean circuits
(i.e., frameworks that only work for Boolean circuits can now be used). To prove our results,
we use the following folklore lemma.

I Lemma 24. If P ⊆ C, there exists a constant c such that: for large enough n, any s-size
circuit has an equivalent sc-size C circuit.

Proof. Ckt-Eval is a problem in P whose input is a Boolean circuit C and a string x, and
the output is the output of C on x. If P ⊆ C, then there is a constant c such that Ckt-Eval
has nc-size C circuits.

Let B be a P/poly circuit of size nk, for some constant k. Let E be (n+ knk logn)c-size
circuit corresponding to the (n+ knk logn)th-slice of Ckt-Eval. Define D(x) = E(B, x). It
is easy to check that, D is a (n+ knk logn)c-size C circuit, that is equivalent to B. J

In [39], assumed fast algorithms were applied on witness circuits. To extend their
framework, they used the above lemma to show, “either P 6⊂ C, or the Boolean witnesses
have equivalent C circuits, and thus fast algorithms for C are sufficient”. Note that, unlike
our result, this approach was local to that particular framework.
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I Theorem 25. Either P 6⊂ C, or ∃c ∀k:
1. CAN(C,nk) ∈ UTIME(t(n)) =⇒ CANnck ∈ UTIME(t(n))
2. CAN(C,nk) ∈ UTIME(t(n)) ∧ TAUTC ∈ UTIME(t′(n)) =⇒ TAUT ∈ UTIME((t(nck)+ t′(nck))n).
3. CAN(C,nk) ∈ UTIME(t(n)) ∧ TAUTC ∈ UTIME(t′(n)) ∧ SATC ∈ UTIME(t′′(n))

=⇒ SAT ∈ UTIME((t(nck) + t′(nck))n+ t′′(nck))
4. P-Learn(C,nk) ∈ UTIME(t(n)) ∧ TAUTC ∈ UTIME(t′(n)) ∧ SATC ∈ UTIME(t′′(n))

=⇒ CAN(C,nk) ∈ UTIME(t(n)(t′(nk) + t′′(nk))n)

Proof. If P ⊂ C, from the above lemma we know there exists a constant c such that: for each
s-size Boolean circuit B, there is an equivalent sc-size C circuit C (for large enough n).

Proof of 1: By a simple modification of an algorithm A for CAN(C,p), we obtain an
algorithm A′ for CANpc .

On input B, the algorithm A′ first checks whether B belongs to C. It rejects if the answer
is negative. If the answer is positive it simulates A on B and accepts if and only if A accepts.

Proof of 2: Let A be a UTIME(t) algorithm for CAN(C,p), A′ be a UTIME(t′) algorithm for
TAUTC . Using A and A′, we construct a UTIME algorithm A′′ for TAUT.

For input B to A′′, for each gate g of B, let Bg be the circuit corresponding to the output
wire of gate g. For the output gate o, A′′ first guesses an equivalent C circuit C ′o. To make
sure that its guess is unambiguous, it simulates A on C ′o and rejects if A rejects. Then it
simulates A′ on C ′o (to check if C ′o is a tautology) and rejects if it rejects. The only thing
left to check is that C ′o is actually equivalent to Co.

For checking the consistency of C ′o, A′′ first guesses C circuit C ′g, for each gate g. It then
simulates A on each C ′g and rejects if A rejects on any of them. Finally it simulates A′ on
C ′′g for each g, where C ′′g is the circuit that captures the tautology “C ′g = op(C ′g1

, . . . , C ′gl)”
for g = op(g1, . . . , gl). It accepts if and only if A accepts on all of them.

Proof of 3: For input B, with the same strategy as in the proof of 2, we first unambiguously
construct an C circuit C. Then, on this C we simulate a UTIME(t′′) algorithm for SATC .

Proof of 4: In a proper learning algorithm, if we have access to the circuit that we are
learning, then we can get a canonization algorithm for C (because the learning algorithm
only cares about the truth-table of the circuit that it is learning, and outputs the same
hypothesis for all the circuits that have same truth-tables). The membership queries can be
handled directly since we have the circuit with us. For the equivalence queries, in the proof
of Theorem 23 we saw that we need TAUT and SAT algorithms. Since we have the circuit with
us, and the hypothesis belongs to C, these queries can be converted into TAUTC and SATC
queries. So we get a UTIME algorithm for CAN(C,nk). J

The final (fourth) point of the above theorem shows that canonization is implied by
proper learning, tautology and satisfiability algorithms. Using that, and Corollary 22 and
Theorem 23 we can get the following new corollary.

I Corollary 26. For a ∈ ω(n logn), polynomial p(n) ≥ n, USUBEXP/a 6⊂ C if TAUTC, SATC,
and P-LearnC belong to UTIME(2no(1)).

7 Conclusions and Open Problems

The main open problem is whether there are any connections between faster algorithms and
non-uniform lower bounds possible within determinstic classes such as EXP. In almost all of
the prior connections, non-uniformity is simulated with non-determinism, by having a non-
deterministic machine guess the appropriate circuit. Can we substitute a recursive argument
for non-determinism here? Our results show that, while still allowing non-determinism, the
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form of non-determinism can be restricted. In what other ways could we get such connections
for smaller classes by restricting the use of non-determinism? Finally, the circuit model
combines two features: time and non-unformity. Can we get a finer-grained version of
easy-witness lemma by distinguishing these two parameters?
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A UEXP Lower Bounds from Half-sub-exponential Unambiguous
Algorithms

From [38] we know: a deterministic half-sub-exponential 3-SAT algorithm imply EXP 6⊆
SIZE(poly). Two interesting algorithm design questions are: “Does faster non-deterministic
algorithms exist for TAUT/CAPP?" and “Does faster unambiguous non-deterministic algorithms
exist for SAT?". Here we show that (strong) positive answers imply UEXP lower bounds.

Main idea: UEXP/a ⊂ SIZE(poly) with UTIME KLT implies UEXP/a = Σ2/a = Π2/a = MA/a.
Then, for L ∈ UEXP/a, we unfold the quantifiers of the MA,Σ2,Π2 algorithms, and use the
faster algorithms (from the assumptions) to contradict the UTIME hierarchy.

I Theorem 27. For δ ≤ 1, let a and ε be the parameters of Theorem 19 for the time bound
t = 2δn. Let f, g, h : N→ N satisfy f(g(nk)k) ∈ O(2εn) and h(nk) ∈ O(2εn) for all constants
k. Then UTIME(2δn)/a 6⊂ SIZE(poly) if
1. 3-SAT ∈ UTIME(f)/1 and 3-TAUT ∈ NTIME(g); or
2. 3-SAT ∈ UTIME(f) and 3-TAUT ∈ NTIME(g)/1; or
3. Σ2-SAT ∈ UTIME(h)/1 (Π2-SAT ∈ UTIME(h)/1); or
4. 3-SAT ∈ UTIME(f)/1 and CAPP ∈ NTIME(g); or
5. 3-SAT ∈ UTIME(f) and CAPP ∈ NTIME(g)/1.

Proof. Starting with UTIME(2δn)/a ⊆ SIZE(poly) we get UEXP/a ⊆ SIZE(poly). From UTIME
KLT (Theorem 4) UEXP/a = MA/a. Thus UTIME(2δn)/a ⊆ Σ2/a (or Π2/a, or MA/a). For
L ∈ UTIME(2δn)/a, using any one of the above five assumptions, and any Σ2/a (or Π2/a, or
MA/a) algorithm for L, we design a UTIME(2εn)/(a + 1) algorithm for L to contradict the
UTIME hierarchy (Theorem 19).

Contradicting the first assumption: Let M be a Σ2/a machine that accepts L. Let
N be the Co-NP machine obtained by starting M at its alternation, i.e., after removing
the existential quantifier, and including the variables under it, into the input. Assuming
3-TAUT ∈ NTIME(g) we get that N has an equivalent machine N ′ that guesses g(poly(n))
bits and then runs for g(poly(n)) time. Thus M has an equivalent machine M ′ that guesses
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poly(n) + g(poly(n)) bits and then runs for g(poly(n)) time. Note that, N,N ′,M ′ all use
the same advice as M . Now this machine M ′ can be turned into an equivalent 3-SAT
instance of poly(g(poly(n))) size. Now by the assumption 3-SAT ∈ UTIME(f)/1 we get a
UTIME(f(poly(g(poly(n)))))/(a+ 1) algorithm for L.

Contradicting the second assumption: The argument is exactly the same as that for the
first assumption, expect that the extra 1 bit of advice is now used at an earlier stage of the
algorithm.

Contradicting the third assumption: The Σ2/a (Π2/a) algorithm for L can be converted
into a Σ2-SAT (Π2-SAT) instance of poly(n) size in poly(n) time. This conversion needs
the original a bits of advice. Now a UTIME(h)/1 algorithm for Σ2-SAT (Π2-SAT) gives a
UTIME(h(poly(n)))/(a+ 1) algorithm for L.

Contradicting the fourth assumption: Let M be an MA/a machine that accepts L. Let N
be the BPP machine of Arthur (whose input also includes the non-determinism of Merlin).
Assuming CAPP ∈ NTIME(g) we get that N has an equivalent machine N ′ that guesses
g(poly(n)) bits and then runs for g(poly(n)) time. Thus M has an equivalent machine
M ′ that guesses poly(n) + g(poly(n)) bits and then runs for g(poly(n)) time. Note that,
N,N ′,M ′ all use the same advice as M . The machine M ′ can be turned into an equivalent
3-SAT instance of poly(g(poly(n))) size. By the assumption 3-SAT ∈ UTIME(f)/1 we get a
UTIME(f(poly(g(poly(n)))))/(a+ 1) algorithm for L.

Contradicting the fifth assumption: The argument is exactly the same as that for the
fourth assumption, expect that the extra 1 bit of advice is now used at an earlier stage of
the algorithm. J
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