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#### Abstract

In this work, we continue the research started in [HIMS18b], where the authors proposed to study the half-duplex communication complexity. Unlike the classical model of communication complexity introduced by Yao, in the half-duplex model, Alice and Bob can speak or listen simultaneously, as if they were talking using a walkie-talkie. The motivation for such a communication model comes from the study of the KRW conjecture. Following the open questions formulated in [HIMS18b], we prove lower bounds for the disjointness function in all variants of half-duplex models and an upper bound in the half-duplex model with zero. Next, we prove lower and upper bounds on the half-duplex complexity of the Karchmer-Wigderson games for the counting functions and for the recursive majority function, adapting the ideas used in the classical communication complexity. Finally, we define the non-deterministic halfduplex communication complexity and establish bounds connecting it with non-deterministic communication complexity in the classical model.
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## 1 Introduction

### 1.1 Background

Communication complexity is a powerful tool with applications in algorithms, circuit complexity, proof complexity, and many other areas of theoretical computer science. In the classical model of communication complexity introduced by Yao [Yao79], two players, Alice and Bob, try to compute $f(x, y)$ for some function $f$, where Alice only knows $x$ and Bob only knows $y$. The players can communicate by sending bits to each other, one bit per round, and at the end of the communication, both players must know the result $f(x, y)$. The essential property of this classical model is that in each round of communication, one player sends a bit, and the other receives it.

[^0]There are many extensions of this basic two-party communication model, such as randomized communication complexity, non-deterministic communication complexity, various types of multiparty communication models, etc. In [HIMS18b], the authors suggested considering a communication model where the players speak over a half-duplex channel. A well-known example of half-duplex communication is talking using a walkie-talkie: one has to hold a "push-to-talk" button to speak to another person, and the other has to keep it released to listen. If two persons try to speak simultaneously, then they do not hear each other. Formally speaking, every round, each player chooses one of three actions: send 0 , send 1 , or receive. There are three different types of rounds: a classical round, when one player sends some bit while the other one receives, a wasted ${ }^{1}$ round, when both players send bits (these bits get lost), and a silent round, when both players receive. In [HIMS18b], the authors defined three variations of the half-duplex model based on what happens in silent rounds: half-duplex models with silence, with zero, and with adversary (see Section 2 for more information).

It turned out that the communication complexity in the half-duplex models not only differs from the classical case, but also behaves differently. For example, in the classical case, the equality function, the disjointness function, and the inner product function have complexity $n+1$, meaning that all three are the hardest functions. In the half-duplex models with silence and with zero, the equality is less complex than the other two.

The original motivation for the half-duplex communication models comes from the study of the Karchmer-Wigderson games [KW88] for the multiplexer relation [EIRS01]. In [MS20], results from the half-duplex communication complexity were used to prove a lower bound on a composition of the universal relation with the Karchmer-Wigderson game for some function. The authors suggest that a better understanding of the half-duplex communication complexity might help to achieve new bound in the study of the KRW conjecture [KRW95] and even prove a supercubic lower bound on the De Morgan formula size of an implicit function.

We continue the research started [HIMS18b], and close some open questions from it regarding the complexity of the disjointness function. We also study the complexity of the Karchmer-Wigderson games for the counting functions and for the recursive majority function. In addition, we define the non-deterministic half-duplex communication complexity and prove bounds connecting it to the classical non-deterministic communication complexity.

### 1.2 Overview of results

For a communication problem $P$, let $\mathrm{D}_{s}^{h d}(P), \mathrm{D}_{0}^{h d}(P)$, and $\mathrm{D}_{a}^{h d}(P)$, denote the (deterministic) halfduplex communication complexity of $P$ with silence, with zero, and with adversary, respectively (see Section 2 for formal definitions). Table 1 contains a summary of lower and upper bounds for the communication problems considered in [HIMS18b], the bounds proved in this paper are marked with $\star$.

In addition to the bounds in Table 1, we prove the following upper bounds for special cases of the counting function,

$$
\mathrm{D}_{s}^{h d}\left(\mathrm{KW}_{\mathrm{MOD}_{n}}\right) \leq 3 \log _{3} n, \quad \mathrm{D}_{s}^{h d}\left(\mathrm{KW}_{\mathrm{MOD}_{n}}\right) \leq 2.47 \log n, \quad \mathrm{D}_{s}^{h d}\left(\mathrm{KW}_{{\mathrm{MOD} 11_{n}}}\right) \leq 3.48 \log n,
$$

and for the recursive majority function,

$$
\mathrm{D}_{s}^{h d}\left(\mathrm{KW}_{\mathrm{RecMaj}_{n}}\right) \leq \mathrm{D}_{0}^{h d}\left(\mathrm{KW}_{\mathrm{RecMaj}_{n}}\right) \leq 2 \log _{3} n
$$

[^1]Table 1: Lower and upper bounds for the communication problems considered in [HIMS18a].

|  | $\mathrm{EQ}_{n}$ | $\mathrm{IP}_{n}$ | $\mathrm{DISJ}_{n}$ |  | $\mathrm{KW}_{\mathrm{MOD} 2}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{D}_{s}^{\text {hd }}$ | $\begin{gathered} \geq n / \log 5 \\ \leq n / \log 5+o(n) \end{gathered}$ | $\geq n / 2$ | $\begin{gathered} \geq n / \log 5 \\ \leq n / 2+O(1) \end{gathered}$ |  | $\begin{gathered} \geq \log n \\ \leq 2 \log _{3} n \\ \hline \end{gathered}$ | * |
| $\mathrm{D}_{0}^{\text {hd }}$ | $\begin{gathered} \geq n / \log 3 \\ \leq n / \log 3+o(n) \end{gathered}$ | $\geq n / \log (2 /(3-\sqrt{5}))$ | $\begin{gathered} \geq n / \log 3 \\ \leq 3 n / 4+o(n) \end{gathered}$ | $\star$ | $\begin{aligned} & \geq 1.439 \log n \\ & \leq 3 \log _{3} n \end{aligned}$ | $\star$ |
| $\mathrm{D}_{a}^{\text {hd }}$ | $\geq n / \log 2.5$ | $\geq n / \log (7 / 3)$ | $\geq n / \log 2.5$ |  | $=2 \log n$ |  |

For arbitrary $p \geq 7$, we prove that $\mathrm{D}_{s}^{h d}\left(\mathrm{KW}_{\mathrm{MOD} p_{n}}\right) \leq 1.16\left\lceil 1+\log _{3} \frac{p}{2}\right\rceil \cdot \log n$. We also show that the lower bounds for $\mathrm{KW}_{\mathrm{MOD} 2_{n}}$ in Table 1 apply for $\mathrm{KW}_{\mathrm{MOD} p_{n}}$ for arbitrary $p$ in all three models.

In Section 5, we introduce non-deterministic half-duplex communication complexity. Let $\mathrm{N}_{s}^{h d}(f)$, $\mathrm{N}_{0}^{h d}(f)$, and $\mathrm{N}_{a}^{h d}(f)$ denote the non-deterministic half-duplex communication complexity of $f$ with silence, with zero, and with adversary, respectively. For any function $f:\{0,1\}^{n} \times\{0,1\}^{n} \rightarrow\{0,1\}$, we show that

$$
\begin{aligned}
& \mathrm{N}_{s}^{h d}(f)=\mathrm{N}(f) / \log 5+\Theta(\log \mathrm{N}(f)), \\
& \mathrm{N}_{0}^{h d}(f)=\mathrm{N}(f) / \log 3+\Theta(\log \mathrm{N}(f)), \\
& \mathrm{N}_{a}^{h d}(f) \geq \mathrm{N}(f) / \log 3,
\end{aligned}
$$

where $\mathrm{N}(f)$ denotes the classical non-deterministic communication complexity.

### 1.3 Organization of this paper

In Section 2, we review the half-duplex communication models. In Section 3, we prove lower and upper bounds for the disjointness function in various half-duplex models. Then, in Section 4, we prove lower and upper bounds on the Karchmer-Wigderson games for the counting functions and for the recursive majority function. In Section 5, we define the non-deterministic half-duplex communication complexity and prove bounds connecting it to the classical non-deterministic complexity. Section 6 contains open problems.

## 2 Half-duplex Communication Complexity

We expect that the reader is familiar with the standard definitions of communication complexity that can be found in [KN97]. It will be necessary to understand that a communication protocol can be described by a binary tree, where every node has an associated combinatorial rectangle of all input pairs $(x, y)$ such that if the players are given $x$ and $y$, then the communication goes through this node. Finally, we expect the reader to understand why the rectangles associated with the leaves of the protocol tree are monochromatic.

Let's assume that the players have some synchronizing mechanism, e.g., synchronized clocks, that allows them to understand when each round begins. In the half-duplex communication, every round, each player chooses one of three actions: send (0), send(1), or receive. So, there are three different types of rounds.

- A classical round: one player sends some bit and the other one receives it.
- A wasted round: both players send bits, and these bits get lost.
- A silent round: both players receive.

In [HIMS18b], the authors considered the following three variations of this model.

- The half-duplex communication model with silence. In a silent round, both players receive a special symbol silence, so it is possible for both players to distinguish a silent round from a classical one.
- The half-duplex communication model with zero. In a silent round, both players receive 0 , so the players can not distinguish a silent round from a classical round where the other player sends 0 .
- The half-duplex communication model with adversary. In a silent round, each player receives arbitrary bit, not necessarily the same as the other player.

In the half-duplex model with zero, there is no need to send zeros - a player can choose to receive instead and the other player will not notice the difference.

In the classical case a communication protocol is described by a binary tree with labels. A communication of players on inputs $(x, y)$ corresponds to a root-to-leaf path in this tree. After every round each player knows what the other player's action was, and that allows them to determine the next node of the path. Unlike the classical case, in the half-duplex communication models a player does not always know what the other player's action - the information about it can be "lost", i.e., in a wasted round a player do not know what the other player's action was. If we extend the definition of a classical protocol for the half-duplex models then in some rounds a player might not know how to choose the next node of the path. That is why in the half-duplex case, a protocol is described by two trees - one for each player. The protocol trees have arity 5 in the halfduplex model with silence, arity 3 in the model with zero, and arity 4 in the model with adversary. The arity of the tree correspond to a number of different events a player can observe: sent ( 0 ), sent (1), received (0), received(1), and silence. In the half-duplex model with silence all five events are possible, in the half-duplex model with zero there is no silence and the players never send 0 , in the half-duplex model with adversary a silence is not possible. For the formal definition of the half-duplex communication protocols see [HIMS18b]. It should be noted that despite the differences, every node of a half-duplex protocol tree has an associated rectangle of inputs, and every leaf rectangle is monochomatic.

The minimal number of rounds that is enough to solve a communication problem $R$ on all inputs defines the communication complexity of $R$. For the classical communication model, we denote it by $\mathrm{D}(R)$, for the half-duplex models with silence, with zero, and with adversary, we denote it by $\mathrm{D}_{s}^{h d}(R), \mathrm{D}_{0}^{h d}(R)$, and $\mathrm{D}_{a}^{h d}(R)$, respectively.

## 3 Bounds for the disjointness function

The disjointness function $\operatorname{DISJ}_{n}:\{0,1\}^{n} \times\{0,1\}^{n} \rightarrow\{0,1\}$ is defined by

$$
\operatorname{DISJ}_{n}(x, y)=1 \Longleftrightarrow \forall i \in[n]: x_{i} \neq 1 \vee y_{i} \neq 1
$$

This is one of the hardest functions in the classical communication model - it has communication complexity exactly $n+1$. In other words, the trivial protocol where Alice sends all her bits to Bob, Bob computes the result and then sends it back to Alice, is optimal. This is not the case in the
half-duplex models. In [HIMS18b], the authors prove an upper bound $n / 2+O(1)$ on $\operatorname{DISJ}_{n}$ in the half-duplex model with silence (Theorem 16 in [HIMS18b]). In this section we prove lower bounds for $\operatorname{DISJ}_{n}$ in all three half-duplex models, and an upper bound in the model with zero. We start with the lower bounds.

Theorem 1. For all $n \in \mathbb{N}$,

$$
\mathrm{D}_{s}^{h d}\left(\mathrm{DISJ}_{n}\right) \geq n / \log 5, \quad \mathrm{D}_{0}^{h d}\left(\operatorname{DISJ}_{n}\right) \geq n / \log 3, \quad \mathrm{D}_{a}^{h d}\left(\mathrm{DISJ}_{n}\right) \geq n / \log 2.5
$$

To prove this theorem, we will need the following folklore property of communication protocols for DISJ $_{n}$. For a Boolean vector $x \in\{0,1\}^{n}$, let $\bar{x}$ denotes its complement, i.e. $\bar{x}_{i}=1-x_{i}$ for all $i \in[n]$.

Lemma 1 ([KN97]). Let $x, y \in\{0,1\}^{n}$ and $x \neq y$. The pair of inputs $(x, \bar{x})$ and ( $y, \bar{y}$ ) do not belong to the same monochromatic rectangle of $\mathrm{DISJ}_{n}$.

Proof. Note that $\operatorname{DISJ}_{n}(x, \bar{x})=\operatorname{DISJ}_{n}(y, \bar{y})=1$. Consider a rectangle containing $(x, \bar{x})$ and $(y, \bar{y})$. Due to combinatorial rectangle properties it necessarily contains also $(x, \bar{y})$ and $(y, \bar{x})$. If $y \subset x$ then $\operatorname{DISJ}_{n}(x, \bar{y})=0$; otherwise, $\operatorname{DISJ}_{n}(\bar{x}, y)=0$. Hence this rectangle is not monochromatic.

This property of $\operatorname{DISJ}_{n}$ allows us to define a sub-additive measure $\mu(R)$ that is equal to the number of pairs $(x, \bar{x})$ in rectangle $R$. In [HIMS18b], a special framework was developed specifically for such measures, the rectangle elimination technique. The following lemma allows us to get a lower bound by showing that for every protocol the measure of the root rectangle is large while the measures of all leaf rectangles are small. We say that some rectangle of inputs $R$ is good for a protocol $\Pi$ if restricting the problem to $R$ allows the players to omit the first round of $\Pi$.

Lemma 2 (Lemma 10 in [HIMS18b]). Let $\mu$ be some sub-additive measure on rectangles such that $\mu(X \times Y) \geq \mu_{r}$ and for any leaf rectangle $R_{l}, \mu\left(R_{l}\right) \leq \mu_{\ell}$. If for any rectangle $R$ there is always a good subrectangle for function $f \upharpoonright R$ of measure at least $\alpha \cdot \mu(R)$ then the depth of the protocol is at least $\log _{1 / \alpha} \frac{\mu_{r}}{\mu_{\ell}}$.

Now we are ready to prove Theorem 1.
Proof of Theorem 1. For the first two lower bounds it is enough to use the fooling set method [KN97]. There are $2^{n}$ pairs $(x, \bar{x})$, and hence there are at least $2^{n} 1$-monochromatic rectangles, that gives a lower bound on the number of leaves in the protocol. It remains to note that the protocol trees in the half-duplex models with silence and with zero have arities 5 and 3 , respectively.

The third lower bound requires a little bit more effort. The same argument would prove only $n / 2$ lower bound which is trivial. Instead, we use the rectangle elimination technique. For that we will use the fact that for any protocol solving $\operatorname{DISJ}_{n}$ on some rectangle $R$ there is a set of five good rectangles covering each element of $R$ twice. Hence, one of these rectangles has measure at least $2 / 5 \cdot \mu(R)$ and we can reduce the problem to it (for more details see [HIMS18a, Theorem 13]). Application of Lemma 2 for $\mu$ and $\alpha=2 / 5$ concludes the proof.

Now we proceed to proving an upper bound for $\operatorname{DISJ}_{n}$ in the half-duplex model with zero. In order to show a protocol with $\frac{3}{4} n+o(n)$ rounds, we start with a less efficient protocol and then improve it. Let us remind that in the half-duplex model with zero there is no need to send zeros, so the players never do it.

Table 2: The first stage of the half-duplex protocol for $\operatorname{DISJ}_{n}$ with zero.

| Case 1 |  |  | Case 2 |  |  | Case 3 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Block | Alice | Bob | Block | Alice | Bob | Block | Alice | Bob |
| 00 | receive | send(1) | 00 | receive | receive | 00 | send (1) | receive |
| 01 | send (1) | receive | 01 | send(1) | send(1) | 01 | receive | receive |
| 10 | receive | receive | 10 | receive | receive | 10 | receive | send (1) |
| 11 | receive | receive | 11 | receive | receive | 11 | receive | receive |

Theorem 2. For all $n \in \mathbb{N}, \mathrm{D}_{0}^{h d}\left(\mathrm{DISJ}_{n}\right) \leq 5 n / 6+O(\log n)$.
Proof. W.l.o.g., we assume that $n$ is even. Consider the following protocol. Alice and Bob split their input strings into blocks of size 2 , so each player has $n / 2$ such blocks. Let $\sharp(a b)$ denotes the number of blocks $a b$ among the blocks of Bob. Note that one of the following cases holds:

1. $\sharp(00) \geq n / 6$, then $\sharp(01)+\sharp(10)+\sharp(11) \leq n / 2-n / 6=n / 3$,
2. $\sharp(01) \geq n / 6$, then $\sharp(00)+\sharp(10)+\sharp(11) \leq n / 2-n / 6=n / 3$,
3. $\sharp(00)+\sharp(01)<n / 3$.

At the beginning Bob must check which of the cases applies and tell Alice using two bits of communication. Further communication depends on it. We will show that in all the cases the players can solve the problem using at most $5 n / 6+O(\log n)$ rounds. The communication will be divided into two stages. In the first stage, Alice and Bob process their input considering one pair of corresponding blocks per round. Each round they act as it is described in Table 2. Alice and Bob need to be able to determine the situations when the corresponding blocks intersect, that is, to distinguish block pairs $(01,01),(01,11),(11,01),(11,10),(11,11),(10,10),(10,11)$ from others.

Case 1. After $n / 2$ rounds, Bob tells Alice whether he ever has received 1 while processing a block 11 or 01 . If he has, then the corresponding block of Alice was 01 , and hence their inputs intersect. This corresponds to identifying $(01,01)$ and $(01,11)$. Further, Alice tells Bob whether she ever has a silent round while processing 11. If she has, then the corresponding block of Bob was one of 01, 10 or 11 , and hence their inputs intersect, so the players identified block pairs $(11,01),(11,10)$, and $(11,11)$. If any intersecting blocks have been found, the players stop the communication and output 0 . Otherwise, they proceed to the second stage.

In the second stage, to identify the remaining two block pairs $(10,10)$ and $(10,11)$, Alice needs to distinguish zeros she received when Bob was processing 10 or 11, and zeros she received when Bob was processing 01. Bob sequentially (starting from his first silent round) goes through all his blocks $01,10,11$ corresponding to silent rounds. When he processes 10 and 11 , he sends 1 , and when he processes 01 , he sends 0 . Alice knows how many bits Bob will send her, since he sends one bit for every silent round. Alice simultaneously processes her blocks corresponding to the silent rounds. Now for every such block she knows whether Bob has 10 or 11. If she receives 1 having 10 then they identified $(10,10)$ and $(10,11)$. At the end of the protocol, Alice needs one more round to tell Bob whether she has found an intersection.

The complexity of the first stage is $n / 2+O(1)$, the complexity of the second stage is $n / 3+O(1)$, so the total complexity is $5 n / 6+O(1)$.

Case 2. After $n / 2$ rounds, Bob tells Alice whether he has ever received 1 while processing 11. If he has, then Alice had 01 in the corresponding block, and hence their inputs intersect, so the players identified $(01,11)$. After that, Alice tells Bob whether she has ever received 1 while processing 11. If she has, then they identified $(11,01)$. Next, Bob tells Alice the number of rounds where he sent 1. Alice compares it with the number of rounds where she received 1 . If these two numbers are equal, then there were no wasted rounds in the first stage, otherwise the players identified a block pair $(01,01)$. If any intersecting blocks have been found, the players stop the communication and output 0 . Otherwise, they proceed to the second stage.

In the second stage, to identify the remaining four block pairs $(10,10),(10,11),(11,10)$ and $(11,11)$, Alice needs to distinguish zeros received when Bob was processing 10 or 11 from zeros received when Bob was processing 00. Bob sequentially goes through all his blocks 00, 10, 11 corresponding to silent rounds. When he processes 10 and 11 , he sends 1 , and when he processes 00 , he sends 0 . Similarly to the previous case, if she receives 1 having 10 or 11 then they identified one of the desired pairs of blocks. At the end of the protocol Alice needs one more round to tell Bob whether she has found an intersection.

The complexity of the first stage is $n / 2+O(1)$, the complexity of the second stage is $n / 3+$ $O(\log n)$, so the total complexity is $5 n / 6+O(\log n)$.

Case 3. After $n / 2$ rounds, Bob tells Alice if there was a silent round corresponding to his block 11. If there was such a round, the Alice had 01,10 or 11 in the corresponding block, so the players identified block pairs $(01,11),(10,11)$, and $(11,11)$. Next, Alice tells Bob if she has ever received 1 while processing 10 or 11 . If she has, then Bob had 10 , and hence they identified a block $(10,10)$ or $(11,10)$. If any intersecting blocks have been found, the players stop the communication and output 0 . Otherwise, they proceed to the second stage.

In the second stage, to identify the remaining two block pairs $(01,01)$ and $(11,01)$, Alice needs to distinguish zeros received while Bob was processing a block 00 and zeros received while Bob was processing a block 01 . Bob sequentially goes through all his blocks 00 and 01 corresponding to silent rounds. When he processes a block 01 , he sends 1 , and when he processes 00 , he sends 0 . Similarly to the previous cases, if Alice receives 1 while processing 01 or 11, she identifies one of the desired block pairs.

The complexity of the protocol in this case is $5 n / 6+O(1)$.
The protocol proposed in Theorem 2 can be improved if we notice that reiterating over a part of the blocks that happens in the second stage can be reduced to solving disjointness problem on smaller inputs.
Theorem 3. For all $n \in \mathbb{N}, \mathrm{D}_{0}^{h d}\left(\mathrm{DISJ}_{n}\right) \leq 3 n / 4+O\left(\log ^{2} n\right)$.
Proof. We are going to modify the protocol from the proof of Theorem 2. In the modified protocol, the players consider the same three cases, and they have the same first stages in all cases. The second stage is different. Instead of reiterating all blocks corresponding to silent rounds, Alice and Bob reduce this problem to solving disjointness on strings of size at most $n / 3$, and then run the same protocol for disjointness recursively. Thus, we get the following bound

$$
\mathrm{D}_{0}^{h d}\left(\operatorname{DISJ}_{n}\right) \leq \sum_{i=0}^{\left\lceil\log _{3}(n)\right\rceil} \frac{n}{2 \cdot 3^{i}}+O\left(\log ^{2} n\right) \leq \sum_{i=0}^{\infty} \frac{n}{2 \cdot 3^{i}}+O\left(\log ^{2} n\right)=\frac{3 n}{4}+O\left(\log ^{2} n\right)
$$

It remains to understand how the second stage works in each of the cases.

Case 1. To identify two block pairs $(10,10)$ and $(10,11)$, Bob writes down a string $x^{\prime}$ that has one bit for every silent round: 1 for a block 10 or 11, and 0 for 01 . Similarly, Alice writes down a string $y^{\prime}$ that has one bit for every silent round: 1 for a block 10 , and 0 for other blocks. It is not hard to see, that $\operatorname{DISJ}\left(x^{\prime}, y^{\prime}\right)=0$ if and only if there was a silent round corresponding to $(10,10)$ or $(10,11)$.

Case 2. To identify four block pairs $(10,10),(10,11),(11,10)$ and $(11,11)$, Bob writes down a string $x^{\prime}$ that has one bit for every silent round: 1 for a block 10 or 11 , and 0 for 00 . Similarly, Alice writes down a string $y^{\prime}$ using the same rules. It is each to verify, that $\operatorname{DISJ}\left(x^{\prime}, y^{\prime}\right)=0$ if and only if there was a silent round corresponding to one of the desired block pairs.

Case 3. To identify the remaining two block pairs $(01,01)$ and $(11,01)$, Bob writes down a string $x^{\prime}$ that has one bit for every silent round: 1 for a block 01 , and 0 for others (at this point, he already knows that there were no silent rounds corresponding to 11). Similarly, Alice writes down a string $y^{\prime}$ that has one bit for every silent round: 1 for a block 01 or 11 , and 0 for 10 . And again, it is not hard to see, that $\operatorname{DISJ}\left(x^{\prime}, y^{\prime}\right)=0$ if and only if there was a silent round corresponding $(01,01)$ and $(11,01)$.

## 4 Bounds on the Karchmer-Wigderson games

The seminal work of Karchmer and Wigderson [KW88] established a correspondence between De Morgan formulas for non-constant Boolean function $f$ and communication protocols for the Karchmer-Wigderson game for $f$. De Morgan formula is a Boolean formula over the De Morgan basis $\{\wedge, \vee, \neg\}$, where $\neg$ operation is only applied to input variables. The Karchmer-Wigderson game for Boolean function $f:\{0,1\}^{n} \rightarrow\{0,1\}$ is the following communication problem: Alice gets an input $x \in\{0,1\}^{n}$ such that $f(x)=0$, and Bob gets an input $y \in\{0,1\}^{n}$ such that $f(y)=1$. Their goal is to find a coordinate $i \in[n]$ such that $x_{i} \neq y_{i}$. The Karchmer-Wigderson game for $f$ can be considered as a communication problem for the Karchmer-Wigderson relation for $f$ :

$$
\mathrm{KW}_{f}=\left\{(x, y, i) \mid x, y \in\{0,1\}^{n}, i \in[n], f(x)=0, f(y)=1, x_{i} \neq y_{i}\right\} .
$$

Karchmer and Wigderson showed that the communication complexity of $\mathrm{KW}_{f}$ is exactly equal to the formula depth complexity of $f$. This observation allows us to use communication complexity methods for proving formula depth lower bounds.

In this section, we prove bounds on the half-duplex communication complexity of the KarchmerWigderson games for the counting function $\operatorname{MOD} p_{n}:\{0,1\}^{n} \rightarrow\{0,1\}$, defined by

$$
\operatorname{MOD} p_{n}(x)=0 \Longleftrightarrow x_{1}+\ldots+x_{n}=0 \bmod p
$$

and for the recursive majority function $\operatorname{RecMaj}_{n}:\{0,1\}^{n} \rightarrow\{0,1\}$, defined by

$$
\begin{aligned}
\operatorname{RecMaj}_{n}\left(x_{1}, \ldots, x_{n}\right)=\operatorname{Maj}_{3} & \left(\operatorname{RecMaj}_{\frac{n}{3}}\left(x_{1}, \ldots, x_{\frac{n}{3}}\right),\right. \\
& \operatorname{RecMaj}_{\frac{n}{3}}\left(x_{\frac{n}{3}+1}, \ldots, x_{\frac{2 n}{3}}\right), \\
& \left.\operatorname{RecMaj}_{\frac{n}{3}}\left(x_{\frac{2 n}{3}+1}, \ldots, x_{n}\right)\right),
\end{aligned}
$$

where $\mathrm{Maj}_{3}:\{0,1\}^{3} \rightarrow\{0,1\}$ is majority of three bits, and $n$ is a power of three. This does not immediately imply any bounds for De Morgan formulas - the correspondence between formulas and protocols works only for the classical model. On the other hand, better understanding of the half-duplex model might help to prove bounds in the classical case as it was done in [MS20].

We start with lower bounds for $\mathrm{MOD} p_{n}$ functions. In the classical case, a lower bound on the communication complexity of the Karchmer-Wigderson game for some function $f$ corresponds to a lower bound on De Morgan formula depth complexity of $f$. For MOD $2_{n}$, the parity function, we have the tight bound $2 \log n$ : the lower bound is due to the famous work of Khrapchenko [Khr71], and the upper bound is straightforward by implementing binary search. The method of Khrapchenko can also be used to prove $2 \log n-O(1)$ lower bounds for $\operatorname{MOD} p_{n}$ for arbitrary $p$. In [HIMS18b], the authors proved $2 \log n$ lower bound for $\mathrm{KW}_{\mathrm{MOD} 2_{n}}$ in the half-duplex model with adversary. We use similar ideas to prove general lower bounds for $\operatorname{MOD} p_{n}$ in all the half-duplex models.

Theorem 4. For any $p \geq 2$ and $n \in \mathbb{N}$,

$$
\begin{aligned}
& \mathrm{D}_{s}^{h d}\left(\mathrm{KW}_{\mathrm{MOD} p_{n}}\right)>\log n-O(1), \\
& \mathrm{D}_{0}^{h d}\left(\mathrm{KW}_{\mathrm{MOD}_{n}}\right)>1.439 \log n, \\
& \mathrm{D}_{a}^{h d}\left(\mathrm{KW}_{\mathrm{MOD}_{n}}\right) \geq 2 \log n-O(1) .
\end{aligned}
$$

Remark 1. In earlier versions of this paper and in the conference version [DIS ${ }^{+}$21], this theorem states better lower bounds that were erroneously obtained by using an analysis that does not work for any distribution on the inputs.

We prove this theorem using the information-theoretic approach from [HIMS18b]. For basic definitions of information theory, we refer to [CT06]. We show that there is a probability distribution over the inputs of Alice and Bob, such that at the beginning of the communication each player has uncertainty roughly $\log n$ bits about the input of the other player. At the end of the communication (for this specific distribution) each player necessarily knows the input of the other player. This means that during the protocol each player learns roughly $\log n$ bits of information. For the classical communication model, this would be enough to show the $2 \log n$ lower bound, because in every round one of the players learns at most one bit of information and the other learns nothing, so there must be at least $2 \log n$ rounds. In the half-duplex communication, the situation is more complicated - in silent rounds both players might learn some information. To estimate the amount of information the players learn during half-duplex communication, we prove upper bounds on it similar to upper bounds proved in [HIMS18b, Theorems 18, 21, and 24].

Proof. Let $(\mathcal{X}, \mathcal{Y})$ be a pair of jointly distributed random variables where $\mathcal{X}$ is uniformly distributed on the set $\left\{x \in\{0,1\}^{n} \mid \operatorname{MOD} p_{n}(x)=0, n / 4<\|x\|_{1}<3 n / 4\right\}$, that corresponds to Alice's inputs of Hamming weight between $n / 4$ and $3 n / 4$, and $\mathcal{Y}$ is obtained from $\mathcal{X}$ by flipping one 0 bit uniformly at random. Thus, $H(\mathcal{Y} \mid \mathcal{X}) \geq \log (n / 4)$ and $H(\mathcal{X} \mid \mathcal{Y}) \geq \log (n / 4)$. Before any communication takes place $H(\mathcal{Y} \mid \mathcal{X})+H(\mathcal{X} \mid \mathcal{Y}) \geq 2 \log n-O(1)$. Given inputs from the distribution $(\mathcal{X}, \mathcal{Y})$ the players have to find the unique bit of difference.

Let $\mathcal{P}$ be a protocol for $\operatorname{MOD} p_{n}$. W.l.o.g., we assume that all the leaves of $\mathcal{P}$ are on the same depth. For any natural $k$, let $\Pi_{A}^{k}$ and $\Pi_{B}^{k}$ be the marginal distributions over Alice's and Bob's partial transcripts after running $\mathcal{P}$ for $k$ rounds induced by $(\mathcal{X}, \mathcal{Y})$. If the protocol $\mathcal{P}$ has depth $d$, then $H\left(\mathcal{Y} \mid \mathcal{X}, \Pi_{A}^{d}\right)+H\left(\mathcal{X} \mid \mathcal{Y}, \Pi_{B}^{d}\right)=0$. That the players have to learn at least $2 \log n-O(1)$ bits in $d$ rounds. If they can learn at most $\alpha$ bits of information in every round, then $d \geq \frac{2}{\alpha} \log n-O(1)$.

Now we need to upper bound the amount of information that can be learned in one round. That is to show that the amount of information the players learn in $k$ rounds is upper bounded by $\alpha k$ for some constant $\alpha$,

$$
I\left(\mathcal{X}: \Pi_{B}^{k} \mid \mathcal{Y}\right)+I\left(\mathcal{Y}: \Pi_{A}^{k} \mid \mathcal{X}\right) \leq \alpha k
$$

We will induct on $k$ : the number of rounds. For $k=0$, there is only one possible partial transcript for either player, the empty transcript, and thus the result is immediate. Now suppose that this is true for some $k$. Let $\mathcal{E}_{A}^{k+1}$ and $\mathcal{E}_{B}^{k+1}$ be the marginal distributions over which event each player will observe (sent (0), sent(1), received(0), received(1), and silence). Note that

$$
I\left(\mathcal{X}: \Pi_{B}^{k+1} \mid \mathcal{Y}\right)=I\left(\mathcal{X}: \Pi_{B}^{k}, \mathcal{E}_{B}^{k+1} \mid \mathcal{Y}\right)=I\left(\mathcal{X}: \Pi_{B}^{k} \mid \mathcal{Y}\right)+I\left(\mathcal{X}: \mathcal{E}_{B}^{k+1} \mid \mathcal{Y}, \Pi_{B}^{k}\right)
$$

Thus, it suffices to show that $I\left(\mathcal{X}: \mathcal{E}_{B}^{k+1} \mid \mathcal{Y}, \Pi_{B}^{k}\right)+I\left(\mathcal{Y}: \mathcal{E}_{A}^{k+1} \mid \mathcal{X}, \Pi_{A}^{k}\right) \leq \alpha$. By definition of mutual information,

$$
I\left(\mathcal{X}: \mathcal{E}_{B}^{k+1} \mid \mathcal{Y}, \Pi_{B}^{k}\right)=H\left(\mathcal{E}_{B}^{k+1} \mid \mathcal{Y}, \Pi_{B}^{k}\right)-H\left(\mathcal{E}_{B}^{k+1} \mid \mathcal{X}, \mathcal{Y}, \Pi_{B}^{k}\right)=H\left(\mathcal{E}_{B}^{k+1} \mid \mathcal{Y}, \Pi_{B}^{k}\right)
$$

The second term here is zero because values of $\mathcal{X}$ and $\mathcal{Y}$ unambiguously determine the entire protocol. So it is enough to bound $H\left(\mathcal{E}_{B}^{k+1} \mid \mathcal{Y}, \Pi_{B}^{k}\right)=\mathbb{E}_{y, \pi}\left[H\left(\mathcal{E}_{B}^{k+1} \mid \mathcal{Y}=y, \Pi_{B}^{k}=\pi\right)\right]$.

Let $\mathcal{A}_{A}^{k+1}$ and $\mathcal{A}_{B}^{k+1}$ be the marginal distributions over players actions (send (0), send (1), and receive) in round $k+1$. Note that $\mathcal{A}_{B}^{k+1}$ is a function of $\mathcal{Y}$ and $\Pi_{B}^{k}$. If for some pair ( $y, \pi$ ) Bob sends, i.e. $\mathcal{A}_{B}^{k+1}=\operatorname{send}(0)$ or $\mathcal{A}_{B}^{k+1}=\operatorname{send}(1)$, then $H\left(\mathcal{E}_{B}^{k+1} \mid \mathcal{Y}=y, \Pi_{B}^{k}=\pi\right)=0$. For the sake of brevity we use $r$ as a shortcut for action receive.

$$
H\left(\mathcal{E}_{B}^{k+1} \mid \mathcal{Y}, \Pi_{B}^{k}\right)=H\left(\mathcal{E}_{B}^{k+1} \mid \mathcal{Y}, \Pi_{B}^{k}, \mathcal{A}_{B}^{k+1}\right)=\operatorname{Pr}\left[A_{B}^{k+1}=r\right] \cdot H\left(\mathcal{E}_{B}^{k+1} \mid \mathcal{Y}, \Pi_{B}^{k}, \mathcal{A}_{B}^{k+1}=r\right)
$$

Given that Bob receives, his event is determined by the action of Alice, thus

$$
H\left(\mathcal{E}_{B}^{k+1} \mid \mathcal{Y}, \Pi_{B}^{k}, \mathcal{A}_{B}^{k+1}=r\right)=H\left(\mathcal{A}_{A}^{k+1} \mid \mathcal{Y}, \Pi_{B}^{k}, \mathcal{A}_{B}^{k+1}=r\right) \leq H\left(\mathcal{A}_{A}^{k+1} \mid \mathcal{A}_{B}^{k+1}=r\right)
$$

This gives us the following bound.

$$
I\left(\mathcal{X}: \Pi_{B}^{k} \mid \mathcal{Y}\right)=H\left(\mathcal{E}_{B}^{k+1} \mid \mathcal{Y}, \Pi_{B}^{k}\right) \leq \operatorname{Pr}\left[\mathcal{A}_{B}^{k+1}=r\right] \cdot H\left(\mathcal{A}_{A}^{k+1} \mid \mathcal{A}_{B}^{k+1}=r\right)
$$

The same argument works for $I\left(\mathcal{Y}: \Pi_{A}^{k} \mid \mathcal{X}\right)$ and hence we get,

$$
\begin{aligned}
I\left(\mathcal{X}: \Pi_{B}^{k} \mid \mathcal{Y}\right)+I\left(\mathcal{Y}: \Pi_{A}^{k} \mid \mathcal{X}\right) & \leq \operatorname{Pr}\left[\mathcal{A}_{B}^{k+1}=r\right] \cdot H\left(\mathcal{A}_{A}^{k+1} \mid \mathcal{A}_{B}^{k+1}=r\right) \\
& +\operatorname{Pr}\left[\mathcal{A}_{A}^{k+1}=r\right] \cdot H\left(\mathcal{A}_{B}^{k+1} \mid \mathcal{A}_{A}^{k+1}=r\right)
\end{aligned}
$$

Now let $a_{r}$ and $b_{r}$ denote the probabilities that Alice and Bob receive in round $k+1$, respectively. In addition, let $p_{0 r}, p_{1 r}, p_{r 0}, p_{r 1}$, and $p_{r r}$ denote the probabilities of all the possible situations in round $k+1$ ( $p_{0 r}$ corresponds to a situation where Alice sends 0 and Bob receives, and so on). The right hand side of the above inequality can be rewritten as follows.

$$
\begin{aligned}
& b_{r} \cdot\left(\frac{p_{0 r}}{b_{r}} \cdot \log \frac{b_{r}}{p_{0 r}}+\frac{p_{1 r}}{b_{r}} \cdot \log \frac{b_{r}}{p_{1 r}}+\frac{p_{r r}}{b_{r}} \cdot \log \frac{b_{r}}{p_{r r}}\right) \\
+ & a_{r} \cdot\left(\frac{p_{r 0}}{a_{r}} \cdot \log \frac{a_{r}}{p_{r 0}}+\frac{p_{r 1}}{a_{r}} \cdot \log \frac{a_{r}}{p_{r 1}}+\frac{p_{r r}}{a_{r}} \cdot \log \frac{a_{r}}{p_{r r}}\right) .
\end{aligned}
$$

Table 3: The half-duplex protocol for $\mathrm{KW}_{\mathrm{MOD} 2_{n}}$ with silence.

| Round 1 |  |  |
| :---: | :---: | :---: |
| Case | Alice | Bob |
| 1 | receive | receive |
| 2 | receive | receive |
| 3 | send 0 | send 1 |
| 4 | send 1 | send 0 |

Round 2

| Case | Alice | Bob |
| :---: | :---: | :---: |
| 1 | send 0 | send 1 |
| 2 | send 1 | send 0 |
| 3 | receive | receive |
| 4 | receive | receive |

Numerical analysis of this expression with all the necessary restrictions shows that its maximum is at most 2 , hence $I\left(\mathcal{X}: \Pi_{B}^{k} \mid \mathcal{Y}\right)+I\left(\mathcal{Y}: \Pi_{A}^{k} \mid \mathcal{X}\right) \leq 2 k$. That gives $(2 \log n-O(1)) / 2=\log n-O(1)$ lower bound for the half-duplex model with silence.

For the half-duplex model with zero, we can use the same analysis, but the players never send 0 . So at the end, we maximize

$$
b_{r} \cdot\left(\frac{p_{1 r}}{b_{r}} \cdot \log \frac{b_{r}}{p_{1 r}}+\frac{p_{r r}}{b_{r}} \cdot \log \frac{b_{r}}{p_{r r}}\right)+a_{r} \cdot\left(\frac{p_{r 1}}{a_{r}} \cdot \log \frac{a_{r}}{p_{r 1}}+\frac{p_{r r}}{a_{r}} \cdot \log \frac{a_{r}}{p_{r r}}\right)
$$

Numerical analysis shows that the maximum of this expression is slightly less then 1.389. That gives $2 \log n / 1.389 \geq 1.439 \log n$ lower bound for the half-duplex model with zero.

Finally, in the half-duplex model with adversary, for any distribution on the inputs, the players can learn at most one bit per round [HIMS18a, Theorem 24], that concludes the proof.

Now we proceed to the upper bounds. First, we will consider a few special cases of the counting function, and then we will prove the general upper bound for arbitrary $p \geq 7$. The following two theorems establish upper bounds for $\mathrm{MOD}_{2}$ in the half-duplex models with silence and with zero. Both protocols use the idea of ternary search but in a slightly different manner.
Theorem 5. For all $n \in \mathbb{N}, \mathrm{D}_{s}^{h d}\left(\mathrm{KW}_{\mathrm{MOD}_{2}}\right) \leq 2 \log _{3} n$.
Proof. Alice and Bob split their input strings into three equal parts and compute MOD2 ${ }_{n}$ for the resulting substrings. There are four possible cases for each player.

- Parities of Alice's substrings: 1) 000; 2) 011; 3) 101; 4) 110.
- Parities of Bob's substrings: 1) 111; 2) 100; 3) 010; 4) 001.

Using two rounds of communication the players determine which pair of corresponding substrings have different parities, and then repeat the protocol recursively for these substrings of size $n / 3$. That gives the desired bound, $\mathrm{D}_{s}^{h d}\left(\mathrm{MOD}_{n}\right) \leq 2 \log _{3} n+O(1)$. These two rounds are described in Table 3.

If one of two rounds was silent, i.e., the players received the symbol of silence, then they know that the first substrings have different parities. Otherwise, if none of the rounds was silent, then there were no wasted rounds (if the first was wasted, then the second was necessarily silent, and vice versa, if the second was wasted, then the first was silent). In this case, the players know that they have the same parity of the first substrings, and each player have sent one bit that was received by the other player. Moreover, these bits correspond to the parities of the second substrings. So, both Alice and Bob know the parities of the first two substrings of the other player's input, hence both players know the parities of all the substrings.

Theorem 6. For all $n \in \mathbb{N}, \mathrm{D}_{0}^{h d}\left(\mathrm{KW}_{\mathrm{MOD}_{2}}\right) \leq 3 \log _{3} n$.
Proof. Similarly to the proof of Theorem 5, Alice and Bob split their input strings into three equal parts and compute $\mathrm{MOD} 2_{n}$ for all the resulting substrings. There are the same four possible cases for each player as in the proof of Theorem 5. The players use three rounds to determine which pair of corresponding substrings have different parities, and then repeat the protocol recursively for these substrings of size $n / 3$. That gives the desired bound $\mathrm{D}_{0}^{h d}\left(\mathrm{MOD}_{n}\right) \leq 3 \log _{3} n+O(1)$.

In the first round, Alice and Bob send 1 if they both have Cases 1, otherwise they receive.

- If the first round was silent (i.e., both players received 0 ) then they both know that none of them has Case 1. In the second round, Alice sends 1 if her first substring is even (Case 2), otherwise she receives. Bob does the reverse, he sends 1 if his first substring is odd (Case 2), otherwise he receives. The third round is similar, Alice and Bob send 1 in their Cases 3, otherwise they receive.
- If at least one of them sent 1 in the first round, then again both know about it. Alice sends 1 if her first substring is odd, otherwise she receives. Bob does the reverse, he sends 1 if his first substring is even, otherwise he receives. In the third round, the players do the same for the second substrings.
If the second or the third rounds were silent, then, respectively, the first or the second substrings have different parities. Otherwise, the third substrings have different parities.

The next theorem considers the $\operatorname{MOD} 3_{n}$ function. In the classical case, the best known upper bound for it is $2.881 \log n$ [Chi90]. We show a simple upper bound based on the idea of ternary search.
Theorem 7. For all $n \in \mathbb{N}, \mathrm{D}_{s}^{h d}\left(\mathrm{KW}_{\mathrm{MOD}_{n}}\right) \leq 3 \log _{3} n+O(1)$.
Proof. Similarly to the protocols for $\mathrm{MOD}_{n}$, Alice and Bob split their inputs into three equal parts and for all the resulting substrings compute the number of ones modulo 3 . Then they spend three rounds to find a pair of corresponding substrings with different remainders modulo 3 , and run the protocol recursively on these substrings. Thus, we get the desired bound. In the first two rounds, Alice sends her remainders for the first and the second substrings naturally encoded in a ternary alphabet $\{0,1$, silence $\}$. Bob compares the received numbers with the remainders of his first two substrings, decides on which part they should proceed, and sends this number to Alice in the third round using the same encoding.

Next, we consider the MOD5 ${ }_{n}$ function. The best known upper bound in the classical case is $3.475 \log n$ [Chi90]. For this and for all the following upper bounds for MOD $p_{n}$ functions, we adapt the prefix code technique used in [Chi90].
Theorem 8. For all $n \in \mathbb{N}, \mathrm{D}_{s}^{h d}\left(\mathrm{KW}_{\mathrm{MOD}_{n}}\right) \leq 2.47 \log n$.
Proof. Alice and Bob split their inputs into two parts: the first of length $\varepsilon n$, and the second of length $(1-\varepsilon) n$, and compute the remainder for every resulting substring, that is the number of ones modulo 5. During the protocol the players will narrow the search area from the current string to one of its substrings repeatedly. At the beginning of the communication, Alice sends the remainder of her first substring to Bob. Then the players speak in turns, starting with Bob, sending each other pairs $(r, b)$, where $r$ is a remainder and $b$ is a bit flag. Every turn, the speaking player does the following.

- (except for the very first turn) If $b=0$ in the previous message then the player narrows the search area to the first substring, otherwise the player narrows the search area to the second substring. The player subdivides the new search area into two parts in proportion $\varepsilon:(1-\varepsilon)$.
- The player choose one of the substrings and narrows the search area to it. If the remainder $r$ received in the previous message is equal to the remainder of the first substring, then the player chooses the second substring, otherwise the player chooses the first one. The player subdivides the new search area into two parts in proportion $\varepsilon:(1-\varepsilon)$.
- The player sends message $(r, b)$, where $r$ is the remainder of the first substring of the current search area, and $b$ is set to 1 if and only if the second substring was chosen in the previous step.

It remains for us to discuss, how exactly the pair $(r, b)$ is encoded. The encoding is the key ingredient of this technique. We are going to use the following prefix-free code in ternary alphabet:

| $b \backslash r$ | 0 | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 00 | 01 | 0 s | 10 | 11 |
| 1 | s 00 | s 01 | s 0 s | s 10 | s 11 |

Note that "s" stands for "silence". The code is chosen such that every message with $b=0$ has encoding of length 2 , and every message with $b=1$ has encoding of length 3 . To estimate the number of rounds, we need to solve the following system of recurrent relations, where $T(n)$ stands for the number of rounds.

$$
\left\{\begin{array} { l } 
{ T ( n ) = 2 + T ( \varepsilon n ) } \\
{ T ( n ) = 3 + T ( ( 1 - \varepsilon ) n ) }
\end{array} \quad \Longrightarrow \quad \left\{\begin{array}{l}
T(n)=2 \log _{\frac{1}{\varepsilon}} n \\
T(n)=3 \log _{\frac{1}{1-\varepsilon}} n
\end{array}\right.\right.
$$

From $\frac{2}{3}=\frac{\log \varepsilon}{\log (1-\varepsilon)}$ we get $\varepsilon<0.57$, and hence $T(n)<2.466 \log n$.
Following [Chi90], we use the same methods for the MOD11 $1_{n}$ function with the best known upper bound is $4.93 \log n$ in the classical case.

Proof. The proof is almost identical to proof of Theorem 8. The players use a prefix-free encoding, such that every message with $b=0$ has encoding of length 3 , and every other message has encoding of length 4 .

| $b \backslash r$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 000 | 001 | 010 | 011 | 00 s | 0 s 0 | 01 s | 0 s 1 | 0 ss | 100 | 101 |
| 1 | s 000 | s 001 | s 010 | s 011 | s 00 s | s 0 s 0 | s 01 s | s 0 s 1 | s 0 ss | s 100 | s 101 |

That leads to the following system of recurrent relations:

$$
\left\{\begin{array} { l } 
{ T ( n ) = 3 + T ( \varepsilon n ) } \\
{ T ( n ) = 4 + T ( ( 1 - \varepsilon ) n ) }
\end{array} \quad \Longrightarrow \quad \left\{\begin{array}{l}
T(n)=3 \log _{\frac{1}{\varepsilon}} n \\
T(n)=4 \log _{\frac{1}{1-\varepsilon}} n
\end{array}\right.\right.
$$

From $\frac{3}{4}=\frac{\log \varepsilon}{\log (1-\varepsilon)}$ we get $\varepsilon<0.55$, and hence $T(n)<3.48 \log n$.

To generalize the previous results, we prove a general bound for MOD $p_{n}$ for arbitrary $p \geq 7$.
Theorem 10. For all $p \geq 7$ and $n \in \mathbb{N}, \mathrm{D}_{s}^{h d}\left(\mathrm{KW}_{\mathrm{MOD} p_{n}}\right) \leq 1.16\left\lceil 1+\log _{3} \frac{p}{2}\right\rceil \cdot \log n$.
Note that this upper bound is not useful for some $p$, e.g., for $p \in\{7,8,9\}$ this bound gives $3.48 \log n$, while regular binary search requires only $3 \log n$. Moreover, in the classical case, the corresponding bound [Chi90] is surpassed by the upper bound on all symmetric functions [BH96] starting with some $p$. We expect that the similar happens in the half-duplex model with silence.

Proof. The protocol is similar to the protocol from the proof of Theorem 8. The prefix-free code is chosen such that for $b=0$ the encoding starts with 0 or 1 , and for $b=1$ the encoding starts with s. The length of the encoding for $b=0$ is $\left\lceil\log _{3} \frac{3 p}{2}\right\rceil$, for $b=1$ is $1+\left\lceil\log _{3} p\right\rceil$. Thus, we get the following system:

$$
\begin{aligned}
&\left\{\begin{array}{l}
T(n)=1+\left\lceil\log _{3} \frac{p}{2}\right\rceil+T(\varepsilon n) \\
T(n)=1+\left\lceil\log _{3} p\right\rceil+T((1-\varepsilon) n)
\end{array}\right. \Longrightarrow\left\{\begin{array}{l}
T(n)=\left(1+\left\lceil\log _{3} \frac{p}{2}\right\rceil\right) \log _{\frac{1}{\varepsilon}} n \\
T(n)=\left(1+\left\lceil\log _{3} p\right\rceil\right) \log _{\frac{1}{1-\varepsilon}} n
\end{array}\right. \\
& \frac{1+\left\lceil\log _{3} \frac{p}{2}\right\rceil}{1+\left\lceil\log _{3} p\right\rceil}=\frac{\log \varepsilon}{\log (1-\varepsilon)}
\end{aligned}
$$

Note that the right hand side of the last equation decreases with $\varepsilon$, and the left hand side increases with $p$. So it is easy to see, that $\frac{1+\left\lceil\log _{3} \frac{p}{2}\right\rceil}{1+\left[\log _{3} p\right\rceil} \in\left[\frac{3}{4}, 1\right]$, and thus $\varepsilon \in[0.5,0.55)$. That gives us the desired bound $T(n) \leq \frac{1+\left\lceil\log _{3} \frac{p}{2}\right\rceil}{\log \frac{1}{0.55}} \log n \leq 1.16\left\lceil 1+\log _{3} \frac{p}{2}\right\rceil \cdot \log n$.

To conclude this series of results, we consider the recursive majority function RecMaj${ }_{n}$. In the classical case, its communication complexity is known to be bounded between $2 \log _{3} n$ and $3 \log _{3} n$ [LLS05]. The structure of this function is ideal for implementing a ternary search. So, given the fact that the half-duplex model with silence allows the players to send messages encoded in ternary, the following theorem is straightforward.

## Theorem 11. For $n \in \mathbb{N}$ that is a power of $3, \mathrm{D}_{s}^{h d}\left(\mathrm{KW}_{\mathrm{RecMaj}_{n}}\right) \leq 2 \log _{3} n$.

Proof. The players split their input strings into three equal parts and implement a ternary search with two rounds per iteration. Every iteration, Alice sends the index of a substring with RecMaj${ }_{n}=$ 1 (there is at most one such substring), or 0 if all substrings have RecMaj ${ }_{n}=0$. Bob chooses a substring with $\operatorname{RecMaj}_{n}=1$ among the other two substrings and sends its number back to Alice.

The same upper bound holds in the half-duplex model with zero.
Theorem 12. For all $n \in \mathbb{N}$ that is a power of $3, \mathrm{D}_{0}^{h d}\left(\mathrm{KW}_{\mathrm{RecMaj}_{n}}\right) \leq 2 \log _{3} n$.
Proof. The players split their input strings into three equal parts and implement a ternary search. Each iteration consists of two rounds. In the first round, Alice is silent if her first substring has $\operatorname{RecMaj}_{n}=0$, otherwise she sends 1 , while Bob is silent if his first substring has RecMaj$n=1$, otherwise he sends 1 . In the second round they repeat it for the second substrings. Note that not both rounds can be wasted, since Alice has at most one substring with $\mathrm{RecMaj}_{n}=1$. If one of the rounds was silent then the players narrow the search area to the corresponding substrings. Otherwise, they continue with the third substrings.

## 5 Non-deterministic half-duplex complexity

The standard definition of the non-deterministic communication complexity does not involve any communication at all, so it is applicable to the half-duplex model without any changes. Let $X$ and $Y$ be non-empty finite sets.

Definition 1. We say that a function $f: X \times Y \rightarrow\{0,1\}$ has non-deterministic communication protocol of complexity $d$ if there are two functions $A: X \times\{0,1\}^{d} \rightarrow\{0,1\}$ and $B: Y \times\{0,1\}^{d} \rightarrow$ $\{0,1\}$, such that

- $\forall(x, y) \in f^{-1}(1) \exists w \in\{0,1\}^{d}: A(x, w)=B(y, w)=1$,
- $\forall(x, y) \in f^{-1}(0) \forall w \in\{0,1\}^{d}: A(x, w) \neq 1 \vee B(y, w) \neq 1$.

The non-deterministic communication complexity of $f$, denoted $\mathrm{N}(f)$, is the minimal complexity of a non-deterministic communication protocol for $f$.

There is also an alternative definition of the non-deterministic communication complexity that uses communication between players [MS20].

Definition 2. We say that a function $f: X \times Y \rightarrow\{0,1\}$ has privately non-deterministic communication protocol of complexity $d$ if there is a function $\hat{f}:\left(X \times\{0,1\}^{*}\right) \times\left(Y \times\{0,1\}^{*}\right) \rightarrow\{0,1\}$ of (deterministic) communication complexity at most $d$ such that

- $\forall(x, y) \in f^{-1}(1) \exists w_{x}, w_{y} \in\{0,1\}^{*}: \hat{f}\left(\left(x, w_{x}\right),\left(y, w_{y}\right)\right)=1$,
- $\forall(x, y) \in f^{-1}(0) \forall w_{x}, w_{y} \in\{0,1\}^{*}: \hat{f}\left(\left(x, w_{x}\right),\left(y, w_{y}\right)\right)=0$.

The privately non-deterministic communication complexity of $f$ is the minimal depth of a privately non-deterministic communication protocol for $f$.

This alternative definition of non-deterministic communication uses private witnesses instead of a public one, and hence the players need to communicate. In the classical case, Definition 1 and Definition 2 are equivalent (see [MS20] for more details). We think that this way of defining it is the right way to define the non-deterministic half-duplex communication complexity. So, we define it by replacing the communication model in Definition 2 with the half-duplex models. Let $\mathrm{N}_{s}^{h d}(f)$, $\mathrm{N}_{0}^{h d}(f)$, and $\mathrm{N}_{a}^{h d}(f)$ denotes the non-deterministic half-duplex communication complexity of $f$ with silence, with zero, and with adversary, respectively. We are going to prove bounds that connect the classical non-deterministic communication complexity with the non-deterministic half-duplex communication complexity.

Let's start with the lower bounds.
Theorem 13. For any function $f: X \times Y \rightarrow\{0,1\}$,

$$
\mathrm{N}_{s}^{h d}(f) \geq \mathrm{N}(f) / \log 5, \quad \mathrm{~N}_{0}^{h d}(f) \geq \mathrm{N}(f) / \log 3, \quad \mathrm{~N}_{a}^{h d}(f) \geq \mathrm{N}(f) / \log 3
$$

Proof. In the half-duplex model with silence, the protocol is a pair of trees of arity 5 . The following (classical) non-deterministic protocol can simulate any non-deterministic half-duplex protocol $\Pi$ with silence. Alice and Bob publicly guess a root-to-leaf path $\pi_{A}$ in the tree of $\Pi$ corresponding to Alice. Alice checks that this transcript is a valid transcript for her input. Bob checks that there
exists a root-to-leaf path $\pi_{B}$ in his tree that is a valid transcript for his input, and at the same time $\pi_{B}$ matches $\pi_{A}$ (in all rounds where Alice receives in $\pi_{A}$, Bob in $\pi_{B}$ does the corresponding action, and in all rounds where Alice sends, Bob receives the corresponding bit or sends some bit). If $\Pi$ has complexity $d$, then the length of the description of $\pi_{A}$ is $\lceil d \cdot \log 5\rceil$. This gives us the first lower bound.

Similarly, in the half-duplex model with zero, the protocol is a pair of trees of arity 3 . The same reasoning shows that for any non-deterministic half-duplex protocol $\Pi$ with zero of complexity $d$, there exists a (classical) non-deterministic protocol of complexity $\lceil d \cdot \log 3\rceil$.

In the half-duplex model with adversary, we can consider only such transcripts where the players always receive zeros in silent rounds. Thus, the lower bound for the half-duplex model with zero applies.

The upper bounds are based on the upper bounds for the equality function. We do not know any non-trivial upper bounds for the equality in the half-duplex model with adversary, so we last upper bound is trivial.

Theorem 14. For any function $f: X \times Y \rightarrow\{0,1\}$,

$$
\begin{aligned}
& \mathrm{N}_{s}^{h d}(f) \leq \mathrm{N}(f) / \log 5+O(\log \mathrm{~N}(f)), \\
& \mathrm{N}_{0}^{h d}(f) \leq \mathrm{N}(f) / \log 3+O(\log \mathrm{~N}(f)), \\
& \mathrm{N}_{a}^{h d}(f) \leq \mathrm{N}(f) .
\end{aligned}
$$

Proof. For any (classical) non-deterministic protocol $\Pi$, Alice and Bob can privately guess a public witness $w$ and then check that they both guessed the same witness. This requires solving the equality problem on strings of length $N(f)$. Together with the upper bounds on the equality [HIMS18a, Theorems 15 and 19], this gives us the desired bounds.

## 6 Open Problems

In addition to the open questions in [HIMS18b], we state the following open problems.

1. Prove new lower bound for disjointness using information-theoretic methods.
2. Prove an upper bound for the KW game for $\operatorname{MOD} p_{n}$ in the model with zero.
3. Prove better upper bound for $\mathrm{RecMaj}_{n}$ in the model with silence.
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