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Abstract

Higher order random walks (HD-walks) on high dimensional expanders (HDX) have seen an incredible
amount of study and application since their introduction by Kaufman and Mass (ITCS 2016), yet their
broader combinatorial and spectral properties remain poorly understood. We develop a combinatorial
characterization of the spectral structure of HD-walks on two-sided local-spectral expanders (Dinur and
Kaufman FOCS 2017), which offer a broad generalization of the well-studied Johnson and Grassmann
graphs. Our characterization, which shows that the spectra of HD-walks lie tightly concentrated in a few
combinatorially structured strips, leads to novel structural theorems such as a tight fs-characterization of
edge-expansion, as well as to a new understanding of local-to-global graph algorithms on HDX.

Towards the latter, we introduce a novel spectral complexity measure called Stripped Threshold
Rank, and show how it can replace the (much larger) threshold rank as a parameter controlling the
performance of algorithms on structured objects. Combined with a sum-of-squares proof for the former
l2-characterization, we give a concrete application of this framework to algorithms for unique games
on HD-walks, where in many cases we improve the state of the art (Barak, Raghavendra, and Steurer
FOCS 2011, and Arora, Barak, and Steurer JACM 2015) from nearly-exponential to polynomial time
(e.g. for sparsifications of Johnson graphs or of slices of the g-ary hypercube). Our characterization of
expansion also holds an interesting connection to hardness of approximation, where an {.-variant for
the Grassmann graphs was recently used to resolve the 2-2 Games Conjecture (Khot, Minzer, and Safra
FOCS 2018). We give a reduction from a related £-variant to our £2-characterization, but it loses factors
in the regime of interest for hardness where the gap between ¢2 and ¢, structure is large. Nevertheless,
our results open the door for further work on the use of HDX in hardness of approximation and their
general relation to unique games.
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1 Introduction

Since their introduction by Kaufman and Mass [KM16a] in 2016, higher order random walks (HD-walks) on
high dimensional expanders (HDX) have seen an explosion of research and application throughout theoretical
computer science, perhaps most famously in approximate sampling [ALOV19, [AL20] [ALO20, [CLV20, [CLV21]
CGSV21l, [FGYZ21, TPV21l [Lin21, BCCT21], but also in CSP-approximation [AJT19], error correction
[IDHK ™19, [DDHRZ20, [JQST20, [JST21], and agreement testing [DKI7, [DD19, [KM20]. These breakthroughs,
while evidence of the importance of HD-walks, tend to have a fairly narrow focus in their analysis of the walks
themselves—most rely only on proving (often one-sided) bounds on spectral expansion. On the other hand,
there are many reasons to study combinatorial and spectral structure beyond the second eigenvalue. Such
results are often useful, for instance, when designing graph algorithms (e.g. techniques relying on threshold
rank [BRS11) [GS11] [OT13]), and have even shown up in recent breakthroughs in hardness of approximation
[KMS17, DKK™18b, [DKK™18al, BKS18, [KMMST8|, [KMS18], where such an analysis of the Johnson and
Grassmann graphs (themselves HD-walks) proved crucial for the resolution of the 2-2 Games Conjecture.
Despite so many interesting connections and the recent flurry of work on HDX, these structures remain
relatively unexplored and poorly understood.

Building on work of [KO20, DDFHIS]|, we make progress on this problem, building a combinatorial
characterization of the spectral structure of HD-walks on two-sided local-spectral expanders, a variant of
HDX introduced by Dinur and Kaufman [DK17] to generalize the Johnson and Grassmann schemesﬂ (and
their corresponding agreement tests). We show how our characterization leads to a new understanding of
local-to-global algorithms on HDX, including the introduction of a novel spectral parameter generalizing
threshold rank, and give a concrete application to efficient algorithms for Unique Games on HD-walks. While
the structural theorems we develop lie in a different regime than the one needed to recover hardness results
like the proof of 2-2 Games, we open the door for future work connecting HDX and hardness of approximation.

1.1 Contributions

We start with an informal overview of our contributions, broken down into three main sections. We give a
more thorough exposition of these results in Section [2] along with some relevant background, and overview
their proofs in Section [3] The remainder of the paper is devoted to background, proof details, and further
discussion.

Eigenstripping and ST-Rank: We develop the interplay of spectral and combinatorial structure on
HD-walks, and introduce a spectral parameter called Stripped Threshold Rank (ST-Rank) that generalizes
threshold rank and controls the performance of local algorithms on such graphs. In more detail, we prove that
the spectrum of any HD-walk can be decomposed into small, disjoint intervals we call “eigenstrips,” where
the corresponding eigenvectors in each strip share the same combinatorial structure.

Theorem 1.1 (Eigenstripping (informal)). Let M be an HD-walk on k-sets of an v-HDX. Then the spectrum
of M lies in k + 1 eigenstrips of width OkﬂM(’yl/g) each corresponding combinatorially to a level in the
underlying HDXE|

The ST-Rank of an HD-walk (Definition then measures the number of spectral strips with eigenvalues
above some smallness threshold. This generalizes the concept of standard threshold rank, which measures
the total number of such eigenvalues, to coarser eigendecompositions. Threshold rank itself is well known
to control the performance of many graph algorithms [ABS15, BRS11) [GS11l [OT13] [HST20]. At their core,
these techniques often boil down to various methods of enumerating over eigenvectors with large eigenvalues.
On structured objects like HD-walks, we argue one should instead enumerate over strips of eigenvectors
with matching combinatorial structure, and therefore that ST-rank is the relevant parameter. Since many
important objects share similar combinatorial and spectral characteristics to HD-walks (e.g. noisy hypercube,
g-ary hypercube...), we expect ST-Rank to have far-reaching applications beyond those studied in this work.

IThe Johnson Scheme consists of matrices indexed by k-sets of [n] which depend only on intersection size. HD-walks on the
complete complex are exactly the non-negative elements of the Johnson Scheme. The Grassmann scheme is an analogous object
over vector spaces.

2This was recently improved to O () by Zhang [Zha20].

3There are k + 1 rather than k strips since 0 is a dimension of the complex (corresponding to the empty set).



Edge-expansion in HD-walks: The combinatorial and spectral machinery we develop allows us to
characterize a fundamental graph property on HD-walks: edge-expansion. Given a graph Gy = (V, E)
(corresponding to a random walk M), the edge expansion of a subset S C V measures the expected probability
of leaving S after a single application of M. It is hard to overstate the importance of edge-expansion
throughout theoretical computer science. While the most widely used characterizations of expansion are
for families where all sets expand (expander graphs) or all small sets expand (small set expanders), more
involved characterizations for objects such as the Johnson and Grassmann graphs have seen recent use for
both hardness of approximation [KMS17, DKK™18b, [DKK™18a, [BKS18, [KMS18] and algorithms [BBK™21].
We prove that HD-walks exhibit similar expansion characteristics to the Johnson graphs in two key aspects:
the expansion of locally-structured sets called links, and the structure of non-expanding sets.

Applying our machinery to the former reveals a close connection between local expansion and ST-rank:

Theorem 1.2 (Local Expansion vs. Eigenstripping (informal)). The (non)-ezpansion of any i-lin/ﬂ s almost
exactly the eigenvalue corresponding to the ith level’s eigenstrip.

This connection is particularly useful in the construction and analysis of spectral ‘local-to-global” graph
algorithms, where it helps tie performance guarantees to ST-rank rather than threshold rank. Surprisingly, to
our knowledge, Theorem novel even for the Johnson graphs (though in this case it follows easily from
known results). In fact, this special case alone already gives a better understanding of recent local-to-global
algorithm for unique games [BBK™21].

A corollary of this result, on the other hand, extends a very well known fact on the Johnson graphs: locally
structured sets expand poorly. This raises a natural question: are all (small) non-expanding sets explained by
local structure? Before answering, we address a subtle point: what exactly does it mean to be “explained”
by local structure? There are a number of reasonable ways to formalize this notion, each with its own use.
Following |[BBK™21|, we resolve an f3-variant of this conjecture stating:

Theorem 1.3 (Characterizing Expansion in HD-walks (informal ¢s-variant)). Any non-expanding set in an
HD-walk has high variance across low-level links.

Similar results used in hardness of approximation [KMSI7, IDKK™18bl IDKK™18al, [BKSIS, [KMMSTS|,
KMS18]|, on the other hand, rely on an {.-variant that replaces variance with mazimum. While our bound
is exactly tight in the former regime, it (necessarily) loses a factor in the latter in cases where there is a
significant gap between ¢ and /., structure. Proving a tight bound directly on the /.-variant for HD-walks
remains an important open question given their close connections to the structures used in hardness of
approximation.

Playing Unique Games: Unique Games are a well-studied class of 2-CSP that underlie a central open
question in computational complexity and algorithms called the Unique Games Conjecture (UGC). The UGC
stipulates that distinguishing between almost satisfiable (value > 1 — ¢) and highly unsatisfiable (value < ¢)
instances of Unique Games is NP-hard. It implies optimal hardness of approximation for a host of optimization
problems such as Max-Cut [KKMOQT]|, Vertex Cover [KR0S], and in fact all CSPs [Rag08], but is still not
known to be true or false. In a recent breakthrough, Khot, Minzer, and Safra [KMSIg| (following a long
line of work [KMST7, DKK™18bl IDKK™18a, [BKS18, [KMMS18]) used an £, characterization of expansion
on the Grassmann graphs to prove a weaker variant known as the 2-2 Games Conjecture: it is NP-hard to
distinguish (% — ¢)-satisfiable instances from e-satisfiable instances of unique games. On the other hand, in
contrast to hard CSPs such as 3SAT, a long line of research establishes sub-exponential time approximation
algorithms for unique games [ABS15] and furthermore shows that approximating unique games is easy on
various restricted classes of graphs such as expanders [MM10], perturbed random graphs [KMMT1], certifiable
small-set expanders and Johnson graphs [BBK™21].

While our ¢5-characterization of expansion may not be as useful for hardness of approximation as the
{-variant, it gets its chance to shine in the latter context: algorithms. For most classes of constraint graphs,
the best known algorithms for unique games depend on the threshold rank [ABS15], [BRS11, [GS11] of the
graph. Using a sum-of-squares variant of our ¢;-characterization and the connection between local expansion

4Links are grouped by level of the complex. The set of links at each level give increasingly finer decompositions of the HDX
into local parts. See Section EI for details.



and stripped eigenvalues, we build a local-to-global algorithm for unique games on HD-walks (based off the
recent paradigm of [BBK'21|) that depends instead on ST-rank.

Theorem 1.4 (Playing Unique Games on HD-walks (informal)). For any ¢ € (0,.01), there exists an
algorithm A with the following guarantee. If T is a (1 — €)-satisfiable instance of unique games whose
constraint graph is an HD-walk MEI on k-sets of an HDX, then:

1. A outputs a poly(k™",€)-satisfying solution.
2. A runs in time at most NO(()™")
where r = Ry_o(c)(M) is the ST-rank of M above threshold 1 — O(g), and there are N total k-sets.

When k£ = O(1), the ST-rank above any threshold 7 is substantially smaller than the threshold rank above
7 for (non-expanding) HD-walks, and Theorem therefore obtains a strict improvement over previous
results based on threshold rank for this family. In many cases, such as sparsifications of (constant-level)
Johnson graphs or related objects like slices of the noisy g-ary hypercube, our algorithm reduces the best-
known runtime from nearly-exponential to polynomial. Besides its independent algorithmic interest, the
result carries a number of connections to other open problems both in and outside of the study of unique
games. The algorithm sheds some (limited) lightﬁ for instance, on requisite structure for candidate hardness
reductions that use direct product testing [KMI16b] or potential attempts to use agreement tests based on
local-spectral expanders [DK17|. It gives some hope for better unique games algorithms on graphs like
the hypercube [AKKT15| as well, which can be viewed as an HD-walk on level £k = O(log N) on a weaker
(one-sided) notion of high dimensional expansion than we study. Outside of unique games the result has
some further connections to error correcting codes, where approximation algorithms for general CSPs on
HDX underlie recent breakthroughs in efficient decoding for locally testable codes [JQST20, [JST21]. In fact,
algorithms specifically for unique games over expanders have already seen similar use for efficient decoding of
direct-product codes based on HDX structure [DHK™21].

2  Owur Results

We now move to a more in-depth exposition of our main results. First, however, we cover some background
regarding local-spectral expanders and higher order random walks. For a full treatment of these and related
objects, see Section [5} Local-spectral expansion is a robust notion of local connectivity on pure simplicial
complexes introduced by Dinur and Kaufman [DK17|. A d-dimensional pure simplicial complex is the
downward closure of a d-uniform hypergraph, that is a collection:

X=X0)uU...UX(d)

where X (d) C ([Z]) is a d-uniform hypergraph, and X (i) consists of all 7 € ([7;]) such that 7 C T for some
T € X(d) (and X(0) = {0}). We note that this notation is off-by-one from much of the HDX literature, where
X (7) is instead given by sets of size ¢ + 1, a notation rooted in the topological view of simplicial complexes.
The former definition is more common in combinatorial works (e.g. the sampling literature [AL.O20]), and
more natural for our purposes.

Simplicial complexes come equipped with natural local structure called links. For every ¢ and 7 € X (7),
the link of 7 is the restriction of the complex to faces containing 7, that is:

X.={o :on7t=0, cUT € X}

We call the link of an i-face an i-link, and when clear from context, will also use X to denote the set of faces
at a given level (e.g. in X(d)) containing 7. Following Dinur and Kaufman [DK17|, we say a complex is a
two-sided v-local-spectral expander if the graph underlying every link is a «y-spectral expander (that is

5Note that self-adjoint random walks can be equivalently viewed as undirected weighted graphs, and therefore also as
underlying constraint graphs for unique games.

6The result certainly does not rule out reductions using such structure, but states that one must be careful in doing so that
the resulting constraint graphs fall outside the parameter regime for our algorithm.



all non-trivial eigenvalues are smaller than v in absolute value). Finally, it is worth noting that we actually
study the more general set of weighted pure simplicial complexes (see Section , but for simplicity
restrict to the unweighted case for the moment as it requires essentially no modification.

Higher order random walks [KMI16a] are analogues of the walk associated with standard graphs (given by
the normalized adjacency matrix) that moves from vertex to vertex via an edge. In a higher order random
walk, one applies a similar process at any level of the complex—moving for instance between two edges
via a triangle, or two triangles via a pyramid. We call walks between k-faces of a complex k-dimensional
HD-walks (see Definition for formal definition), and study a broad set of walks that capture important
structures such as sparsifications of the Johnson and Grassmann schemesm For simplicity, throughout the
introduction we will often focus on two natural classes of HD-walks which see the most use in the literature:
the canonical walks N ,z which walk between k-faces via a neighboring (k + i)-face, and the partial-swap
walks S which do the same but only move between k-faces of fixed intersection size k —i. While this latter
class may seem less natural at first, notice that on the complete complex they are exactly the well-studied
Johnson graph J(n, k,k — i) (the graph on (1) where (v,w) € E iff [v Nw| = k — ).

2.1 Eigenstripping and ST-Rank

With background out of the way, we start our results in earnest with a more in-depth discussion of eigenstripping
and ST-rank: the spectral and combinatorial structure of HD-walks. We prove that the spectra of k-dimensional
HD-walks lie in k + 1 tightly concentrated “eigenstrips”, where the ith strip corresponds combinatorially to
functions lifted from the ith level of the complex by averaging.

Theorem 2.1 (Spectrum of HD-Walks (Informal Theorem + Corollary + Proposition [7.11))). Let
M be an HD-walk on the kth level of a two-sided ~y-local-spectral expander. Then the spectra of M is highly
concentrated in k + 1 strips:

k
Spec(M) € {1} U | [Ni(M) — e, Ai(M) + ]

j=1

where the \;(M) are decreasing constants depending only on M, and the error term satisfies e < O ar(1/7)-
Moreover, the span of eigenvectors with eigenvalues in the strip \;i(M) + e are (approzimately) functions in
X (2) lifted to X (k) by averaging.

Recently, Zhang [Zha20] provided a quantitative improvement of Theorem such that e < Og(7).
Theorem can be seen as a marriage (and generalization) of previous results studying N} of Kaufman and
Oppenheim [KO20], and Dikstein, Dinur, Filmus, and Harsha (DDFH) [DDFHIS|. The former prove that
N ,i exhibits spectral eigenstripping, while the latter introduce the corresponding combinatorial structure but
lack the machinery to tie it directly to these strips. We fill in the gap by proving a general linear algebraic
theorem of independent interest.

Theorem 2.2 (Approximate Eigendecompositions Imply Eigenstripping (Informal Theorem [6.2))). Let M be
a self-adjoint operator over an inner product space V., and V. =V @ ... ® VF a decomposition satisfying
Vi<i<k fieVi:

M fi = Xifill < eillfill

for some family of constants ({\;}F_,, {c;}¥_,). Then as long as the c; are sufficiently small, the spectra of
M is concentrated around each \;:

C~=

Spec(M) C | J[\i—e, A +e] =1y,

i=1

where e = Oy » (wmaxi{ci}). This was recently improved to e < Og(max;{c;}) by Zhang [Zha20).

"We note that the Grassmann scheme comes from applying HD-walks to the Grassmann poset, which is not a simplicial
complex.



Theorem [2.1] then follows from proving that DDFH’s decomposition is an approximate eigendecomposition
for all HD-walks (DDFH only show this holds for N}!).

In the analysis of graphs, it is often useful to bound the number of eigenvalues above some smallness
threshold. This parameter, called the threshold rank, often plays a key role, for instance, in graph
algorithms, including many methods for generic 2CSP approximation [ABS15, [BRS11l [GS11l [(OT13] [HST20].
Painted in broad strokes, these algorithms usually boil down to some method of eigenvalue enumeration,
whether performed directly or implicitly in the proof of key structural lemmas. Given the spectral structure
of HD-walks (or generally any operator with a natural approximate eigendecomposition), we argue that it is
generally more natural to enumerate over strips with large eigenvalues instead. This motivates a natural
spectral complexity measure we call stripped threshold rank.

Definition 2.3 (Stripped Threshold Rank). Let M be a linear operator over a vector space V' with decom-
position V = @, V' denoted 9, where each V' is the span of some set of eigenvectors. Given § € R, the
stripped threshold rank (ST-Rank) with respect to 6 and 2 is:

Rs(M,2)=|{Vie2:3f eVI,Mf=\fA>6}.
In this work, 9 will always correspond to the eigenstrips given by Theorem[2.1] so we drop it from the notation.

The ST-Rank of any (non-expanding) k-dimensional HD-walk is always substantially smaller than its
standard threshold rank (which is at least poly(n), and often as large as n*(*)). As a general algorithmic
paradigm, if one can leverage the combinatorial structure of eigenstrips to replace eigenvalue enumeration, it
is possible to achieve substantially better performance on structured graphs. In Section we discuss a
concrete instantiation of this framework to unique games, where we gain substantial improvements over state
of the art algorithms [BRS11], [ABS15] over such constraint graphs.

Before moving on to such results, however, it is natural to ask whether we can give a finer-grained
characterization of ST-rank for HD-walks. In Section [7] we show how to explicitly compute the approximate
eigenvalue \;(M) corresponding to each strip based upon the structure of M. While the full result requires
further background, its specification to canonical and partial-swap walks has a nice combinatorial interpretation.
Recall that the canonical walk N; walks between k-faces through a shared (k + i)-face. We say it has depth
1/(k + 1) since it traverses i of the k + ¢ relevant levels of the complex. Similarly, we say the partial-swap walk
Si has depth i/k, since it swaps i out of k elements (up to factors in ~, this can also be viewed as walking
between k faces via a shared k — 4 face, where one traverses ¢ out of the k relevant levels). We prove that the
stripped eigenvalues corresponding to the canonical and partial-swap walks decay exponentially fast with a
base rate dependent on depth.

Theorem 2.4 (ST-rank of HD-walks (Corollary + Corollary [T.9)). Let M be a canonical or partial-swap
walk of depth 0 < B < 1 on a sufficiently strong two-sided local-spectral expander. Then the eigenvalues
corresponding to the eigenstrips of M decay exponentially fast:

)\l(M> < e Pl
The ST-Rank Rs(M) is then at most:

Rs(M) < méé)

In other words, walks that reach deep into the complex (e.g. N, ,l: / 2) have constant ST-Rank, whereas
shallow walks like N} have ST-rank Q(k).

2.2 Characterizing (non)-Expansion in HD-Walks

We now move to our main structural application, characterizing edge expansion in HD-walks. Edge expansion
is a fundamental combinatorial property of graphs with applications across many areas of theoretical computer
science, including (as we will soon discuss) both hardness and algorithms for unique games. For a subset of
vertices S C V, edge expansion measures the (normalized) fraction of edges which leave S.



Definition 2.5 (Edge Expansion). Given a graph G(V, E), the edge expansion of a subset S C 'V is:

E(S,V\95)

9GS = —pE

where E(S,T) counts the number of edges crossing from S to T' (double-counting edges in the intersection).
When convenient, we denote non-expansion, 1 — ¢(G,S), as ¢(G,S), and drop G from the notation when
clear from context.

It is often useful to characterize exactly which sets in a graph expand. The two most widely used
characterizations are when alﬂ sets expand (expanders), or when all small sets expand (small-set expanders).
However, many important structures fall outside such a simple characterization. The Johnson and Grassmann
graphs, for instance, are well known to have small non-expanding sets. Characterizing the structure of
non-expansion in these graphs was crucial not only for the resolution of the 2-2 Games Conjecture [KMSI§],
but also for recent algorithms for unique games [BBK™21|.

Using the spectral machinery developed in the previous section, we give a tight characterization of
expansion in HD-walks. As discussed, we focus mainly on two key aspects: the expansion of links, and the
structure of non-expanding sets. We start with the former, where links have long been the prototypical
example of small, non-expanding sets for the Johnson graphs. In fact, we prove this stems from a much
stronger connection between local expansion and spectral structure in HD-walks.

Theorem 2.6 (Local (non)-Expansion = Global Spectrum (Informal Theorem([9.2))). Let M be a k-dimensional
HD-walk on a sufficiently strong d-dimensional two-sided vy-local-spectral expander with d > kﬂ and let \;(M)
be approzimate eigenvalues corresponding to M’s k + 1 eigenstrips. For all 0 <i <k and 7 € X (i), let X,
denote the set of k-faces that contain 7. Then X, is expanding if and only if \;(M) is small:

P(Xr) € Xi(M) + Ok (7).

Since HD-walks (like the Johnson graphs) are generally poor spectral expanders, Theorem implies the
existence of small, non-expanding sets (namely 1—1inks|E|). Our stronger characterization of local expansion is
of independent interest beyond this simple corollary, however, due to its important connections to local-to-
global algorithms and ST-rank. In particular, essentially all work on high-dimensional expanders relies on
a strategy known as the local-to-global paradigm, where a global property (e.g. mixing, agreement testing,
etc.) is reduced to examining a local version on links. These arguments often reduce to showing that, in
some relevant sense, interaction between links is minimal. Theorem offers exactly such a statement for
levels of the complex which correspond to eigenspaces with large eigenvalues—since links at these levels are
non-expanding, they don’t have much interaction. This gives a holistic local-to-global approach for spectral
graph algorithms on HDX, since the eigenspaces corresponding to small eigenvalues are traditionally easy to
handle through other means. Later we will see an algorithmic application of this approach to unique games,
where the non-expansion of links allows us to patch together local solutions, and the connection to global
spectra ties performance of the algorithm to ST-rank.

Returning to the topic of expansion, Theorem [2.6] shows that as long as M is not a spectral expander,
there always exist small, non-expanding sets in the form of links. This raises a natural question: are all
non-expanding sets explained by links? Before answering, let’s spend a little time formalizing this. Given a
subset S C X(k), let Lg,; be a function on i-faces measuring the deviation of S from its average across links
at level i:

vr e X(i) : Lsi(r) = E [Ls] — E[Ls].

The statement “non-expansion is explained by links” then really amounts to saying that we expect Lg; to be
far from 0 in some sense if S is non-expanding. There are a number of reasonable ways to formalize this notion,

8By this we really mean all sets of size at most |V|/2.

9The lower bound on non-expansion still holds for d = k, which is sufficient for most applications of this result. It’s also
worth noting that the condition d > k itself is generally trivially satisfied, since all known two-sided local-spectral expanders are
in fact cutoffs of larger complexes.

10Since we generally consider the regime where | X (1)| > k, a basic averaging argument gives that there must exist a o(1)-size
1-link. One may also note that in a «-local-spectral expander, no 1-link can have more than Oy () mass, so all links are small if

v <o(1).



each with its own use. Following [BBK™21|, we mainly focus on an fs-variant that is particularly useful for
designing local-to-global algorithms: if S is non-expanding, then ||Lsz||§ (or equivalently the variance of S
across i-links) must be large. It is perhaps easier to think about this result in terms of its contrapositive.
Call a set {>-pseudorandom if its variance across i-links is small.

Definition 2.7 (¢3-Pseudorandom Sets). Let X be a pure simplicial complex. We call a subset S C X (k)
(e,0)-ba-pseudorandom if
Vi <€:|Ls,|3 < cE[1g]

We remark briefly on the choice of normalization by E[1g] on the right. While mostly a formality, we will
see this is in fact a natural choice both in comparison to the £.-variant (which differs in some natural sense
by at least a factor of E[1g]), and when considering expansion which is itself normalized by E[1g]. Indeed
with this in mind, we prove that (e, £)-fo-pseudorandom sets expand near-perfectly.

Theorem 2.8 ({5-Pseudorandom Sets Expand (Informal Theorem [9.5)). Given a k-dimensional HD-walk
M on a sufficiently strong two-sided ~y-local-spectral expander and small constants a,d,e > 0, we have that
any (e, Rs(M))-pseudorandom set S of density a expands near-perfectly:

#(S) > 1—a—3—O(e) — Ox(y)

We note that (the formal version of) this result is exactly tight (in the limit of v — 0). Passing back to the
original (now contrapositive) form of the statement, Theorem immediately implies that any non-expanding
set must have large variance across links at a level determined by the ST-rank of M. On the algorithmic side,
this informally translates to the statement that most interesting structure lies on low-level links, which is
crucial to any local-to-global algorithm.

Before formalizing this algorithmic intuition in the case of unique games, it’s worth taking a moment to
consider the implication of Theorem [2.8] to a different formalization of this problem with recent applications
to hardness of approximation: the {s-variant. In this characterization, the (squared) ¢3-norm of Lg; is
replaced with its maximum. In other words, the /,.-variant characterization posits that every non-expanding
set must be highly concentrated in some individual link. We prove that Theorem actually holds in this
regime as well by a simple reduction. If we analogously define ¢..-pseudorandom sets (see Definition , it
is not hard to show that any ¢..-pseudorandom set must also be /3-pseudorandom. This results in a tight
version of Theorem [2.8| for the /o -regime, but only when max(Ls ;) is close to m |Ls.||>. Practically, the
interesting regime in hardness of approximation is when these two quantities are far apart. In this case our
lo to £y reduction necessarily loses important factors, so we cannot recover any results from the hardness of
approximation literature.

Nevertheless, it is worth stating that as an immediate corollary of our /s-based analysis we get an
{-characterization of expansion in HD-walks: any non-expanding set must be non-trivially concentrated in
a link.

Corollary 2.9 (Non-expanding Sets Correlate with Links (Informal Corollary ) Let M be a k-dimensional
HD-walk on a sufficiently strong two-sided ~y-local-spectral expander. Then if S C X (k) is a set of density «
and expansion at most:

d(S) <1l—a—0—0k(y)

for some § >0, S must be non-trivially correlated with some i-link for 1 <i <1 = Rs/o(M):

E[lg] > o+ 2F

X )

A <i<rTeX(3)

where c;5, depends only on 6 and the ST-rank r.

Proving a k-independent /..-characterization for HD-walks, either directly or via a stronger k-dependent
reduction to the fs-regime, remains an interesting open problem. Such a characterization is known on the
Johnson graphs (and a number of related objects [KLLM19, [FKLM20]), and may shed light on similar
structure in the Grassmann graphs used to prove the 2-2 Games Conjecture [KMS18|. We discuss some
additional subtleties in this direction in Section 2.4



2.3 Playing Unique Games

One motivation for studying spectral structure and non-expansion in HD-walks stems from a simple class
of 2-CSPs known as unique games, a central object of study in hardness-of-approximation since Khot’s
introduction of the Unique Games Conjecture (UGC) [Kho02] nearly 20 years ago. We study affine unique
games which are known to be as hard as unique games [KKMOO7]:

Definition 2.10 (Affine Unique Games). An instance I = (G,S) of affine unique games over alphabet
¥ =40,...,m — 1} is a weighted undirected graph G(V, E), and set of affine shifts S = {sy, € E}(u",})GE.
The value of I, val(I), is the mazimum fraction of satisfied constraints over all possible assignments X" :
max Pr [X, — X, = sup(mod |Z|)],
XexV (u,v)~E
where edges are drawn corresponding to their weight. For an individual assignment X, we refer to this
expectation as val;(X). Any weighted undirected graph G is uniquely associated with a self-adjoint random-
walk matric M where M (u,v) = Prg[(u,v)]/ >, Pre[(u, w)] (see Appendix . We will usually view the
constraint graph in this manner instead, referring to unique games instances over random-walks as I = (M,1I).

Informally, the UGC states that for sufficiently small constants ¢, §, there exists an alphabet size such that
distinguishing between instances of unique games with value 1 — e and § is NP-hard. A positive resolution
to the UGC would resolve the hardness-of-approximation of many important combinatorial optimization
problems, including CSPs [Rag08|, vertex-cover [KRO08|, and a host of others such as [Kho02, KKMOOQ7,
GMROS, [CTHITIl [KTWT4], [KVT5].

Building on the recent framework of Bafna, Barak, Kothari, Schramm, and Steurer |[BBK 21|, we show
how our structural theorems combine with the notion of ST-rank to give efficient algorithms for unique games
over HD-walks.

Theorem 2.11 (Playing Unique Games on HD-walks (Informal Theorem [10.1))). For any € € (0,.01), there
exists an algorithm A with the following guarantee. If T = (M, S) is an instance of affine unique games with
value at least 1 — e over M, a complete k-dimensional HD-walk on a d-dimensional two-sided y-local-spectral
expander with v < ok (1) and d > k then A outputs a poly(7)-satisfying assignment in time | X (k)[PeY(/7),
where T = ((i)) and r(e) = Ri_o) (M) is the ST-rank of M.
r(e)

It is worth giving a quantitative comparison of this result to the best known algorithms based on threshold
rank [ABS15, [BRS11, [GS11]. These algorithms run in time roughly exponential in the (1 — O(g))-threshold
rank of G to get similar soundness guarantees when k = O(I)E Due to the poor threshold rank of HD-walks,

this generally amounts to nearly exponential time (2/% (k)P () ), whereas our algorithm runs in time roughly
| X (k)|2o(k). In the regime of constant k, Theorem therefore gives a polynomial time algorithm for such
instances achieving an exponential improvement over threshold-rank based algorithms. We describe a few
examples of such families below.

Since Theorem [2.11] can be a bit hard to interpret without additional knowledge of the high dimensional
expansion literature, we end our discussion of algorithms for unique games with a few concrete examples.
Perhaps the most basic example generalizing the Johnson graphs that fits into our framework are slices of the
g-ary noisy hypercube. For constant-level slices, we improve over BRS from nearly exponential to polynomial.
Further, the result is robust in the sense that it continues to hold even when the underlying complex is
perturbed. This results in algorithms, for instance, for dense random sparsifications of these slices, or slices
taken from a negatively correlated distribution over Zy (or more generally slices of any spectrally-independent
spin-system [ALO20]). Another interesting class of graphs we see significant speed-ups on are algebraic
sparsifications of the Johnson graphs stemming from bounded-degree constructions of two-sided local-spectral
expanders such as (cutoffs of) Lubotsky, Samuels, and Vishne’s [LSV05] Ramanujan complexes, or Kaufman
and Oppenheim’s [KO18] coset complex expanders. The resulting speedups on this class of graphs is somewhat
more surprising than the above, since they exhibit substantially different structure in other aspects (they are,
for instance, of bounded degree unlike the Johnson graphs).

1 Formally, we note v also has dependence on M (see Theorem [10.1)), though this can be removed in special cases like the
Johnson scheme. We also note again that d > k is generally a trivial condition for strong two-sided local-spectral expanders.

12This corresponds to the setting in which the dimension of the HD-walk is fixed, and the number of vertices in the complex
grows.
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2.4 Connections to Hardness and the Grassmann Graphs

We finish the discussion of our results by taking a deeper look at connections with recent progress on the
UGC, and argue that our framework opens an avenue for further progress. The resolution of the 2-2 Games
Conjecture [KMS18| hinged on a characterization of non-expanding sets on the Grassmann graph not dissimilar
to what we have shown for two-sided local-spectral expanders. While we have focused above on HDX which
are simplicial complexes, our work extends to a broader set of objects introduced by DDFH [DDFHI18§]| called
expanding posets which includes class of objects includes expanding subsets of the Grassmann poset we call
g-eposets (we refer the reader to [DDFHIS] for definitions and further discussion).

Theorem [2.§ and Corollary 2.9 extend naturally to HD-walks on g-eposets. We state the latter result here
since it follows without too much difficulty from the same arguments as in this paper, but the full details
(and further generalizations to expanding posets) will appear in a companion paper.

Corollary 2.12 (Non-expansion in g-eposet). Let (X,II) be a two-sided y-q-eposet with v sufficiently small,
M a k-dimensional HD-walk on (X,II). Then if S C X (k) is a set of density o and expansion:

$(5) <1—a—=04r(y) -6
for some § >0 and r = Rs/o(M), S must be non-trivially correlated with some i-link for 1 <i <r:

J1<i<rreX():E[ls] >a+ 2

X (3),

where c;5, depends only on 6 and the ST-rank r, and (lz)q is the standard g-binomial coefficient:

p te=
Ve 2?7 1

Since the Grassmann graphs are simply partial-swap walks on the Grassmann posetH Corollary
provides a direct connection to the proof of the 2-2 Games Conjecture [KMSIS§|. Unfortunately, due to the
dependence on k, this result is too weak to recover the proof.

The dependence of both Corollary and Corollary on k is a subtle but important point, so we’ll
finish the section by discussing it in a bit more detail. The particular dependence we get in the f>-regime,
(’:) for the Johnson and (]:)q for the Grassmann, is tight and can be understood by examining the variance
of i-links. While ¢-links are the prototypical example of an 2(1)-pseudorandom set in the £, regime, one
can show that they are actually about 1/ (lz)—pseudorandom in the ¢3-regime (or 1/ (?)q for the Grassmann).
Since links are non-expanding, any bound in the f5-regime must have matching dependence on k to make up
for this fact. Indeed, one can use the same argument to show that a k-independent bound cannot exist in
ly-regime (even if we relax dependence on pseudorandomness, see Proposition . As a result, any /., to ¢
reduction like ours (which has no dependence on k) will always result in a final bound depending on k.

Finally, it’s worth noting that while the ¢.-regime escapes this particular issue since links are 2(1)-
pseudorandom (and indeed that for the Johnson graphs, a k-independent bound is known [KMMSI8§]|), there
is an additional consideration for the Grassmann graphs: there exist small, non-expanding ¢..-pseudorandom
sets [DKK™18a]. The proof of the 2-2 Games Conjecture therefore relies on a finer-grained definition of local
structure than links (called zoom-in zoom-outs) [KMS18]. While we cannot hope to apply exactly the same
techniques to analyze this variant, we view our method’s generality and simplicity as evidence that a deeper
understanding of higher order random walks may be key to further progress on the UGC.

3 Proof Overview

In this section we give a proof overview of our main results. Throughout the section we will assume the
complex is endowed with a uniform distribution, and will (usually) ignore error terms in the spectral parameter
~. The full details for weighted complexes and a careful treatment of the error terms is given in the main
body along with a number of further generalizations.

13Seeing that they are HD-walks is non-trivial, and follows from the g-analog of work in [AJTT9].
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3.1 Eigenstripping and the HD-Level-Set Decomposition

We start with a discussion of the techniques underlying Theorem [2.1] (Eigenstripping). At its core, this (and
indeed all of) our results rely upon now-standard machinery for working on simplicial complexes called the
averaging operators.

Definition 3.1 (The Averaging Operators). Let X be a d-dimensional pure simplicial complex. For any
0 < k < d, denote the space of functions f : X (k) — R by Cx. The “Up” operator lifts f € Cy to Upf € Cry1:

Ve X(k+ 1)U = — 3 f).

k+1 zeX (k):xCy

The “Down” operator lowers functions f € Cx1q to Dgy1f € Ci:

Vre X(): Deafl) = —— Y f()

n
yeX (k+1):yDxw

Since it is often useful to compose these operators, we will use the shorthand UF = Uy_y ...U; and DF =
D;11...Dy to denote the composed averaging operators which raise and lower functions between C; and Cy,
by averaging.

In fact, the averaging operators are crucial even to defining higher order random walks. We discuss this
definition in greater detail in Section [b| and for now settle for noting that a basic class of HD-walks are given
simply by composing U and D. For instance, the canonical walk N} is the composition DZ‘HU ,i“'i, and the
partial swap walks S}, turn out to be an affine combinations of the N} [AJT19).

The proof of Theorem [2.1] relies on a useful decomposition for functions on simplicial complexes based
upon the averaging operators we call the HD-level-set Decomposition recently introduced by Dikstein, Dinur,
Filmus, and Harsha [DDFH18]|. The idea is to break functions into components coming from each level of the
complex, lifted by averaging to the top level.

Theorem 3.2 (HD-Level-Set Decomposition, Theorem 8.2 [DDFHIS|). Let X be a d-dimensional two-sided
v-local-spectral expander, v < é, 0<k<d, and let:

H° = Cy, H' = Ker(D;), Vi = UFH'.

Then:
Cv=V0®...0VF

In other words, every f € Cj, has a unique decomposition f = fo + ...+ fi such that f; = UFg; for
gi € Ker(D;).

The HD-Level-Set Decomposition is particularly useful not only for its rigid combinatorial structure, but
also its spectral properties. Namely, one familiar with the Johnson Scheme might notice that when X is the
complete complex, this decomposition exactly gives the eigenspaces of the Johnson Scheme. DDFH gave an
approximate extension of this result to the basic “upper” walk Dy 1Uy, proving that the Vki are approximate
eigenspaces.

The proof of Theorem follows from combining an extension of this result to all HD-walks (see
Corollary with Theorem which states that any approximate eigendecomposition strictly controls the
spectrum of the underlying operator. However, since the proof of Theorem is purely linear algebraic (and
is essentially irrelevant for understanding our core results on expansion and unique games), we defer detailed
discussion of the result to Section [6l

3.2 Characterizing Expansion

We now take a look at how this combinatorial understanding of the spectra of higher order random walks
allows us to characterize their edge-expansion. We start with a standard observation, the expansion of a set
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can be written as the inner product of its indicator function. In other words, if X is a simplicial complex and
M is an HD-walk on X (k), the expansion of any S C X (k) with respect to M may be written as:

1
P(M,1s) =1— Eﬁi;f<15’ﬂlﬂs>'

The key is then to notice that by the bilinearity of inner products, we can expand the right-hand side in
k .
terms of the HD-Level-Set Decomposition. In particular, writing 1g = Y 1g,; for 1g; € V}!, we have:
i=0

1
E[1s]

¢(M7 ]]-S) =1-

K2

k
(1g,M1g,).
=0

Finally, since we know each V}' is approximately an eigenstrip concentrated around some \;, up to additive
error in v we can simplify this to:

k
S(M, 1)~ 1— — 3 Aills, s (1)

Thus we see that understanding the expansion of S comes down to the interplay between its projection onto
each level of the complex and their corresponding approximate eigenvalues. Our characterization of expansion
combines this observation with the combinatorial and spectral structure of the HD-Level-Set Decomposition.
We devote the rest of the section to sketching the proofs of Theorem (local expansion vs global spectra),
Theorem (pseudorandom sets expand), and our reduction from the £.-variant to /3-variant.

Proof sketch of Theorem [2.6f Recall that Theorem [2.6] shows a tight inverse relation between the
expansion of links and the spectra of M. Given 7 € X (j), we wish to examine the indicator function 1y of
the link X .. First, notice that since 1x_ = (I;) U]’-“]lT7 it’s easy to see that 1x_ € Vko ®...H ij. We prove
something stronger, that 1x_ in fact lies almost entirely in ij . In particular, we show that for every i # j,
1x. has almost no projection onto V}:

(Ix,,1x,:) < Or(7)E[1x,].

Since the HD-Level-Set Decomposition is approximately orthogonal [DDFHI18| (more generally, this is true
of any approximate eigendecomposition, see Lemma , this implies that the mass on level j is around
(1£O0r(v))E[Lx,], and plugging these observations into Equation we get:

k
1
M,]]. ~1-— E Al]]. ,]l i
(Z)( S) ]E[ILS] part <S S,>
Ai
~1— 1g, 1g,
%I—Ai

where we have ignored some Oj(7y) error terms.

Proof sketch of Theorem Proving that pseudorandom functions expand is a bit more involved, but
still at its core revolves around the analysis of Equation . In particular, since the approximate eigenvalues
of M monotonically decrease (i.e. Vi > j, A;(M) < A;(M)) then for any 6 > 0 we can simplify Equation

to:
Rs(M)—1

¢(M,Jls)§1—m Z:j Xi{ls, Lg;) + 9, (2)

where we recall Rs(M) is the ST-rank, denoting the number of eigenstrips of M with eigenvalues greater than
0. Using Theorem it is possible to show (see Proposition that essentially all HD-walks of interest
satisfy this property. With this in hand, proving Theorem [2.§ boils down to characterizing the projection of
a set S onto low levels of the complex by its behavior on links.

13



Theorem 3.3 (Pseudorandomness bounds low-level weight (Informal Theorem ) Let X be a sufficiently
strong d-dimensional y-local-spectral expander. For any i <k < d let S C X (k) be a (g,i)-la-pseudorandom
set. Then for all j < i:

(15.15,) 5 () eElLs

Theorem follows immediately from plugging this result into Equation . Perhaps surprisingly,
Theorem [3.3] itself follows without too much difficulty from combining analysis of the averaging operators and
our spectral analysis of the HD-Level-Set Decomposition (namely Theorem . In particular, given a set
S C X (k), the idea is to examine the lowered indicator function Dé?]ls, which exactly gives the expectation
of S over j-links, that is for any 7 € X (j):

Dilg(r) = E[1s].

Proving Theorem then corresponds to lower bounding Var(D;-“]l s) by some function of the projection of S
onto level j. In fact, it is possible to exactly understand this connection. The idea is to reduce the problem
to a spectral analysis of HD-walks using the adjointness of Df and Uj’.c (see e.g. [DDFHIS]):

Var(D51s) = (Dj1s, Df1s) — E[D}14]?
= (15, Uy Dj1g) — E[15]?

k

= (1s,Uf Dj1s,) — E[14]?
£=0

x>

<]15,UJ’?D§?11574>.

Since Ufo is an HD-walk, Theorem implies that U J’?D;?]l 5,6~ Mlg for some approximate eigenvalue
A¢. In the formal version of Theorem we compute the approximate eigenvalues of such walks, and in this

@)
()

and the projection of S onto low levels of the complex:

case a simple computation shows that A\, = As a result, we get a tight connection between Var(DkILS)

k J
Var(DF1g) ~ Z% s, lsy)
=1 Z

where we have ignored factors in . The proof then follows from noting that the right-hand side is approximately
lower bounded by C )<]15, lg ;) by near orthogonality of the HD-Level-Set decomposition [DDFHIS].

ls to {5 reduction: We end with a simple observation that generalizes our results to the ¢,,-variant
characterization via reduction. The idea is that the 2-norm may be re-written as a (normalized) expectation
over a modified distribution:

k _ k k
E[ﬂ_s] Var(Dj ]ls) = IE[DJ ]ls] - E[]ls} S maX(Dj ]15 - E[]ls])
where IIg is the distribution on X (j) naturally induced by restricting IT to the support of .S’ (see Section [8] for
further details). It immediately follows that any (g, £)-¢o.-pseudorandom set is also (e, £)-¢3-pseudorandom.

3.3 Playing Unique Games

We end the section with a discussion of Theorem [2.11] an application of our structural theorems to algorithms
for unique games. We follow the algorithmic framework of [BBK™21] for playing unique games on Johnson
graphs, a special case of HD-walks on the complete complex. We generalize their algorithm and its analysis
to HD-walks over all (sufficiently strong) two-sided local spectral expanders by abstracting the algorithm into
the broader local-to-global paradigm for HDX:
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1. For some r, break the UG instance down into sub-instances over r-links of the complex.
2. Solve the local sub-instances and patch together the solutions into a good global solutionE

For their underlying algorithmic machinery, BBKSS rely heavily on a well-studied paradigm known as
the Sum-of-Squares (SoS) semidefinite programming hierarchy. We won’t go into too much detail about
this paradigm here (see Section for details), and for the moment it suffices to say that analysing SoS
algorithms relies on porting the proofs of relevant inequalities (specific to the problem at hand) into the
Sum-of-Squares proof system, a restricted proof system for proving polynomial inequalities. We leverage
the BBKSS framework to solve unique games on HDX by observing that their algorithm’s analysis can be
generalized to rely on two core structural properties true of the graphs underlying HD-walks:

1. A low-degree Sum-of-Squares proof that non-expanding sets have high variance in size across links.
2. For every small enough ¢, the existence of some r = r(¢) such that:

(a) The (r + 1)-st largest (distinct) stripped-eigenvalue of the constraint graph is small:
Ar <1=9Q(e)
(b) The expansion of any r-link is small as well:
Vre X(r): ®(X;) <O(e).

In essence, properties (1) and (2a) ensure that there are good local solutions at level r, and property (2b)
ensures that these solutions can be patched together without too much loss. Given the above properties, the
proof of Theorem follows the BBKSS analysis framework, but is more technical as properties that hold
for Johnson graphs generally only hold approximately for HD-walks.

The novelty in our analysis lies mostly in proving these two properties. Luckily, we have already done most
of the work! Property (1) is simply an SoS variant of Theorem which we prove by developing SoS versions
of the now standard machinery for the HD-Level-Set Decomposition from [DDFHIS|. The proof then follows
essentially as discussed in Section [3.2] The second property is slightly more subtle. This parameter, found in
IBBK™21| by direct computation on the Johnson graphs, determines both the soundness and runtime of their
algorithm. In fact, our framework completely demystifies its existence: since A, and the expansion of r-links
are inversely correlated by Theorem [2.6] 7 is exactly the ST-Rank of the underlying constraint graph! As a
result, using these properties and generalizing the analysis of BBKSS results in Theorem 2.11} an algorithm
for unique games on HD-walks with approximation and runtime guarantees dependent on ST-Rank.

Organization

In Section [ we discuss related work on HD-walks, Unique Games, and CSP approximation. In Section [f]
we give requisite background and notation. In Section [6] we prove that approximate eigendecompositions
tightly control spectral structure. In Section [7} we show that the combinatorial decomposition of [DDFHIS)|
is an approximate eigendecomposition for any HD-walk and compute its corresponding approximate spectra,
thereby determining the spectral structure of HD-walks. In Section [§] we prove Theorem [3-3] showing how
pseudorandomness controls projections onto any HD-walks eigendecomposition. In Section [0} we use this fact
to give a tight characterization of edge expansion in HD-walks. Finally, in Section[I0] we give a sum-of-squares
variant of our results and show they imply efficient algorithms for unique games over HD-walks.

4 Related Work

Higher Order Random Walks: The spectral structure of higher order random walks has seen significant
study in recent years, starting with the work of Kaufman and Oppenheim [KO20] who proved bounds on

14This is only informally speaking, as the actual algorithm is iterative and repeats these two steps many times to obtain a
good solution for the whole graph
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the spectra of IV, kl on one-sided local-spectral expanders. Their result lead not only to the resolution of the
Mihail-Vazirani conjecture [ALOV19], but to a number of further breakthroughs in sampling algorithms via a
small but consequential improvement on their bound by Alev and Lau [AL20]. The spectral structure of N} on
the stronger two-sided local-spectral expanders was further studied by DDFH [DDFHIS§| who introduced the
HD-Level-Set Decomposition, and Kaufman and Oppenheim [KO20] who introduced a distinct approximate
eigendecomposition with the benefit of orthogonality (though this came at the cost of additional combinatorial
complexity). In recent work, Kaufman and Sharakanski [KS20] claim that these two decompositions are
equivalent on sufficiently strong two-sided ~-local-spectral expanders, but their proof relies on [KO20, Theorem
5.10] which has a non-trivial error. Indeed, it is possible to construct arbitrarily strong two-sided local-spectral
expanders for which the HD-Level-Set Decomposition is not orthogonal (see Appendix , so their result
cannot hold Finally, Alev, Jeronimo, and Tulsiani [AJT19] showed that the HD-Level-Set Decomposition
is an approximate eigendecomposition (in a weaker sense than we require) for general HD-walks, a result we
strengthen in Section [7} For further information on these prior works and their applications, the interested
reader should see [Ale20)].

Unique Games: The study of unique games has played a central role in hardness-of-approximation since
Khot’s [Kho02] introduction of the Unique Games Conjecture. One line of work towards refuting the UGC
focuses on building efficient algorithms for unique games for restricted classes of constraint graphs based off of
spectral or spectrally-related properties; these include works employing spectral expansion [AKK™08, [MM10],
threshold rank [ABS15, BRST11 [GS11], [KoI11], hypercontractivity [BBH™12|, and certified small-set-expansion
or characterized non-expansion [BBK™21|. Our work continues to expand this direction with polynomial-
time algorithms for (affine) unique games over HD-walks and the introduction of ST-Rank. On the other
hand, recent work towards proving the UGC has focused on characterizing non-expanding sets in structures
such as the Grassmann [KMS18, [KMS17, DKK™18b, [DKK™18al, [BKST8| [KMMS18, [KMS18| and Shortcode
[BKS18l [KMS18] graphs. Our spectral framework based on HD-walks and the HD-Level-Set Decomposition
provides a more general method to approach this direction than previous Fourier analytic machinery.

CSPs on HDXs: Finally, it is worth noting a related, recent vein of work connecting high dimensional
expansion, Sum of Squares, and CSP-approximation. In particular, Alev, Jeronimo, and Tulsiani [AJT19]
recently showed that for k > 2, certain natural k-CSP’s on two-sided local-spectral expanders can be efficiently
approximated by Sum of Squares. Conversely, Dinur, Filmus, Harsha, and Tulsiani [DFHT20] later used
cosystolic expanders (a stronger variant) to build explicit instances of 3-XOR, that are hard for SoS. Both
these works focus on k-CSPs for £ > 3, where the variables of the CSP are level 1 of the complex and
the constraints are defined using the higher levels of the complex; therefore these works do not encompass
unique games. At a high level, the techniques of [AJT19)] are based on [BRSTI]|, and they generalize the BRS
algorithm for 2-CSPs to k-CSPs. While these works are not directly related to ours since their definition do
not encompass unique games, we see a similar pattern where high dimensional expanding structure is useful
both for hardness of and algorithms for CSP-approximation.

5 Preliminaries and Notation

5.1 Local-Spectral Expanders and Higher Order Random Walks

We now overview the theory of local-spectral expanders and higher order random walks in more formality
than our brief treatment in Section 21

5.1.1 Two-Sided Local-Spectral Expanders

Two-sided local-spectral expanders are a generalization of spectral expander graphs to weighted, uniform
hypergraphs, which we will think of as simplicial complexes.

15Tt is worth noting that the main results of [KO20, [KS20] are unaffected by this error, as an approximate version of [KO20]
Theorem 5.10] remains true and is sufficient for their purposes.
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Definition 5.1 (Weighted, Pure Simplicial Complex). A d-dimensional, pure simplicial complex X on n
vertices is a subset of ([Z]). We will think of X as the downward closure of these sets, and in particular define

the level X (i) as:
X(i) = {se (@) ‘ atex,sgt}.

We call the elements of X (i) i—facesE A simplicial complex is weighted if its top level faces are endowed with
a distribution 1. This induces a distribution over each X (i) by downward closure:

i(z) = - T Z it (y), 3)

yeX (i4+1):yDx
where 11y = I1.

Two-sided local-spectral expanders are based upon a phenomenon called local-to-global structure, which
looks to propogate information on local neighborhoods of a simplicial complex called links to the entire
complex.

Definition 5.2 (Link). Given a weighted, pure simplicial complex (X,II), the link of an i-face s € X (i) is
the sub-complex containing s, i.e.

Xs={t\se X |tDs}
II induces a distribution over X by normalizing over top-level faces which we denote by Ily. When considering

a function on the k-th level of a complex, we also use X to denote the k-faces which contain s as long as it
is clear from context, and refer to X5 as an i-link if s € X ().

Two-sided local-spectral expansion simply posits that the graph underlying every linkFZI must be a two-sided
spectral expander.

Definition 5.3 (Local-spectral expansion). A weighted, pure simplicial complex (X, 1) is a two-sided y-local-
spectral expander if for every i < d — 2 and every face s € X (i), the underlying graph of X is a two-sided
v-spectral expander

5.1.2 Higher Order Random Walks

Weighted simplicial complexes admit a natural generalization of the standard vertex-edge-vertex walk on
graphs known as higher order random walks (HD-walks). The basic idea is simple: starting at some k-set
S C X(k), pick at random a set T' € X (k + 1) such that T' D S, and then return to X (k) by selecting some
S’ C T. Let the space of functions f : X(k) — R be denoted by C. Formally, higher order random walks are
a composition of two averaging operators: the “Up” operator which lifts a function f € Cy to U f € Cg1:

X+ UMW) = oy Y S,
z€X (k):zCy

and the “Down” operator which lowers a function f € Ciy1 to Dis1f € Cg:

My11(y)
Hk(l')

1

Vr € X(/f) : Dk.ﬁ,.lf(l‘) = m Z
yeX (k+1):yDx

().

These operators exist for each level of the complex, and composing them gives a basic set of higher order
random walks we call pure (following [AJT19]).

16We differ here from much of the HDX literature where an i-face is often defined to have i + 1 elements. Since our work is
mostly combinatorial rather than topological or geometric, defining an i-face to have ¢ elements ends up being the more natural
choice.

7The underlying graph of a simplicial complex X is its 1-skeleton (X (1), X(2)).

18 A weighted graph G(V, E) with edge weights IIg is a two-sided vy-spectral expander if the vertex-edge-vertex random walk
with transition probabilities proportional to Il has second largest eigenvalue in absolute value at most .
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Definition 5.4 (k-Dimensional Pure Walk). Given a weighted, simplicial complex (X,11), a k-dimensional
pure walk Y : C, — Cy on (X,II) (of height h(Y')) is a composition:

Y = Zonyy o0 2y,
where each Z; is a copy of D or U.
We call an affine Combinatioﬂ of pure walks which start and end on X (k) a k-dimensional HD-walk.

Definition 5.5 (HD-walk). Let (X,II) be a pure, weighted simplicial complex. Let Y be a family of pure
walks Y : Cp, — Cy, on (X, II). We call an affine combination

M = ZayY

Yey

a k-dimensional HD-walk on (X,II) as long as it is self-adjoint and remains a valid walk (i.e. has non-negative
transition probabilities).

Previous work on HD-walks mainly focuses on two natural classes: canonical walks (introduced in
[KMI16al, [DK17]), and partial-swap walks (introduced in [AJT19, [DD19]).

Definition 5.6 (Canonical Walk). Given a d-dimensional weighted, pure simplicial complex (X,1II), and
parameters k + j < d, the canonical walk N} is:

i k+jyrk+j
N} =D U™,
where Uzk =Uk_1...Uy, and Déf’ =Dyy1...Dg.

In other words, the canonical walk N g takes j steps up and down the complex via the averaging operators.
Partial-swap walks are a similar process, but after ascending the complex, we restrict to returning to faces
with a given intersection from the starting point.

Definition 5.7 (Partial-Swap walk). The partial-swap walk Si is the restriction of N,z to faces with in-
tersection k — j. In other words, if |sNs'| # k — 7,57(s,s') = 0, and otherwise Si(s,s") = asNj(s,s'),
where
-1
Qs = Z Ni(s, ")

s':lsNs’|=k—j
1s the appropriate normalization factor.

It is not hard to see that partial-swap walk S; on the complete complex J(n,d) (all d-subsets of [n]
endowed with the uniform distribution) is exactly the Johnson graph J(n, k, k—¢). While it is not immediately
obvious that the partial-swap walks are HD-walks, Alev, Jeronimo, and Tulsiani [AJT19] showed this is the
case by expressing them as an alternating hypergeometric sum of canonical walks.

5.1.3 Expansion of HD-Walks

In this work, we study the combinatorial edge expansion of HD-walks, a fundamental property of graphs with
strong connections to many areas of theoretical computer science, including both hardness and algorithms for
unique games. Given a weighted graph G = ((V, E), (Ily,IIg)) where IIy is a distribution over vertices, and
Il is a set of non-negative edge weights, the expansion of a subset S C V' is the average edge-weight leaving

S.

Definition 5.8 (Weighted Edge Expansion). Given a weighted, directed graph G = ((V, E), (Ily,I1g)), the
weighted edge expansion of a subset S C 'V is:

¢(G,5) = E [E(w,V\S)],

v~Ily | s

19 An affine combination is a linear combination whose coefficients sum to 1.
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where

E@V\S)= Y  Ig(vy)

(v,y)EE:yeV\S

is the total weight of edges between vertex v and the subset V' \ S, and Iy |g is the re-normalized restriction
of Iy to S. In the context of a k-dimensional HD-Walk M on a weighted simplicial complex (X,1I), we will
always have V.= X (k), Iy = g, and E, I g given by M. Thus when clear from context, we will simply

write ¢(5).

Edge expansion in a weighted graph is closely related to the spectral structure of its adjacency matrix.
Given a set S C V of density a = E[lg], we may write

1
¢(G,S)=1~- aﬁlstGlsmw

where Ag is the adjacency matrix with weights given by IIg, and (f,¢g)m, is the expectation of fg over
IIy. When considering such an inner product over a weighted simplicial complex (X,II), the associated
distribution will always be I, so we will drop it from the corresponding notation. Notice that the right-hand
side of this equivalence may be further broken down via a spectral decomposition of 1g with respect to Ag.
Thus to understand the edge-expansion of HD-walks, it is crucial to understand the structure of their spectra.

6 Approximate Eigendecompositions and Eigenstripping

In this section we prove a general linear algebraic result concerning the spectra of operators that admit an ap-
proximate eigendecomposition: their spectra lies tightly concentrated around the decomposition’s approximate
eigenvalues. Before giving the formal result, we formalize the concept of approximate eigendecompositions.

Definition 6.1. Let M be an operator over an inner product space V. We cal V = V& ...aVF a
(N, {ei}E ) -approzimate eigendecomposition if for all i and v; € V', the following holds:

[ Mv; — Nvi| < e l|vill -

As long as the ¢; are sufficiently small, we prove each V* (loosely) corresponds to an eigenstrip, the span
of eigenvectors with eigenvalue closely concentrated around ;.

Theorem 6.2 (Eigenstripping). Let M be a self-adjoint operator over an inner product space V, and
V=Viae..eV*a (N, {c}r ) -approzimate eigendecomposition. Let cmax = max;{c;}, Aaiy =

min; j{|A; — Aj|}, and Arario = %{/‘g\l‘} Then as long as cmax 18 sufficiently small:
dif

Adif
< =2
cmax — 4k b

the spectra of M is concentrated around each \;:

Ea

Spec(M) C | J[\i—e, X +e] =1y,
=1

where e = O (k: - Aratio C%ﬁz)

This result was recently improved by Zhang [Zha20] to have dependence ¢ < O(Vkcmax), removing the
dependence on the approximate eigenvalues altogether. This follows from a simple modification to our proof
which we will note below. Finally, it is also worth mentioning that a version of Theorem [6.2] holds with no
assumption on cpax, but the assumption substantially simplifies the bounds and is sufficient for our purposes.

Before proving Theorem we note a useful property of approximate eigendecompositions of self-adjoint
operators: they are approximately orthogonal.
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Lemma 6.3. Let M be a self-adjoint operator over an inner product space V. Further, let V =V'@...@VFk
be a ({ N}y, {c;}r_))-approzimate eigen-decomposition. Then fori # j, V¢ and V7 are nearly orthogonal.
That is, for any v; € V' and v; € V:

C¢+Cj

{00, € 5 ol
i J

Proof. This follows from the fact that M is self-adjoint, and V? and V7 are approximate eigenspaces. In
particular, notice that for any v; € V* and v; € V7 we can bound the interval in which (Mv;,v;) = (v;, Mv;)
lies by Cauchy-Schwarz:

(Mg, vj) € Aivi, v5) £ ¢ [[v]] [lvs]]
and
(vi, Mwj) € Aj{vi, vy) £ ¢ ||lvg]] o] -
Since these terms are equal, the right-hand intervals must overlap. As a result we get:
[(Ai = X)) (wi, v)| < (e + ) [lvill vl
as desired. O

Using Lemma we can modify [KO20, Theorem 5.9] to prove Theorem Given an eigenvalue p of
M, the idea is to find a probability distribution over [k] for which the expectation of | — ;| is small, where
i € [k] is sampled from the aforementioned distribution.

Proof. The proof follows mostly along the lines of [KO20, Theorem 5.9|, modifying where necessary due to
lack of orthogonality. Let ¢ be an eigenvector of M with eigenvalue p. Our goal is to prove the existence of
some \; such that |p — ;| is small. To do this, we appeal to an averaging argument. In particular, denoting
the component of ¢ in V* by ¢;, we bound the expectation of |u — A;| over a distribution P, given by the

(normalized) squared norms [|¢;]*:

[l = Nif?] = Z\u Al Nl (4)

k.
;nww

’LNP¢

If we can upper bound this expectation by some value ¢, then by averaging there must exist A; such that
| — Ai| < /¢, and thus the spectra of M must lie in strips A; £+ /c. To upper bound Equation , consider
the result of pushing the outer summation inside the norm:

k k
Z\M*AHQH@”Z: Z(N*
i=1 i=1

We will separately bound the two resulting terms, the former by the fact that the ¢; are approximate
eigenvectors, and the latter by their approximate orthogonality. We start with the former, which follows by a

2

= D (= A=A (i ) - (5)

1<iAj<k
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simple application of Cauchy-Schwarz:

k k 2
D=2l = [ne =D Nigi
=1 1=1

k
= | Mo = Nio

i=1

- i

I
-

(Mo; — Xis)

< kST 1(Mes — Noo) ||

i
k
2
< kC?nax Z ||¢Z|| .
=1

The latter takes a bit more effort. Let Apax be max;{|\;|}, then by Lemma we have:

Yo =2 =) i e < D = Nl — Al L "’*"J a1l 116551

1<i#j<k 1<i#j<k |)\ l
2
< 2emaxAgit (Amax + [|M])? (Z ||¢z|>
k
_ 2
< 2kCmaxAgit max + M) D [l
i=1

Since we’d like our bound to depend only on A; and ¢;, we must further bound || M || which will follow similarly
from approximate orthogonality. Let v be a unit eigenvector with eigenvalue ||M|| and v; be v’s component
on V%, then we have:

M| = [[Mov]
k
ZM’Uz' — )\ﬂ)i + )\71}7

i=1

k

Z (A + i) [lvill
i=1

k
< ()\max + Cmax) Z ||’U1||
=1

< ()\max + Cmax)

< ()\max + Cmax) vV 2k.
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where the last step follows from Lemma [6.3] and our assumption on ¢pax:

k
Dollwll® =1l*+ Y (viv)
i=1

1<i#j<k

2Cm:
<1+ % ol o
Yoa<ii<k

2c k ’
<1y Tmex v,
o (3
k
2kcma 2
<14 Ko sy

1

=1
Lk

2

< 1+§;Hvi|| -

Together, these bounds imply the existence of some \;; such that:

2
‘I’L - )\z’| S \/kcmax (Cmax + 2)\;% <)\maX + ()‘max + cmax) Vv Qk) >7

which implies the desired result when accounting for our assumption on cpax. O

Zhang’s [Zha20] improvement to our proof came from the observation that the analysis of the latter
term can be simplified by a recursive strategy. In particular, this term can instead be upper bounded b

k
% Sl — Ni)? H(bl”2 With the appropriate assumption on cp,.x, plugging this back into Equation l)
i=1

gives the desired result.
In either case, notice that if cpax is sufficiently small, the intervals I, are disjoint. As a result, each V"
corresponds to an eigenstrip W*:

W' =Span{¢: Mo = pud,ucIy,}.

The approximate eigenspaces V? are closely related to the resulting eigenstrips. Indeed, it is possible to show
that most of the weight of a function in V* must lie on W?¢, though we will not need this result in what follows.
Previous works [KO20), [KS20] make stronger claims for the specific case of the HD-Level-Set Decomposition,
most notably that V¢ and W* are in fact equivalent on sufficiently strong two-sided local-spectral expanders.
Unfortunately, these results are based off of [KO20, Theorem 5.10], whose proof has a non-trivial error we
discuss further in Appendix [Bl Indeed, were their proof correct, it would imply (due to the generality of their
argument) that V¢ = W for any approximate eigendecomposition. However, it is easy to see this cannot be
the case by considering a diagonal 2 x 2 matrix with an approximate eigendecomposition given by a slight
rotation of the standard basis vectors in R2.

7 The Spectra of HD-walks

We now show that the HD-Level-Set Decomposition is an approximate eigendecomposition for any HD-Walk.
Combined with Theorem this proves Theorem that the spectrum of any k-dimensional HD walk is
tightly concentrated in k + 1 eigenstrips. As a result, we give explicit bounds on the spectra of HD-walks,
paying special attention to the canonical and partial-swap walks. Finally, we show that the approximate
eigenvalues (and thus the values in their corresponding eigenstrips) of the HD-Level-Set Decomposition
decrease monotonically for a broad class of HD-Walks we call complete walks which, to our knowledge,
encompass all walks used in the literature. As we will see in the following section, such decay is crucial for
understanding edge expansion.
To start, we recall the definition of pure and HD-walks along with introducing some useful notation.
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Definition 7.1 (k-Dimensional Pure Walk). Given a weighted, simplicial complex (X,11), a k-dimensional
pure walk Y : C, — Cy on (X, 1) is a composition:

Y = Zopyyo---02y,

where each Z; is a copy of D or U, and h(Y) is the height of the walk, measuring the total number of down
(or up) operators.

Definition 7.2 (k-Dimensional HD-Walk). Given a weighted, simplicial complex (X,1II), a k-dimensional
HD-walk on (X,1I1) is an affine combination of pure walks

M = ZayY

Yey

which is self-adjoint and gives a valid walk on (X,II) (i.e. has non-negative transition probabilities). We say
the height of M, h(M), is the maximal height of any Y with a non-zero coefficient, and say the weight of M,
w(M), is the one norm of the ay (namely, w(M) =" |ay|).

Our proofs in this section rely mainly on a useful observation of [DDFHIS§|, who show that the up and
down operators on two-sided ~y-local-spectral expanders satisfy the following relation:

1 7
HDz’-HUi - ml - mUi—lDi <. (6)

This fact leads to a particularly useful structural lemma showing the effect of flipping D through multiple U
operators.

Lemma 7.3 (Claim 8.8 [DDFHIS]|). Let (X,II) be a d-dimensional v-local-spectral expander. Then for all
Jj<k<d:
gt _ L k—j

G+1)(2k—j+2)
HD’““ RS k1R kel =

= 2(k + 1)

k
Ur—j1Dr—j

One crucial application of Lemma [7.3|lies in understanding the relation between | f;||, and ||g;||, where
fi="Ufgi.

Lemma 7.4 (Lemmas 8.10, 8.13, Theorem 4.6 [DDFHIS|). Let (X,II) be a d-dimensional y-local-spectral
expander with v < 1/d, f € Ck a function with HD-Level-Set Decomposition fo + ...+ fir. Then for all

0<(<k<d: X
fell® = 7 (£ ea(k0)9) llgel®

(2)

where ¢y (k,0) = O(k? (’;))

In Appendix |Al we prove a stronger version of both Lemma and Lemma for v < 279k) where
the dependence on the first order term ~ is polynomial rather than exponential in k. However, since this
only provides a substantial improvement for a small range of v, we use the simpler versions from [DDFHIS)|
throughout the body of the paper. Using Lemma [7.3] and Lemma[7.4] an inductive argument shows that the
HD-Level-Set Decomposition is an approximate eigendecomposition. We show this first for the basic case of a
pure walk, and then note that the general result follows immediately from the triangle inequality.

Proposition 7.5. Let (X,II) be a two-sided y-local-spectral expander with v < 2=*) and Y : Cy, — Cy a
pure walk:
Y = Zopyyo -0y

Letiy < ... <ipgy) denote the h(Y') indices at which Z; is a down operator. Then for all0 < ¢ <k, f € V,f:

vi- (I_Y[) (1 ) /| =0 (roamn (§) i)
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Proof. We prove a slightly stronger statement to simplify the induction. For b > 0, let ij : Cy — Cyqp denote
an unbalanced walk with j down operators, and j + b up operators. If ij has down operators in positions
i1 <...<7;and g¢ € HY, we claim:

J
14
Yb _ 1— Ub+f
i 9t H( max{@,iSZSJréJrl}) ¢ g

s=1

< i 0+ ) llgell - (7)

Notice that since f € V;f may be written as U g, for g, € HY, then we may write Y f as Yf&e) ge where Yf&f;
has down operators in positions i1 + k — € < ... <i; + k — £. Combining Equation with Lemma then
implies the result.

We prove Equation by induction. The base case j = 0 is trivial. Assume the inductive hypothesis

holds for all Y;*,i < j. Notice first that if i; = 1, we are done since g, € H*, and

j
14
1— Ybq, =0
H( max{ﬂ,i325+€+1}> 09¢ ’

s=1

as iy —2s+ £+ 1=/ for s = 1. Otherwise, it must be the case that one or more copies of the up operator
appear before the first down operator, and we may therefore apply Lemma [7:3] to get:

i —1
Vo= (5 Vs T

where we can (loosely) bound the spectral norm of T by
[Tl < (b+4)y

since at worst the first down operator D passes through b + j up operators. By the form of Lemma ij_l
has down operators at indices 7o —2 < ... <4; — 2. Then by the fact that 47 +¢ —1 > ¢ and the inductive
hypothesis:

1] —

. j—1 .
11— 1 ls41 — 25— 1 b 1
Ybg, = Y, ———h+7T
g e (max{&il—l—é—l}gmax{é,is+1—28+f—1} ng—’_il—l—é—l Tige

Q

i — 1 / is— 25+ 1 i — 1
= s y? —h+T
(max{ﬁ,il—i—é—l}S_l_Izmax{&is—Qs—l—Z—l—l}) 09€+Z‘1+€—1 +Lge

j ‘ ‘
s —25s+1 b i1 — 1
= Y, ——Fh+7T
(Hmax{é,is—Qs—i—f—i—l}) Og£+i1—|—€—1 +ge

s=1

where [|h|| < v(j —1)(b+ 7 — 1) ||ge|| and we have used the (vacuous) fact that max{¢,i; +£—1} =i; +£— 1.
Finally, we can bound the norm of the right-hand error term by:

zﬁ%h + Lge|| < IR+ T Nlgell
<@ =D+ =1 llgell + 0+ ) llgell
< J(b+7) llgell
as desired. .

Since HD-walks are simply affine combinations of pure walks, the triangle inequality immediately implies
the result carries over to this more general setting.

Corollary 7.6. Let (X,1I) be a two-sided ~-local-spectral expander with v < 2=%) and M = Y a;Y; a
k-dimensional HD-walk on (X,II). Then for all0 <L <k, f € V,f:

I0£ = x5l < 0 (vwnnane+ nan) () 141)
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where
(M) = 3 aie(¥)
and A\(Y;) is the approximate eigenvalue of Y; given in Proposition .

It is worth noting that the resulting approximate eigenvalues in Corollary are exactly the eigenvalues
of M when considered on a sequentially differential poset with 5; =i/(i +1). We discuss this generalization
in more depth and give tighter bounds on the approximate spectra in our upcoming companion paper. It
should be noted that this result is similar to one appearing in [AJTI19|, where a weaker notion of approximate
eigenspaces based on the quadratic form (f, M f) is analyzed. Plugging Corollary into Theorem we
immediately get that for small enough ~ the true spectra of HD-walks lie in strips around each A;(M), and
thus that that the approximate eigenvalues of the HD-Level-Set Decomposition and the spectra of HD-walks
are essentially interchangeable.

For concreteness, we now turn our attention to computing the approximate eigenvalues (and thereby the
true spectra) of the canonical and swap walks.

Corollary 7.7 (Spectrum of Canonical Walks). Let (X,II) be a d-dimensional v-local-spectral expander with
~ satisfying v < 2724 k4 5 <d, and f; € V,f. Then:

()
(1)

where c(k,£,5) = O (’yj(j + k) (2)) Moreover:

HN,zfe— Al < el .) 15l

()
(4)

Proof. By Proposition N,z is an ({A\e}5_, {c(k, ¢, j)}5_,)-approximate eigendecomposition for

J
l
= 1—
A H ( rnaoc{k—Qs—}—iS—|—1,€}>7

s=1

k
Spec(N}) ={1}u | [

j=1

iQO(ch)ﬁl .

where 71 < ... < iz denote the indices of down operators. By the definition of Ng we have i3 = j + s, and

therefore ,
re=1] (1_ k—s+j+1> = ()

s=1

as desired. The bounds on Spec(N, ,g) follow immediately from plugging the above into Theorem O

A priori, it is not obvious how to bound the spectra of the partial-swap walks, or indeed even that they are
HD-walks. However, Alev, Jeronimo, and Tulsiani [AJT19] proved that partial-swap walks may be written as
an alternating hypergeometric sum of canonical walks.

Proposition 7.8 (Corollary 4.13 [AJT19|). Let (X,1II) be a two-sided y-local-spectral expander with v < 1/k.

Then for 0 < j <k:
A AV ERANE
st Lo (T
(k—j) i=0

As a result, we can use Corollary [7.7] to bound their approximate eigenvalues and true spectrum.

Corollary 7.9. Let X be d-dimensional two-sided ~y-local-spectral expander, v < 2=%%) k4 j < d, and
fee V,f. Then:
)
’

()

S fo—

feH < c(k) [| fell
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where c(k) = v2°*) . Moreover,

gy _ ")
Spec(S]) = {1} U U (k)
¢

Proof. By Corollary @]Z:O Vifisa ({Ae}ig, {c'(k, ¢, j)};_o)-approximate eigendecomposition for Si with

A = (ki ) ij(—w-i(j) (")

+ QOW\E] :

j=1

- g(‘l’j_i<z) (1)

- e ()
(k

and
c(k, £, 5) = 29",

This latter fact follows from noting that

J . .
. J\(k+1 ;
jall, =Y (1) (1) <

=0

where @ consists of the hypergeometric coefficients of Proposition The bounds on Spec(Si) then follow
from Theorem O

Together, Corollary and Corollary prove Theorem (assuming ~ is sufficiently small).

In Theorem we mentioned that approximate eigenvalues A;(M) are monotonically decreasing for any
HD-walk. In fact, to prove this we will need to restrict our original definition of HD-walks slightly, requiring
that our walks are always well-defined on the complete complex.

Definition 7.10 (Complete HD-Walk). Let (X,II) be a weighted, pure simplicial complex and M = > ayY
Yey
an HD-walk on (X,1II). We call M complete if for all n € N there exist ng > n and d such that >, ayY is
Yey
also an HD-walk when taken to be over J(ng,d).

To our knowledge, all walks considered in the literature (pure, canonical, partial-swap) are complete.
We can prove that the eigenstrips of complete HD-walks corresponding to the HD-Level-Set Decomposition
exhibit eigenvalue decay by noting that the approximate eigenvalues of Corollary [7.6] are independent of the
underlying complex.

Proposition 7.11. Let (X,II) be a two-sided y-local-spectral expander, M = > ayY a complete HD-walk
Yey
over (X,II), and v small enough to apply the conditions of Theorem . Then for all 0 <i < j <k,

Ai(M) = A;(M)
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Proof. The proof follows from two observations. First, recall from Corollary that \;(M) is independent of
the underlying complex. Second, any HD-walk on the complete complex can be written as a non-negative
sum of partial-swap walks, which satisfy the monotonic decrease property. Let n € N be any parameter such

that applying > ayY to J(n,d) results in a valid walk (i.e. a non-negative matrix). By the symmetry of
Yey
J(n,d), the transition probabilities of this walk depends only on size of intersection, and it may thus be

written as some convex combination of partial-swap walks:

M=) ayY = Z@Sk

Yey

Since these walks are equivalent over J(n, d), their spectra must match. Then by Theorem it must be
the case that for every 1 < ¢ < k and n sufficiently large, the intersection of > ay A (Y) £ O(1/n) and
Yey

> Bixe(Si) £0(1/n) is non-empty. Since we may take n arbitrarily large, this implies the two quantities
Yey
are in fact equivalent. Finally, by Corollary . Ae(S}) decreases monotonically in ¢ for all 4, which implies

that the A\;(M) = 3 ay X (Y) = 32 BAi(S]) decrease monotomcally as desired. O

8 Pseudorandomness and the HD-Level-Set Decomposition

Now that we have examined the spectral structure of the HD-Level-Set Decomposition, we turn to under-
standing its combinatorial characteristics. In this section, we give a combinatorial characterization how
arbitrary functions project onto the HD-Level-Set decomposition, proving in particular a generalization of
Theorem [3.3} pseudorandom sets have bounded projection onto corresponding levels of the complex. We
discuss two variants of pseudorandomness, an f>-variant stating that the variance across links is small, and
an {-variant stating that the maximum (or £.-norm for arbitrary functions) across links is small. We focus
mainly on giving an exact analysis for the ¢5-case, as this forms the structural core of our algorithm for unique
games in Section We further discuss the impliations of our ¢4 analysis to the fo.-variant by reduction.

As such, we’ll start by analyzing the fo-variant. First, let’s extend our definition of ¢5-pseudorandomness
from sets (boolean functions) to arbitrary functions.

Definition 8.1 (¢2-Pseudorandom functions). A function f € Cy is (e1,...,&¢)-la-pseudorandom if its
variance across i-links is small for all 1 <1i < £:

Var(Dy f) < &|E[f]]

As mentioned in Section (3} the key to connecting Var(D¥ f) and the HD-Level-Set Decomposition is to
notice that by the adjointness of D and U, we can reduce the problem to analyzing the spectral structure of
HD-walks. The proof then follows immediately from arguments in the previous section.

Theorem 8.2. Let (X,TI) be a y-local-spectral expander with v < 2-*) and let f € Cy have HD-Level-Set
Decomposition f = fo+ ...+ fx. Then for any £ < k, the Var(D%f) is controlled by its projection onto
VO@®...®VE in the following sense:

¢ z

Var(Dy f) € Z% (f, f3) £ e (1, £)
j=1 J

where ¢ < 200

Proof. To start, notice that since (D% f, Dt f) = (UFDEf, f) it is enough to analyze the application of the
HD-walk U, é“Déf to f. By Proposition we know that each f; is an approximate eigenvector satisfying:

[0
(5)
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where ¢; < 29(%)_ Combining these observations gives:
(Dif,Dif) = (f,UD; f)
k
Zﬁme

0
€ (]T)<f7fj>:t67<faf>

where all constants ¢ < 2°(®) and noting that (f, fo) = E[f]? completes the result. O

I\
=]

Theorem follows immediately from combining this result with approximate orthogonality of the
HD-Level-Set Decomposition.

Lemma 8.3 (DDFH Theorem 4.6). Let (X,1I) be a vy-local-spectral expander with v < 2~Xk) and let f € Cy
have HD-Level-Set Decomposition f = fo+ ...+ fx. Then for all i # j:

where ¢ < 200k

Corollary 8.4. Let (X,II) be a y-local-spectral expander with v < 2=¥*) and let f € Cy be an (e1,...,&¢)-
Ly-pseudorandom function. Then for any 1 <i < £:

|an<()mmn+wmﬁ

where ¢ < 20(%),

Proof. By Lemma E for all j we have (f, f;) > —cy(f, f) for some ¢ < 20(k)  Then by Theorem for all
0 <4 < k the variance of D¥ f is lower bounded by the projection onto f;:

Var(fo)26<fvfz> C2’Y<faf>a
where ¢co < 29(%). Finally, since f is (1, .. ., ¢)-f2-pseudorandom, we have by definition that for all 1 < i < ¢,
Var(DF f) < &;|E[f]|. Therefore isolating (f, fi) gives the desired upper bound:

(1. < () Va0t )+ cant )
< (V)aleu+ entri)

where ¢z < 20(%). Finally, we already noted that (f, f;) > —cy(f, f) for some ¢ < 29%) which gives the
desired lower bound and completes the proof. O

It is worth noting that both Theorem and Corollary are tight. This is obvious for the former which
is a near-equality, and the latter is clearly tight for subsets like i-links which project (almost) entirely onto
level ¢ (we’ll prove this formally in the next section).

We'll also see in Section [J] that Corollary leads to a tight f5-characterization of edge-expansion stating
that any non-expanding set must have high variance across links. Since an /.-variant of this result for the
Grassmann graphs was recently crucial for the resolution of the 2-2 Games Conjecture [KMS18§], it is natural
to discuss what our results imply for this regime. First, let’s formalize ¢,,-pseudorandomness for arbitrary
functions.
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Definition 8.5 ({-Pseudorandom functions). A function f € Cy is (e1,...,&¢)-loo-pseudorandom if for all
1 <4 </ its local expectation is close to its global expectation:

D5 f =B, <&

We will prove via reduction to the ¢y-variant that a version of Corollary holds in this regime as well.
We proceed in two steps. First, we show that ¢,.-pseudorandom functions are also ¢5-pseudorandom assuming
a weak local-consistency property.

Definition 8.6. Let (X,II) be a weighted, pure simplicial complex. We say a function f € Cy has {-local
constant sign if:

1. E[f] £0,
2. Vs e X(0) s.t. )]E[f] #Ozsign(E[fD = sign (E[f]).

XS

Second, we’ll reduce to the case of locally constant sign by noting that we can always shift a function to
satisfy this property. With these definitions in hand, we can now state the {,,-variant of Theorem

Theorem 8.7. Let (X,II) be a y-local-spectral expander with v < 2=9K) and let f € Cy have HD-Level-Set
Decomposition f = fo+ ...+ fx. If [ is (e1,...,e0)-loo-pseudorandom, then for all 1 <i < {:

k
00 < (%) +et) e+ cmmin®,
where c(k) < 2°0) and if f has i-local constant sign:

0,500 < () BLA + etk 1912

In dealing with expansion, we will mainly be interested in boolean-valued functions, which always have
locally-constant sign and satisfy (f, f) = E[f]. Thus in the boolean case we have:

ot < ((§)e+ 2000 ) Bl

which is particularly useful since the expansion of f may be written as 1 — ﬁ( fyMf). In the case f is
non-negative, we can also replace the £, norm with maximum in our definition of pseudorandomness, which
is important to show non-expanding sets are locally denser than expected. Finally, we note that one can
improve the dependence on ~y by pushing exponential dependence on k to the second order +? term via more
careful analysis of error propagation. However since the analysis is complicated and only gives a substantial
improvement for a small range of relevant ~, we relegate such discussion to Appendix [A]

We now move to the proof of Theorem starting with our generic £, to £ reduction for functions
with locally-constant sign.

Lemma 8.8. Let (X,II) be a weighted, pure simplicial complezx, and f € Cy a (e1,...,&p)-loo-pseudorandom
Junction with i-local constant sign for any i < {. Then f is also (e1,...,&¢)-la-pseudorandom
Proof. For ease of notation, let II;(X,) be shorthand for > II(¢) (i.e. the normalization factor for the

tex,
above restricted expectation). The trick is to notice that since f has locally constant sign, we may rewrite

||DfC f ||§ as an expectation over a related distribution P;:

Lo mks pkgy oL () f @)\ 1k <
Mﬂ@JﬂJ>sg%mﬂ<mﬂggrwx)>Qﬂ)
B 1 (1) f(1) DF
= i f(s)
P E
= E[D} ),
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where we have used the fact that I (X;) = (k) I1;(s) by Equation l) To understand P;(s) more intuitively,

1
consider the special case when f is non-negative. Here, II and f induce a distribution Py over X (k), where

_ k() f(1)
E[f]

P, then induces the distribution P; on X (¢) via the following process: draw a face t € X (k) from Py, and
then choose a i-face s C ¢t uniformly at random. Replacing the non-negativity of f with the conditions in the
theorem statement still leaves P;(s) a valid distribution, albeit one with a less intuitive description.

The result then follows from an averaging argument:

Py(t)

e

We note that when E[f] > 0, the {,,-norm may be replaced with maximum in the above. O

Var(DE )| =

EID ]~ Elf]| < DS - Bl

To complete the proof of Theorem [B.7} we reduce to Theorem [8.2] by noting that any function may be
shifted to have locally constant sign and applying our reduction.

Proof of Theorem[8.7 Note that the latter bound for functions with locally constant sign is immediate since,
by Lemma f is also (&1, ...,&¢)-f2-pseudorandom and therefore satisfies the guarantees of Corollary

For the former, assume for simplicity that E[f] > 0 (the negative case follows from a similar argument) and
consider the shifted function f' = f + (¢; — E[f])1. Notice that as long as ; > 0, f’ has positive expectation
over all i-links and non-zero expectation, and further that

ff=f+f+...+ fr

where f§ = fo+ (e; —E[f])1 and f = f; is the original HD-Level-Set Decomposition of f. Since adding a
constant has no effect on the £ -pseudorandomness, f’ remains (1, ...,&)-fs-pseudorandom and, by our
U to £ Teduction, (e1,...,e¢)-la-pseudorandom as well. Applying Corollary then gives:

7+ (6~ B £ < ()il + (s~ ELDI + e2(f + (e~ EDL £ + (&~ ELADD)

< ((f) +C"/> 6?+C’Y<f,f>

where we have used the fact that f; is orthogonal to 1 for all i > 0. We are left to deal with the case that
g; = 0, which follows from a limiting argument applying the above to any ¢ > 0. O

9 Expansion of HD-walks

In this section we characterize the edge expansion of HD-walks, proving Theorem Theorem and
Corollary As a reminder, these results focus on two key aspects of edge-expansion: the expansion of
links, and the structure of non-expanding sets. We’ll start with the former, but first let’s recall the definition
of edge-expansion (specified to HD-walks for simplicity).

Definition 9.1 (Weighted Edge Expansion). Given a weighted simplicial complex (X, 1), a k-dimensional
HD-Walk M over (X,1I), and a subset S C X (k), the weighted edge expansion of S is

¢(5) = E [M(v,X(k)\S5)],

vl s

where

M@, X0\S) = Y M,y)

yeX (k)\S

and M (v,y) is the transition probability from v to y.
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We start by proving Theorem that the expansion of i-links is (up to O(y) error) exactly controlled by
the eigenvalue of the ith eigenstrip.

Theorem 9.2 (Local Expansion vs Global Spectra). Let (X,II) be a d-dimensional two-sided ~y-local-spectral
expander with v < 27%) and M a k-dimensional, complete HD-walk with k < d. Then for all 0 < i < k
and 7 € X (i):

O(Xr) €1l = (M) £ e,

where ¢ < w(M)h(M)?20%),

The main idea behind Theorem [9.2] is simply to show that the indicator function of any i-link always lies
almost entirely in V! (or equivalently, almost entirely in the ith eigenstrip W}).

Lemma 9.3. Let (X,II) be a d-dimensional two-sided y-local-spectral expander with v < 2-%) . Then for
all0<i<k<dand 1€ X(i), 1x, lies almost entirely in V. That is for all j # i:

(Ix,1x,5) <ev(lx,, 1x,)
where ¢ < 20(k)

Proof. It is enough to analyze the expansion of X, with respect to NN, ,3 since the quantity can both be analyzed
directly, and expressed in terms of X,’s HD-Level-Set decomposition. For the direct analysis, recall that
N} describes the process of moving from a k-face o to a (k + 1)-face T = o U {v}, then back to a k-face
o’ C T. Crucially, the latter step is performed uniformly at random. Applying N} to any element in X, the
probability of returning to X is exactly the probability that we remove an element in 7'\ {7} in the final

step, which gives:
. k+1—1
1 = —.
olx.) =——7

On the other hand, we may also expand out ¢(1 x,) in terms of 1x_’s HD-Level-Set decomposition. Using
the fact that 1x_ = (’:) UFl, e V2 & ... @&V}, we may write:

9

- 1
Ix,)= —— Y (lx,,N}1
é(1x,) e 1x) j;( x5 Nelx, 5)
1 Lkl 1 :
= 1 71 ] + — 1 -,—aFS7
<1XT,1XT> ]go k < X, X 7]> <1XT,1XT> S:0< X >

where ||T]| < 2°®)y||1x, || by Corollary and the fact that ||1x, s < (1 +2°®)5)|1x,|. Finally,
applying Cauchy-Schwarz to the error term gives:

_ 1 k+1—3j
o(1x,) € <1x;,1x7>j£: T (Ix Iy, ) ey (8)

=0

for ¢ < 20k~ Recall by approximate orthogonality (Lemma 7 the projections (1x_,1x. ;) cannot be too
negative, that is (1x_,1x, ;) > —cy{lx,, lx, ) for some ¢ < 29%). Then if there exists some j # i such that
(1x.,1x, ;) > cov(lx,,1x. ) for large enough cp < 20(F) the LHS of Equation lies strictly above kz}r;l,
giving the desired contradiction. O

Since the HD-Level-Set decomposition of 1x_ has no dependence on the walk in question, Theorem
follows almost immediately.

Proof of Theorem[9.4 The expansion of X, may be written as:
1
B0X) =1 S, )

7

1
— 11— =Sy, Mlx L),
aZ< X, Mlx, )

s=0
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where « is the density of X; and 1x_, € V;’. By Corollary we can simplify the sum up to an error term:

%

H(X) =1— 3 (1x, Mix, )

Oés:O
1< 1<

=1— =S " AN(M){1x ,1x )+ —= (Ix. T,
a; G(M)(Lx,, XT,>+a§< x> s)

where by the fact that ||1x, s|| < (1+2°®)) ||1x, || we have ||Ts]| < O (w(M)h(M)(h(M) + k)(lz)v 1T x, H)
By Lemma for all s # ¢ we can absorb (1x_,1x_) into the error term which gives:

1
B(Xr) € 1= —N(M){Lx,, x, ;) + ey

for ¢ < w(M)h(M)?2°(*), Finally, by Lemma and approximate orthogonality, we know that (1x_,1x, ;)
is very close to a:
l1—cy)a<(lx ,lx, i) <1+ cy)c

where ¢, ¢y < 20 Combining this with the above completes the proof. Note that the proof falls through
for d = k since we cannot analyze N, kl on such a complex. The upper bound, however, still holds in this case
simply by expanding out the inner product and bounding the inner summation using \;(M). O

Theorem [9.2] will form one of two core pieces of our algorithm with unique games. The fact that links
corresponding to bad eigenvalues have poor expansion will allow us to patch together good local solutions into
a global solution without seeing too much interference. Moreover, close connection between local expansion
and stripped eignenvalues will result in the performance of our algorithm being tied directly to ST-rank
(which we recall here for convenience).

Definition 9.4 (Stripped Threshold Rank). Let (X,II) be a two-sided ~y-local-spectral expander and M
a k-dimensional HD-walk with v small enough that the HD-Level-Set Decomposition has a corresponding
decomposition of disjoint eigenstrips C, = @ Wém The ST-Rank of M with respect to § is the number of
strips containing an eigenvector with eigenvalue at least §:

Rs(M) = [{Wy:3f e VM f = Af, A > 6}].
We often write just Rs when M is clear from context.

A basic corollary of Theorem is that, like the Johnson graphs, links are small, non-expanding sets (at
lesat when | X (1)| > k or v is small). The second core piece of our algorithm for unique games relies on a
certain converse to this result: that all non-expanding sets are explained by links. As discussed in Section [I]
and Section [2] we consider two regimes for this problem. The first, which we call the /5-variant, claims that
any non-expanding set must have high variance over links—this regime is useful for constructing algorithms
for unique games, as we’ll show in the next section. The second is the {,,-variant, which claims that any
non-expanding set must have a high maximum over links—this regime is useful in hardness of approximation.
We examine both regimes through their converse: that both ¢5/¢,,-pseudorandom sets expand near-perfectly.

Theorem 9.5. Let (X,1I) be a two-sided y-local-spectral expander, M a k-dimensional, complete HD-walk,
and let v be small enough that the eigenstrip intervals of Theorem [6.9 are disjoint. For any § > 0, let
r = Rs(M) — 1. Then the expansion of a set S C X (k) of density « is at least:

o5) 2 1-a- (1= - ey - T w0 -5}

2
i=1

where \;(M) is the approximate eigenvalue given by C’orollary S is either (e1,...,¢&,)-ly-pseudorandom
or (1, ..., &r)loo-pseudorandom, and ¢ < w(M)h(M)?20%).

20Tt should be noted that when the HD-Level-Set Decomposition has spaces with the same approximate eigenvalue, their
corresponding eigenstrips technically must be merged. However, since this detail has no effect on our arguments, we ignore it in
what follows. We now show how to express the expansion of a set S C X (k) with respect to an HD-walk M in terms of the
pseudorandomness of S and the ST-rank of M.
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Proof. Recall that the expansion of S may be written as:

(1g, M1g).

Decomposing 1g =150+ ...+ lg; by the HD-Level-Set Decomposition, we have:

k
P(S)=1-— ! > (1s, Mls,;)

=0

k

E[1s]
- ST (M), 1) + i(]l )
E[]ls] v i Sy LS, ]E[]ls] v Syl

that || Ts,] < (1+29%)5)||1g]| (this follows from approximate orthogonality, see [DDFHIS| Corollary 8.13])
we can simplify this to

where by Corollary T <O (w(M)h(M)(h(M) + k) (k)w H]lsl||) Using Cauchy-Schwarz and the fact

k
1
S)>1— —— )\z—M]l,]lvae,
(rb( ) = E[]ls] ; ( )< S, A4S, > Y
where e < w(M)h(M)?2°%). Since M is a complete walk, we know the \;(M) decrease monotonically and
as long as v is sufficiently small, correspond to the eigenvalues in strip W* as well. Thus we may write:

T k
018)2 11 g SN (s 1) - i POLCRERE

T

=1—eyy— ﬁZ)\Z(M)Uls, ]lg’i> -0 (1 — ﬁ Z<]ls, 15,1‘))

i=1 i=0
T
1

(Ai(M) = 6)(Ls, Ls,i)

Finally, recalling that 1, = E[lg]1 and applying Theorem [8.7| gives the fo-variant result, and the £,-variant
follows immediately from our £ to ¢5 reduction (Lemma [8.8)). O

We now turn to the discussion of a surprisingly subtle point: the tightness of Theorem [9.5] There are two
main parameters of interest: the pseudorandomness parameter ¢, and the level of the HD-walk k. We'll first

prove that in both the ¢ and /., regimes, if we fix the dependence on ¢ to be linear, our bound is exactly
tight.

Proposition 9.6. Let X = J(n,d) be the complete complex, 2k —t < d, m|n, and B,, be the the set of all
k-faces (["ém]). Then for any t, B, witnesses the tightness of Theorem with respect to S,’j_t as n,m — oo.

Proof. First, note that it is enough to examine only the /., bound, since the function in question has
locally-constant sign the tightness of the /5 bound follows from Lemma [3.§
By direct computation, it is not hard to show that the expansion of B,, with respect to S’,j_t is:

(nllé—_tk) m'
#(Bm) =1~ n_k\ 1- — + Ok,m(l/n)
(%=¢) m
E—t
On the other hand, we can directly compute that By, is (£1,...,&x)-pseudorandom, where:
G

()
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Since the complete complex is a two-sided O(1/n)-local-spectral expander [DDFHIS|, for large enough n
Theorem [9.5] gives the bound:

n

¢(Bp) > 1— zg (:) ((’E j)) — Op,m(1/n)

C47) 2_: ¢ ) j)) w(i/n)

(2

>1—m" kztjom — Opm(1/n)

=0
(m+1)°
mk

§

=1- Ok,m(l/n)

Thus we see that for large n, the bound is tight up to the leading term in m. O

However, Proposition does not preclude a bound with better (or even no) dependence on k. Indeed,
proving that such a bound holds in the ¢,,-regime for the Johnson graphs was an important stepping stone
in the proof of the 2-2 Games Conjecture [KMMSIS8|. On the other hand, we can actually prove that a
k-independent bound is impossible in the fo-regime. The intuition behind the difference can be summarized
by examining the behavior of these two variants on a link. In the ¢, regime, links are of course Q(1)-

-1
pseudorandom. On the other hand, somewhat counter-intuitively, links are actually O((}f) )-pseudorandom
in the /5-regime. Since links tend to have poor expansion, the dependence on k in our bound has to make up

for the fact that links are O((’;)il)-ﬁg-pseudorandom (this also explains the particular dependence on (’f))

Proposition 9.7. For every £ € N and ;iﬁ),@(ﬁ) > 0, there exist n > k > £ and an (e1,...,&0)-la-

pseudorandom subset S of S,]:/Q on J(n, 2k of density o satisfying:

B(S) <1 —a— Ay (S/%) — e

Proof. The result follows from letting S be any ¢-link of the complete complex J(n, 2k) for sufficiently large
n,k. In particular, notice that the expansion of S with respect to SZ/Q is then:

p(S) <1-274 0, (i) .

On the other hand, note that )\£+1(S£/2) € 2771 £ Oy(2). Since one can also check that S is (e1,...,&¢)-la-
pseudorandom for g; < (’;)71 + Oy (%), we for large enough n > k that:

l—a-— )\4+1(SI§/2) —e2>1-271_0 (711) —or(1) > ¢(9)

as desired. 0

In other words, no k-independent version of Theorem exists for the /y-variant, as such a result would
violate the upper bound in Proposition[0.7] While this doesn’t directly rule out a reduction from /o, to fo
that proves a k-independent bound for the former (the reduction itself would need to be k-dependent in this
case), it’s known to be impossible in our framework which encompasses the Grassmann where such a result is
known to be false [DKK™18al.

The difference between a k-independent bound and the regime we consider is most stark when examining
the contrapositive of Theorem which states that non-expanding sets must be concentrated inside links.

21Note that this is exactly the Johnson Graph J(n, k, k/2) mentioned in Section
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Corollary 9.8. Let (X,II) be a two-sided vy-local-spectral expander, M a k-dimensional, complete HD-walk,
and let v be small enough to satisfy the requirements of Theorem . Then for any 6 >0, if S C X (k) is a
set of density a and expansion:

pS)<l—a—(1—-a)d—cy

for ¢ <w(M)h(M)?200) | then S is non-trivially correlated with an i-link for 1 <i < Rg/p:

. , 6
s Ry € X Blsl = ot )
- i)

where co > 2 is some small absolute constant.

Notice that the excess correlation implied by Corollary decays as k grows large (except in the case
of very deep walks like S:_O(l)); this is one of the main obstructions to using results like Corollary for
hardness of unique games. On the other hand, we now turn our attention to algorithms for unique games,

where the f5-regime gets its chance to shine.

10 Playing Unique Games on HD-Walks

Following the recent algorithmic framework of [BBK™21], we show how to translate our spectral machinery
and combinatorial characterization of non-expansion into a polynomial time algorithm for unique games over
HD-walks whose finer-grained runtime and approximation guarantees depend on ST-rank. Before we dive
into the theorems let’s start with some notation for this section.

Notation: We briefly comment on the use of Z = (M, S) to denote an affine UG instance over a random-walk
M, since unique games are formally defined over graphs, not random walks. In particular, it is well known
that every HD-walk M over X (k) uniquely corresponds to an undirected weighted graph G, = (X (k), E)
(see Section [C.1). Thus by Z = (M, S), we really mean that the constraints S are over the edges of G and the
value is calculated according to the distribution over edges E. We will use the 6() notation in this section to
hide log factors, that is, 6(]‘) denotes O(f log® f) for any constant ¢ > 0.

With notation out of the way, let us describe the main theorem:

Theorem 10.1. For any ¢ € (0,.01), there exists an algorithm A with the following guarantee. Let (X,1I)
be a d-dimensional two-sided ~y-local spectral expander and M be a k-dimensional complete HD-walk over X
such that v < w(M)~12=2E+h(M) gnd d > k. Let T = (M,S) be an instance of affine unique games over M
iS > | -satisfying assignment in time |X(k)|o((r<gs))%),

(-20)

with value at least 1 —e. Then A outputs an )
where r(e) = Ry_16:(M) is the ST-rank of M.

Since the HDX literature focuses mostly on canonical and partial-swap walks, we also give the specification
of Theorem to this class for concreteness. Here we see that the finer-grained performance of our algorithm
depends on the depth of the walk.

Corollary 10.2. For any € € (0,.01), there exists an algorithm A with the following guarantee. Let (X,1I)
be a d-dimensional two-sided ~y-local spectral expander and M be a k-dimensional canonical or partial-swap
walk of depth B € [0,1] over X such that v < w(M)~12=F+r(M) gnd d > k. Let T = (M, S) be an instance

3 . . .
< | -satisfying assignment

of affine unique games over M with value at least 1 —e. Then A outputs an (

o

A k
in time |X(k)|o<(65/ﬁ>%) for some absolute constant ¢ > 0.

To prove Theorem [10.1] we follow the general SoS algorithmic paradigm introduced by BBKSS for Johnson
graphs (partial-swap walks on the complete complex), described in Section for completeness. As discussed
in Section [3.3] we abstract BBKSS’ analysis to rely on two core structural properties true of the graphs
underlying HD-walks:
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1. There exists a low-degree Sum-of-Squares proof that non-expanding sets have high variance in size
across links.

2. For every small enough ¢, there exists a parameter r = r(e) such that:
(a) The (r + 1)-st largest (distinct) stripped-eigenvalue of G is small:
Ar <1 —=Q(e)
(b) The expansion of any r-link is small as well:
Ve X(s): ®(X;) < O(e).

Recall that we have already proved property (1) in Theorem albeit not in the low-degree SoS proof
system. In Section [10.4] we modify the proof of Theorem [0.5] to show that it has a degree 2 SoS proof. For
property (2), it is clear that the existence of r(¢) is an inherent consequence of Theorem and furthermore
it is exactly the (1 — O(e)) ST-Rank of the HD-walk. Analyzing the generalized BBKSS algorithm using
these properties combined with a few more technicalities (described in Section then gives an efficient
algorithm for unique games over HD-walks on two-sided local spectral expanders.

10.1 Background for Unique Games and SoS

Proving Theorem from the ground up requires substantial background in the SoS framework. However,
since we mostly rely on a number of higher level results from [BBK™21] for the SoS side of our work, we
cover here only background necessary to understand our methods, and refer the reader to the surveys
of [BS14al, [FKPT9] [RSS1]| and additionally Sections 1, 2, and A of [BBK™21] for more information.

The Sum of Squares framework is a method for approximating polynomial optimization problems
through semi-definite programming relaxations. In particular, given the problem:

Maximize p € R[zq,...,zy] constraint to {g; = 0}/%,,
for ¢; € R[z1,...,z,], the Degree-D Sum of Squares semidefinite programming relaxation outputs in time
nOP) a pseudoexpectation operator E : polyg(n, D) — R over polynomials in R[xz1,. .., x,] of degree at most

D satisfying:
1. Scaling: E[1] =1
2. Linearity: Elaf(z) + bg(z)] = aE[f(z)] + bE[g(z)]
3. Non-negativity (for squares): E[f(x)?] > 0
4. Program constraints: E[f(z)g;(x)] = 0
5. Optimality: E[p(z)] > max, {p(z) : {g; = 0}, }

Note that the first four properties give the definition of a pseudoexpectation (under constraints {¢; = 0} ,),
whereas the fifth is promised by the SoS relaxation. The pseudoexpectation operator can equivalently be
defined as a weighted expectation over a “pseudodistribution” u satisfying similar properties (and analogous to
an actual distribution). We will sometimes use the pseudodistribution view below when convenient and refer
to E[] (or E,[-] in this case) as pseudomoments of the pseudodistribution (see [BST4D] for a more detailed
exposition).

A Degree-D Sum of Squares proof of a polynomial inequality f(z) < g(z) (where f,g are polyno-
mials of degree at most D) is a method for ensuring the inequality continues to hold over any degree-D
pseudoexpectation. In particular, given constraints {¢; = 0}, a degree-D sum of squares proof of f < g,
denoted by:

{e: =02 Fp f <y,
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is a certificate of the form g(z) = f(z) + Y s(z)? + >, t(x)q;(z) where all terms have degree at most D.
Notice that properties 2, 3, and 4 then immediately imply E[f(z)] < E[g(z)].

Conditioning is a standard algorithmic technique in the SoS paradigm used to improve the value of
independently sampling a solution from the output of an SoS semidefinite relaxation (see e.g. [BRS1IL
BBK™21]). Given a degree D pseudodistribution y, and a degree < D sum of squares polynomial s(x), we
can define a new pseudodistribution ' by conditioning on s(z) as follows:

E[f(@)ls(a)] = - 22,

for all polynomials f(z) of degree < D — deg(s). We have that u' is a valid pseudodistribution of degree
D — deg(s) that satisfies the axioms satisfied by L@ In an algorithmic context, this is often used to restrict
the pseudoexpectation to some partial solution.

10.2 The Algorithm

We now present our algorithm for solving Unique Games on HD-walks. We follow the overall framework of
BBKSS, which is based on the Sum-of-Squares semidefinite programming (SDP) relaxation paradigm and
its view as optimizing over pseudoexpectation operators. The unique games problem (Definition can
be written as a polynomial optimization problem. In particular, given an instance I of unique games with
alphabet ¥ and constraints S over G(V, E) (that are of the form X,, — X, = sy, (mod k)), consider the
following quadratic optimization problem Ay over variables {X, s} v xs that computes val(I):

Maximize: (u,ENE LEZE Xu,qu,nu,U(s)‘|
Constraint to: Xis =Xys YveV,sekX
Xv,aXvp =0 YVveV,a#beX
d Xy.=1 VoeV
sEX

The variables X, , are 0/1 indicators that vertex v € V takes the value a € ¥, F is a distribution over
the edges of the weighted graph G, the constraints are my, (s) = s — sy, (mod k), and the objective function
maximizes the fraction of constraints satisfied. We will work with the Degree-D Sum of Squares relaxation of
this program, which outputs a degree-D pseudodistribution p and corresponding pseudoexpectation operator
E,: X <D 5 R, where X=P is the set of all monomials in the X variables up to degree D, and E,, satisfies
the above equality constraints as axioms. The value of IE“, with respect to the instance I is denoted by

val, (I) = E,[val;(X)] = E,[ [> s XusXomuu(s))]. This operator is obtained in time [V|9P) such

E
_ (u,v)~E
that B, [val;(X)] > val([).

We now describe the rounding algorithm that takes a pseudodistribution p over an almost-satisfiable UG
instance I and produces a high value assignment.

Condition&Round: We start with a basic sub-routine which will then be used in the final algorithm for
HD-walks. This subroutine takes a pseudodistribution p for an affine unique games instance (G(V, E),II) on
alphabet ¥ and outputs an assignment 2 € XV via the following process:

1. Sample a vertex v € V' uniformly at random, and condition p on event X, o = 1 to get the conditioned
pseudodistribution u|(X, 0 = 1).

22Technically only the axioms that were of degree < D — deg(s)
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2. Sample a solution z € XV by independently sampling a label for every vertex w # v from its marginal
distribution in p|(Xy0 = 1): Priz, = s| = E,[ Xy s| Xvo = 1].

Note that ]EHHXv,o = 1] is by definition conditioning x on the polynomial X, ¢, hence IEM [Xu,s| Xpo=1]=
E,[Xw,sXv.0]/Eu[Xy,0]. Following [BBK™*21|, we define the term Condition&Round-value (abbreviated to
CR-val) of an instance I with respect to a pseudodistribution pu:

Definition 10.3 (Condition&Round value). The CR-Value of the instance I with respect to a pseudodistribu-
tion u is the expected value of the solution output by ConditionédRound on instance I and pseudodistribution
u, denoted CR-Val,(I). We drop the subscript 1 when clear from context.

Before we describe the main algorithm, an iterative framework for applying Condition&Round, we need to
introduce a simple operation on pseudodistributions for affine unique games that allows for ease of analysis:

Symmetrization: Symmetrization is an operation on pseudodistributions introduced in [BBK™ 21| to take
advantage of the symmetric structure of affine unique games. The idea is to average the pseudoexpectation
operator over shifts s € ¥. Formally, given a degree D pseudodistribution p, define the symmetrized
pseudodistribution psyn, via its pseudoexpectation operator as follows. For all degree < D monomials:

1 ~
E [Xu1,a1 X = ﬁ Z IE[XUI,GI+S oo Xugapts)-
€X

Hsym

We will call a pseudodistribution shift-symmetric if it is invariant under this operation. If y is a degree
D pseudodistribution that satisfies the unique games axioms Ay it is easy to verify that the symmetrized
pseudodistribution fisy.,, is also a valid degree D pseudodistribution satisfying A; with val(p) = val(gsym)-
Furthermore symmetrization can be performed in time subquadratic in the description of Eu- As a result, we
can perform this operation essentially for free inside our algorithm and therefore assume throughout that we
are working with a shift-symmetric pseudodistribution.

We are now ready to describe the main algorithm which is called Iterated Condition&Round. The
algorithm follows the strategy presented in [BBK™21, Algorithm 6.1], differing mainly in that the parameter
r(e) satisfying their second condition has been replaced with the (1 — O(g))-ST-Rank of the underlying
constraint graph.

Iterated Condition&Round: The full algorithm builds a solution by iteratively applying Condition&Round
to links. Let M be a complete k-dimensional HD-walk over a d-dimensional two-sided 7y-local spectral ex-
pander (X,II) and Gy = (X (k), E) be the corresponding undirected weighted graph on vertex set X (k). Let

I = (M,S) be an instance of affine unique games over alphabet ¥ with val(I) > 1 —¢ and r = Ry_16.(M).

Further, given a subset H C X (k), let Iy denote the restriction of the instance I to the subgraph vertex-
induced by H. Given a subroutine for finding a link with high CR-value (see Proposition , the following

process returns an €, ;(1) satisfying assignment.

1. Let d(e) := Q <(i)> Solve the Degree-D = O (1/8()) SoS SDP relaxation of unique games, and

symmetrize the resulting pseudodistribution to get pg. Set j = 1.
2. Let Dif(j) = E,,, [val;(z)] — E,,, ,[val;(z)]. While Dif(j) < &

(a) Find an r-link X, such that the CR-Value of I|x_ is at least d(e + Dif(j))@

(b) Let S; be the subgraph of X, induced by the vertices in X (k) which have not yet been assigned
a value in any partial assignment f;, ¢ < j, and perform Condition&Round on S; to get partial
assignment f;.

23When -, k, d satisfy certain inequalities then such a link is guaranteed to exist by Proposition m Therefore we can find it
by enumerating over all links 7 € X (r) and computing CR-val(X)
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c) Create a new pseudodistribution px; by making the marginal distribution over assigned vertices
J
uniform and independent of others, i.e. for all degree < D monomials let E,,; be:
~ 1 =~

}?[Xhhm s Xhhatthbl X
J

. m = — Xu .. X )
m7bm] ‘E|t ,uj—l[ 1,b1 b ]

N Um ,0m

where h; € S; and u; € X (k) \ S;. Increment j < j + 1.

It is worth noting that the Condition&Round subroutine, and thus the entire Iterated Condition&Round
algorithm, can be derandomized by standard techniques like the method of conditional expectations [BBK™21].

10.3 Analysis of Algorithm

BBKSS’ analysis of Iterated Condition&Round algorithm relies heavily on analysing a quantity called the
Approximate shift-partition potential defined therein. For completeness we include the definitions of the
potential functions used in Appendix For the purpose of this section, the potential ®% ’V(X ) can be
thought of as a low-degree polynomial (with degree — O(1/v)) in the variables of A; (X = (... D, |
where v € V and a € ¥). Given a pseudodistribution p for instance I, the pseudoexpectation of the potential
will be denoted by ®} (1) = I~EH[<I)é’V(X)]. B,v are some parameters in [0, 1] that control the degree of
@éﬂ/(X ) and the value of the assignment we finally obtain via Condition&Round.

The framework developed by BBKSS for analyzing Iterated Condition&Round can be described as follows.
First, they prove that the Condition&Round subroutine, when run on a pseudodistribution p for a unique
games instance I, returns a high value assignment whenever ®7 (1) (Definition is high:

Theorem 10.4 (BBKSS Theorem 3.3). Let I = (G,S) be an affine instance of Unique Games over graph
G = (V, E) and the alphabet 3. Let B,v € [0,1] and p be a degree—é(l/y) shift-symmetric pseudodistribution
satisfying the unique games axioms Ay (Section . If @é’y(,u) >0, then on input u, the ConditionéRound
Algorithm runs in time poly(|V(G)|) and returns an assignment of expected value at least (6 —v)(S5 —v) for I.

Using this rounding algorithm as a subroutine the analysis of Iterated Condition&Round in BBKSS
proceeds in the following way:

1. For every I = (G,II), where G is a Johnson graph, using the structure theorem for non-expanding sets
of G and the properties of the potential function, there exists a link X of G such that the potential
induced on C'is large: @é‘jf (1) > poly(d), where I|x_ denotes the UG instance induced on the subgraph
X,. Using the rounding theorem [10.4] we get that the Condition&Round value on this link is high.

2. Tterative Condition&Round: Using iterations one can patch together solutions on different links, and
since each link is a non-expanding set we get a good solution for the whole graph.

We show that this framework extends to all UG instances on HD-walks. We use the analysis of Condi-
tion&Round (Theorem in a blackbox way. We start with the analysis of Point 1, which relies on the
technical machinery developed in the previous sections for analysing the non-expanding sets of HD-walks. Us-
ing this, we show that there always exists a link with high potential and therefore with high Condition&Round
value.

Proposition 10.5. Let M be a k-dimensional complete HD-walk on a d-dimensional, two-sided ~y-spectral
expander with v < w(M)~12=UMM)TE) gnd d > k, and I be an affine unique games instance over M with
value at least 1 —n where 1/2% <n < .02. Let r = r(n) = Ri_16,(M) — 1, and assume r < k/2. Then given a

degree—5 (%(ﬁ)) pseudodistribution satisfying the axioms Ag, we can find in time | X (k)[* an r-link X, with

()
The proof of this lemma is similar in nature to the proof of the analogous lemma in BBKSS, albeit with
all of our technical machinery is plugged in. In particular we use a sum-of-squares version of Theorem

CR-Value(X,;) > Q ( 2 )
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the relation between eigenvalues and expansion of links (Theorem , and a new property analyzing the
expansion of vertices within a link (Lemma . We elaborate on this in Section

Given the ability to find a link with high CR-value, we can use BBKSS analysis of Iterated Condi-
tion&Round (|[BBK™21, Lemma 6.12]) as a blackbox to conclude it produces an assignment satisfying a large
fraction of the constraints for the whole graph.

Lemma 10.6 (Lemma 6.12 [BBK"21]). Let ¢ € (0,.01), 6 : [0,1] — [0,1] be any function, and 6yin =
ming(,ycfe,2¢]- Let G be a weighted gmpﬂ and I be any affine unique games instance on G with alphabet size

2] > Q (%) and value at least 1 — e.

Suppose we have a subroutine A which, for any e <n < 2e, given as input a shift-symmetric degree-D
pseudodistribution p satisfying Ar with E,[vali(xz)] > 1 —n returns o vertez-induced subgraph H such that:

1. The CR-Value of Iy is at least 6(n).
2. The expansion of H is O(n).

Then if A runs in time T(A), Iterated C’ondition@Roumﬁ outputs a solution for I satisfying an Q(62,,,€)-
fraction of edges of G in time |V (G)|(T(A) + |V (G)|°P)).

With these results in hand, the final observation to prove Theorem lies in the relation between the
local expansion of links and global spectra of eigenstrips we proved in Section [J] Namely, since the rth strip
is by definition the last one with eigenvalue worse than 1 — O(e), the expansion of r-links is at most O(e) by
Theorem [0.2] We therefore meet the conditions of Lemma [I0.6] and can use Iterated Condition&Round to
output a good global assignment. We now prove Theorem [10.1] assuming Proposition [I0.5 and Lemma [10.6]
hold.

Proof of Theorem[10.1l To start, we first prove that we may assume without loss of generality both that
e > 1/2% and that r(2¢) < k/2 (we will need these properties to meet the conditions of Proposition and
Lemma [10.6)). This relies on the following claim, the proof of which we defer to Appendix

Claim 10.7. Let M be a k-dimensional complete HD-walk on a d-dimensional, two-sided ~y-local-spectral
expander with d > k and v < w(M)~12-MOD+E) - If the expected laziness of M (i.e. By, [1XM1,]) is at
least .1, then the spectral gap of M is at least Q(1/k) and \jj2(M) < .68.

With this in mind, note that we can always assume the expected laziness E[17M1,] is at most 1/10.
This follows from the fact that the expected laziness of M exactly corresponds to the probability of drawing a
self-edge on the corresponding graph G (see Appendix , and in an affine unique game, every self edge is
either always or never satisfiable. Since our game has value at least .99, in a walk with more than .1 laziness,
at least .09 of the weight on self-edges must be satisfiable, and therefore every assignment will satisfy our
approximation guarantee. Assuming then that E[17M1,] < .1, Claim implies that the spectral gap of
M is at least Q(1/k), in which case standard algorithms for unique games on expander graphs (e.g. [MM10])
give the desired result. Similarly, we have A/, < .68 <1 — 32¢ by assumption, so we may further assume
r(2e) < k/2 as desired.

Now that we have 1/2¥ <& < .02 and r < k/2, we are in position to solve the degree-D SoS relaxation of
the unique games integer program A; for D = 6(% (T,(];E))), and apply Proposition @ to build a sub-route
that satisfies Lemma Namely, we have that for any € < 1 < 2¢ and pseudodistribution of value at least
1 — n, Proposition finds a link X, with high Condition&Round value:

CR-val(X,) > Q| —1— .

Further, note that by our assumptions on v and the fact that M is complete, Proposition [7.11] gives that the
eigenvalues corresponding to each eigenstrip strictly decrease, and therefore by definition of ST-Rank that

24BBKSS only state the result for regular graphs, but their proof works for weighted graphs too, where the value, expansion
etc are measured appropriately according to the edge-weights.

25We note that the version of Iterated Condition&Round analyzed in [BBKT21| differs slightly from the one we present. Our
version simplifies their algorithm a bit but the analysis is exactly the same.
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the approximate eigenvalue corresponding to the rth eigenstrip is at least 1 — O(n). By Theorem this
implies that X, has poor expansion:

B(X,) < O(n) + w(M)h(M)?2°HF) < O(n)

since n > € > w(M)2O(h(M)+k)7 by assumption. As a result, this sub-routine satisfies the conditions of

Lemma [10.6| with § set to d(n) = Q

(2)> The only catch is that we need the alphabet X to satisfy
()

X < Q (%) This can be assumed without loss of generality, since a random solution satisfies a 1/|3]

fraction of constraints in expectation (and can be easily derandomized), which satisfies our approximation
guarantee if |X| < O (61

¢)-satisfying solution

min min&

). As a result, applying Lemma [10.6| outputs a (52

for dmin = min,cfe 2 {(f)} >0 (i)) The running time guarantee follows from noting that the

(n) r(2¢)
sub-routine promised by Proposition runs in time |V (G)|*, so Lemma [10.6] then runs in time |V (G)|°)
with |[V(GQ)| = | X (k)|. Since solving the original Degree-D SoS relaxation albo takes time only |V (G)|9P),
we get the desired result. O

10.4 Proof of Proposition [10.5

Now that we have given the algorithmic background, we prove the main technical lemma behind the analysis.
The broad outline of the proof is as follows:

1. We first prove a structure theorem (Theorem |10.8) for non-expanding sets of HD-walks. We show an
SoS proof of the fact that every non-expanding set must have large variance of size when restricted to
links of the complex.

2. Using the structure theorem, in Proposition [10.10| we show that given a pseudodistribution p with
objective value 1 — n for unique games over an HD-walk M, one can find a link X, with high global
shift-partition potential (Definition |C.3]).

3. In the final step (Lemma , we relate the global shift-partition potential to the shift-partition
potential on the subgraph mduced by X we show that <I>I (1) (Definition is large. By the
rounding theorem (Theorem (10 , we then conclude that the expected value of the Condition&Round
algorithm, when performed on XT (CR-val, (X)) must be high.

This proof structure is similar to the analogous Lemma 6.9 of [BBK™21|. Most of our technical work goes
into proving points 1 and 3 above, and point 2 turns out to be straightforward given BBKSS.

We now turn to proving our structure theorem in the low-degree SoS proof system. We will reprove the
lemmas for expansion for pseudorandom sets in HD-walks proved in Section [§] and Section [0} but this time
carefully making sure that they are in the low-degree SoS proof system.

Theorem 10.8 (SoS Structure Theorem for HD-Walks). Let (X,II) be a two-sided ~y-local-spectral expander
and M be a k-dimensional, complete HD-walk on X with v < w(M)~ h(M)=22=%) Then for any f € Cj
and any 0 < £ < k/2, the e:cpansio@ of f with respect to M is large:

(1= 20) = (1= de) (= @111+ 80 - (3 )DL DLD)).

where B(f) = E[f? — f] represents the Booleanity constraints and ¢; < 200,

The proof of Theorem relies on a number of SoS variants of properties of the HD-Level-Set Decompo-
sition used in the previous sections, namely approximate orthogonality and the relation between || f;|| and

llg:ll-

26This is just the potential measured on the sub-instance I when restricted to the induced subgraph given by the link X, .
27This notion of expansion varies slightly from our previous definition, coinciding (up to normalization) for Boolean functions.
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Lemma 10.9. Let (X,TI) be a two-sided ~y-local-spectral expander with v < 2=*) and f € Cy. Then for
fi= Uikgi S Vkl

Fo (fis fi) € (é) ﬁ:cn) (9> 9i)>

where ¢; < O(k?). Further, weak variants of approzimate orthogonality also have degree 2 proofs:

F2 <fz;fz> < (1 +027)<fa f>7

and
o <fa fl> > _C37<f7f>a

where cg, cg < 20(k)

The proof of Lemma follows from combining arguments in [DDFHIS8| with standard SoS tricks. For
completeness, we give the proof in Appendix With Lemma in hand, Theorem follows similarly
to Theorem R and Theorem [0.5

Proof of Theorem[10.8 As in the proof of Theorem it is sufficient to bound the weight of f onto low
levels of the HD-Level-Set decomposition to prove that the expansion of f is small. First, note that given
the function f, the low-level decomposition functions f;’s are explicit linear functions of the coordinates of
f [DDFHIS|. We will thus show that Lemma has an SoS proof, that is the following relation between

|DE£||* and f’s weight holds:

14

b S < (’;) (DLF, DLF) + 200, f). (9)

Jj=0

Before proving Equation @D, we check that if the above inequality holds then the theorem statement
follows. To see this, first recall from Section [7] that M f; = \; f; + I'g; where I' is a matrix with spectral norm
< w(M)h(M)?2°*)~ which we call C for convenience. It will be useful to have an SoS upper bound on
(f,T'g;), which we will use multiple times throughout this proof. First by an SoS version of Cauchy-Schwarz
we get that for all real constants ¢ > 0:

o (f,Tgi) < 2(f, f) + 52(Lgi, Lgi)-

2¢
Now substituting ¢ = C and simplifying using the spectral norm bounds on I' and Lemma [10.9) we get:

¢ 1
2

1
2C
g<f,f>+%<gi,gi>
<Sun+g((5)rom) ..
S Clﬂ)/<f7 f>a

where all inequalities are degree 2 SoS inequalities and ¢; < w(M)h(M)?2°%*), With this in hand and

(£, < 4. ) + 565091, T

<
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assuming Equation the result follows from expanding out (f, (I — M) f) and applying Lemma, [10.9
g Eq @, panding : pplying

k k
(f,(T=M)fy=(f, ) =D Nlf fi) =Y _(f:Tas)
1=0 1=0

¢ k
> (A=, /) =D N f) = Y Nl f)
=0 i=0+1
¢ +k
2(1_02’7)<faf>_ <f7fi>_>\€+1 Z <f’fz>
i i=0+1

~
o

¢
=(1—c27){f, f) — <f,fz'>*)\e+1<f7f>+)\z+1z<fvfi>

i= =0

V4
= (1= Aet1) ((1 —es) (1 1) =Y (1) )
=0

> (1= Aegr) <(1 — ) ( ) )

k
— (1= A (= e B+ (= e - () 0k D))
where c1, ¢o, ¢3, ¢4 < w(M)h(M)?2°F)  and B(f) = E[f? — f].
It remains to prove Equation (E[) This follows from a similar modification of Lemma Notice that by
the adjointness of D and U, it is enough to analyze the walk Ulf“D’C

(DEf, Dy f) = (f,U Dy f)

Using Proposition and the assumption ¢ < k/2, we can decompose the righthand side as:

k k- k
(5) (FLUEDER) =Y (z ) £+ (. Tgy)
7=0

Jj=0

where ||T'|| < w(M)h(M)?2°®)~ .= C. Noting that (1;:]3) is at least 1 for 0 < j < ¢, we can apply the upper
bound on (f,T'g;) proved above and Lemma to get:

L k
(§><D§f7D§f>Zz<fvfj 057f7 Zf7rgj
7=0

> Z £ 1) = cev(f. f)

where all the constants ¢;’s are less than w(M)h(M)?2°%) and all inequalities are degree-2 SoS. O

It is worth giving a brief qualitative comparison of this result to a similar version for the Johnson graphs
in [BBK™21|. In particular, Theorem not only gives a tighter bound (by a factor of exp(r)), but
perhaps more importantly shows how viewing the problem from the framework of high dimensional expansion
demystifies the original Fourier analytic proof. This understanding allows us to extend the structural result
well beyond the Johnson graphs to all HD-walks. In fact, this result also holds for the more general class of
expanding posets [DDFHI8]| (albeit with different parameters). We leave their discussion to future work.

Given this structure theorem, we use the BBKSS’ framework to show that the global potential (Def-
inition on a link is high. This follows because of the properties of the potential function and the
pseudodistribution over (1 — n)-satisfying assignments. In general, the potential function ®Z (1) turns out
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to be an average taken over non-expanding partitions of the graph. Using our structure theorem, we get that
every non-expanding partition must have a large variance across links, and therefore there must exist a link
X such that the partition is large even when restricted to X,. As a result, there must be be a link X, where
the partitions are large on average too, which corresponds to a quantity called the global potential restricted
to X, denoted by Cbé7y(u|7), being large. The proof is essentially the same as [BBK™21, Lemma 6.9], but we
include it in Appendix for completeness.

Proposition 10.10. Let M be a k-dimensional complete HD-walk on a d-dimensional, two-sided ~-local-
spectral expander satisfying 7w(M)2O(h(M)+k) <1/2% <1 <0.02 and d > k, and I be an affine unique games
instance over M with value at least 1 — 7. Let r(n) = Ri_16y(M) — 1, and assume r < k/2. Let =191 and

v= Then given a degree—é(l/y) pseudodistribution p satisfying the axioms Ajp, there exists an r-link

_n
56(.)
X, such that the global potential restricted to X, is large:
1

— -
4(;)

In the next lemma, we will relate the global potential to the potential induced on X,. In particular,
we’ll show that since the global potential on X is high (Proposition [10.10)), the potential induced on X,
@éfy(u), must also be high. Since this is just the usual potential function when applied to the sub instance

I|; corresponding to the subgraph induced by X, (Definition [C.4]), we can then apply the rounding theorem
of BBKSS Theorem [10.4] to surmise that the CR-value of X, is high.

o, (ulr) >

Lemma 10.11. Assume the conditions of Proposition|10.10 hold. Let X, be an r-link for r = R1_16,(M)—1
with high global potential: CIDAV(MT) > ﬁ, for B=19n and v = %. Then the potential induced on X, is

also high:

We prove Lemma [10.11] in Appendix [C.5] but it’s worth pausing to discuss the proof, especially in how
it differs from the analogous result in BBKSS |[BBK'21, Claim 6.11]. Recall that the main idea behind
Lemma is to relate the global potential on X, (bounded in Proposition to the potential induced
on X, itself (which implies high CR-Value by Theorem [10.4). In a bit more detail, the global potential on a
link depends on the “value” of the vertices in the link (which measures the value of an assignment at the
vertex), but is measured with respect to its neighbors across the entire graph. On the other hand, the induced
potential on the link depends on the value of vertices when measured only with respect to the edges inside
the link (see Definitions for exact details). It is possible to relate the two potentials by observing that
the internal-value of a vertex (value with respect to only the neighbors inside the link) can decrease by at
most an additive factor equal to its edge-expansion inside the link (i.e. the fraction of edges incident on the
vertex that leave the set). By leveraging machinery developed in Section [7| and some additional properties, we
show not only that the expansion of links is small (by Theorem 7 but in fact that this holds approximately
vertex by vertex: for most vertices in the link, only an O(n)-fraction of their edges are outgoing. We prove
the following claim formally in Appendix

Lemma 10.12. Let M be a k-dimensional HD-walk on d-dimensional two-sided y-local-spectral expander
satisfying v < w(M) =12~ XPAD+E) gnd d > k. Then for every i-link X, the deviation of the random variable
dx.(v) (v~ X;)is small:

1
E [[¢x,(v) —o(X)]]] < CTSUE

v~X o,

where ¢x_(v) denotes the fraction of edges incident on v € X, that leave X .

BBKSS use an exact version of this statement for the Johnson (that expansion holds vertex-by-vertex) to
prove their analogous version of Lemma We relax the conditions required for their proof and show
that the approximate statement state above is sufficient in Appendix [C-5}

Finally, we complete the section by using Proposition [I0.10] and Lemma [I0.11] to prove Proposition [10.5]
(and thereby Theorem as well). We restate the proposition here for convenience:
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Proposition 10.13 (Restatement of Proposition [10.5). Let M be a k-dimensional complete HD-walk on a
d-dimensional, two-sided ~y-spectral expander with v < w(M)_12_Q(h(M)+k) and d >k, and I be an affine
unique games instance over M with value at least 1 —n where 1/28 <1 < .02. Let r = r(n) = Ri_16y(M) — 1,
and assume r < k/2. Then given a degree—6 (%(’;)) pseudodistribution p satisfying the axioms Ay, we can
find in time | X (k)|* an r-link X, with CR-val,(X,) > Q ((’,Z)>
Proof. Let = 19n and v = 567(%) as in Proposition [10.10} By Proposition [10.10} there exists an r-link X
with high global potential:

1
®f,(ulr) >

B \PIT) = "k
4(;)
By Lemma this implies that X, also has high induced potential:

1
1.

As mentioned previously, this is just the usual potential function on the instance induced by X, (Deﬁnition7
so we may apply the rounding theorem of BBKSS Theorem [10.4] to bound X, ’s CR-Value. In particular, since
we have set v such that (n —v) > Q(n) and (@f,[;(u) —v)>Q ((%)), Theorem [10.4] implies that rounding u,
1

which is a degree 5(1 Jv) = 9] (5 (f)) pseudodistribution as required, would give an assignment with large

-value on X, :

CR-val, (X,) > (5 - v)(®L; (1) —v) > Q ({3) :
Now that we have shown that there exists an r-link X, with large CR-value, it remains to show that we can
efficiently find such a link. We can do a brute-force enumeration over all r-links in time |X ()|, compute every
CR-value in time | X (r)|3, and therefore in time | X (7)|* find a link with large CR-value. Since |X (k)| > |X ()]
is a standard consequence of X being a local-spectral expander [DDFHIS]| the proposition follows. O
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A Proof of Lemma [7.3

In this section, we prove a strengthening of the main technical lemma of DDFH Section 8 [DDFH1S8, Claim
8.8], which allows for better control of error propagation.

Lemma A.1 (Strengthened Claim 8.8 [DDFHIS|). Let (X,II) be a d-dimensional two-sided ~y-local-spectral
expander. Then for all j < k < d:

J+1 4 k—J. — k—1—i
ST Igk o pe = ST 2T gk opuke]
k—j k—j—1"k—j k—1—it 1Y k—
k+1 k+1 | +

k+1
Dk+1Uk7j -

where ||T;|| < 7.

Proof. The proof follows by a simple induction. The base cases, j = 0 and k < d, follow immediately from
Equation @ For the inductive step, consider:

j+1 ke —
DML = (D’““Uk“ Ui~ kHUk iDr— J) Uk—j-1
Jj+1 k—j
+ k T 1U;’§,],1 + mU]?,jlekijkfjfl

By the inductive hypothesis, the first term on the RHS may be written as:

. j—1 )
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where ||T;|| < +. For the latter term, consider flipping DU and UD. By Equation @ we have:

1 k—j—1 k—j
U’” 1DijUs—jmr = Uk 1<k+11+ Fp1 Ukmim2Dieie 1+k+1rj)

k—
kE+1

49



for some T'; satisfying ||T';|| <. Combining these observations yields the desired result:

k1 7k+1 G+ +1 k—(G+1)
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We now show how to use this strengthened result to prove tighter bounds on the quadratic form (f, N, ,g I3
which implies a stronger version of Lemma [7.4] as an immediate corollary. This improvement mainly matters
in the regime where v < 27k for ¢ a small constant.

Proposition A.2. Let (X,II) be a d-dimensional y-local-spectral expander with v satisfying v < 2*9(’“”),
k+j<d, and f; € V,f. Then:

k

(2)

()
¢
where c3(k, j,€) = O((k + j)3 (kﬂ))
Proof. We proceed by induction on j. We will prove a slightly stronger statement for the base-case j = 1:
E+1—¢ (k—04+1)(k+(+2) 9
D = + +
(fo, Di+1Up fe) < ] 20+ 1) v £ ca(k, Oy | (fes fo),

where c3(k, £) = O(k*(§)). Recall that f, may be expressed as Uf gy, for g, € H. For notational convenience,
we write ff = Ujg,. Then we may expand the inner product based on Lemma |7.3] E and simplify based on
applying the naive bounds on N} given by Corollary

(fo, Dis1Uife) = (fe, DusaU; " ge)

(fe, Nifo) =

(1 L JU+ %Z— 20 + 3)7 + 03(k,j,€)72) (fos fo)
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k_+1 <f£7fl> = k"'l (]Z) <f€ f > Z_z;l k+1< f >
where [|h;|| < v(k—¢)(i+1) ||ge||. We now apply Cauchy-Schwarz, and Lemma[7.4] to collect terms in (f, f¢):
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where the final step comes from a Taylor expansion assuming + sufficiently small, and az(k,¢) = O(k® (lz))
The inductive step follows from noting that the canonical walk essentially acts like a product of upper
walks from lower levels in the following sense:

(fos NLfe) = (U7 fo, Dy UL fo)
= <U1§+]_1flvN/i+j—1(Ulf+]_1fé)>-
Thus by the base-case and inductive hypothesis we get:
(fe, N fo) = (U fo, N, (U7 fe))
B <I<:+j£ n k+j-0Ok+j+0+1)
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Notice that this immediately implies a stronger version of Lemma since (UFge, Uk ge) = (foegg,g@.
Finally, we conjecture that a stronger result is true, and the error dependence on ~ should in fact be
exp(—poly(k)y). Proving this would require a more careful and involved analysis of how the error term
propogates.

B Orthogonality and the HD-Level-Set Decomposition

In this section we discuss in a bit more depth the error in [KO20, Theorem 5.10], and further show by direct
counter-example that its implication [KS20] that the HD-Level-Set is orthogonal does not hold. In [KO20],
Kaufman and Oppenheim analyze an approximate eidgendecomposition of the upper walk WV, ,3 for two-sided
local-spectral expanders. They prove a specialized version of Theorem for this case, and in particular that
for sufficiently strong two-sided local-spectral expanders, the spectra of IV ,% is divided into strips concentrated
around the approximate eigenvalues of their decomposition. They call the span of each strip W*, and note
that the W?* form an orthogonal decomposition of the space. Let V? be the space in the original approximate
eigendecomposition corresonding to strip W*. Kaufman and Oppenheim claim in [KO20, Theorem 5.10| that
the W' are closely related to the original approximate decomposition in the following sense:

Vg € G : [|Pwid| < c||Pyvig|

for some constant ¢ > 0, where Py« and Py are projection operators. Unfortunately, this relation cannot
hold, as it implies [KS20] that the HD-Level-Set Decomposition is orthogonal for sufficiently strong two-sided
local-spectral expanders, which we will show below is false by direct example. In slightly greater detail, the
issue in the argument is the following. The authors show that for any j # ¢:

| Prws Pl < ¢,

for some small constant ¢/, and then claim that this fact implies for any ¢ € C:
[1Pyws Pvigll < | Pys gl

Unfortunately, this is not true—the righthand side should read Py rather than Py-; for the relation to hold,
but this makes it impossible to compare Py ¢ solely to Pyi¢.

We now move to showing that for any v > 0, there exists a two-sided ~-local-spectral expander such that
the HD-Level-Set Decomposition is not orthogonal, which implies [KO20, Theorem 5.10] cannot hold by
arguments of [KS20].
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Proposition B.1. For any v > 0, there exists a two-sided y-local-spectral expander such that the HD-Level-Set
Decomposition is not orthogonal.

Proof. Our construction is based off of a slight modification of the complete complex J(n,3). In particular,
we consider the uniform distribution IT over triangles X = ([g]) \ (123). It is not hard to see through direct
computation that (X,II) is a two-sided O(1/n)-local-spectral expander. Recall that the link of 1, U1, lies
in V{ & V4. Our goal is to prove the existence of a function f = Ug € Vi such that the inner product:

(UL, f) o< Y g(la) + g(ly) + g(ay) (10)
(lzy)eX

is non-zero. To do this, we first simplify the above expression assuming g € Ker(D5), which we recall implies
the following relations:

Vyeln]: > May(azy)glay) =0.
()X (2)

In particular, summing over all y € [n] gives
> Ma(ay)g(ay) = 0.
(zy)eX(2)

Notice further that by definition of Ilp, we have II5(12) = II5(13) = II3(23) = 3(}523, and otherwise
3

Iy (zy) = 3(7;7533 We then may write:

3

S g(ie) = 222 (5(12) + 9(13)).

n—2
(1z)eX (2):
=g (3]
n—3
> glay) =———(9(12) + g(13) + g(23)).
(zy)eX(2):
(2y)2[3]1X[3]

Plugging this into Equation , the inner product drastically simplifies to depend only on ¢(23). To see
this, we separate the inner product into two terms and deal with each separately:

S oga)+g(ly) +glay) = Y. g(lz)+g(y) |+ > glay)

(lzy)eX (lzy)eX (lzy)eX

We start with the former. Notice that each face (1z) in this term is counted exactly the number of times it
appears in a triangle in X, and further that this is exactly how Il is defined. Thus we have:

Z g(1z) + g(ly) | x Z Ix(1x)g(1z) = 0.

(lzy)eX (1z)eX (2)

It is left to analyze the latter term. Since (123) is not in our complex, we may write:

Sooglayy = > gy |- D g

(lzy)eX (zy)eX(2): (1z)eX (2):

(zy)&[3]x[3] z&[3]
n—3 n—3

= - (9(12) + ¢g(13) + 9(23)) + — (9(12) + g(13))
n—2 n—2
n—3

= — 23).
——59(23)
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Thus it remains to show that there exists g € Ker(D2) such that g(23) # 0. Note that the kernel of D5 is
exactly the space of solutions to the underdetermined linear system of equations given by Dyg(i) = 0 for all
1 <i < n. Thus we can check if a solution exists with g(23) = ¢ for ¢ # 0 by ensuring that this constraint is
linearly independent of the Dog(i). This can be checked through a direct but tedious computation that we
leave to the reader. O

C Unique Games
C.1 Random-walks and Weighted graphs

Unique games are defined on weighted, undirected constraint graphs, unlike most of the walks we analyze
in the previous section. However, it is not hard to see that every self-adjoint random walk corresponds to
some underlying undirected graph. In particular, recall that given a weighted, undirected graph G(V, E),
G induces a random walk on vertices where the transition probability from = € V to y € V is given by the
normalized weights:

W (s, t)
> Wis,v)

vEN(s)

P(z,y) =

In fact, every self-adjoint walk can be described as such a process.

Lemma C.1. Let M be a k-dimensional HD-walk on a weighted simplicial complex (X,II). Define G to
be the graph whose vertex set is X (k) and whose edge set consists of any pair (s,t) such that M(s,t) # 0.
Further, endow the edges of Gy; with weight:

W (s,t) = I (s)M(s,t).
Then M is the random walk induced by Gy .
Proof. The crucial observation for this proof is the following implication due to M being self adjoint:
Vs, t € X (k) : Mg(s)M(s,t) = Hi(t) M(t, s).
Given this fact, let Pg(s,t) denote the transition probability of the induced walk on G. We have:

I (s)M(s,t)

Pg(s,t) = 5 I (s)M(s,t)
vEN (s)
= M
vEN (s)
= M(s,t)

C.2 The Shift-Partition Potential

The analysis of the Iterated Condition&Round algorithm relies on analysing a quantity called the Approximate
shift-partition potential which was defined in BBKSS. For completeness we include the definitions of the
various potential functions used in this section.

For analysing the Condition&Round subroutine, define a low-degree polynomial @5, : &V x XV — [0, 00)
called the “approximate shift partition potential”:

Definition C.2 (Approximate Shift-Partition Potential). For any v,8 € (0,1), and two assignments
X, X" € XV define the approximate shift-partition potential to be the quantity

B, (X, X') =Y E, [1[X, — X, = 5] - pp.u (valy (X)),
seEX
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for pp,(x) the degree-é(l/u) polynomial which SoS-certifiably approximates the indicator L[z > B] for
x € [0,1] up to an error of v. The exact definition of pa, and the properties required of it are described in
more detail in Section 7 of BBKSS and we omit them here.

The approzimate shift-partition potential on a pseudodistribution p of degree at least O(deg(®s.,)) is
defined as:

@4, (1) = E[®3, (X, X)),

For analysing the Iterated Condition&Round algorithm we further need to define the potential when
restricted to a subgraph which in our case will be a link of the complex.

Definition C.3 (Global shift-potential restricted to links). Let I = (M,II) be a UG instance on a complex
X where M is a complete random walk on X (k) with stationary distribution 7. For any v, € (0,1) and a
link X, of the complex X, define the approximate global shift-partition potential restricted to X, to be the
quantity:

P, (X, X')|- = Z E [1[X, - X, = 3] ~p37,,(valu(X))]2,

sex umelm
where val,(X) = E(y vy~ [1[X satisfies (u,v))], and as before pg,(x) is the degree-O(1/v) polynomial that
v-approzimates the indicator function 1|z > []. The global potential restricted to X, with respect to a

pseudodistribution p will be denoted by Pg ,, (14]+):

q)B,u(/i"r) = IE[(I)ﬁ,V(X’ X/)|'r]’

Note that the global shift-partition potential measures the size of the global partition inside X, and
although the expectation is taken only over the vertices u € X, val, (X) is a function of all the edges in M
that are incident on w, not just the edges in X,. We will also need to consider the potential induced on a
link, which is defined as applying the potential function (Definition to the graph induced by X,:

Definition C.4 (Induced Shift-Potential on a Link). Let I = (M,II) be a UG instance on a compler X
where M is a complete random walk on X (k) with stationary distribution mi. For any v, 5 € (0,1) and a link
X, of the complexr X, define the approximate induced shift-partition potential on X, to be the quantity:

B X)) =) B [1[Xy— X = s]-pgu(val (X)),

u~T | T
se€X

where vall, (X) = E(yv)~nm|, [1[X satisfies (u,v))]. The induced potential on X, with respect to a pseudodis-
tribution p will be denoted by 7, (1):

B (i) = B[O, (X, X))

Note that in the above definition the value of a vertex u € X is measured only with respect to the edges
incident on u that lie inside the link X..
C.3 Sum of Squares and the HD-Level-Set Decomposition

This section is devoted to proving Lemma [I0.9] which we separate into two parts. First, we examine the
relation between | f;|| and |/g;]|-

Lemma C.5 (Restated Lemma [10.9] (Part 1)). Let (X,II) be a d-dimensional two-sided ~-local-spectral
expander. Then for any f; = Ukg; € Vi

Fa (fis fi) € <(,1f) + WW) (9i 9i)
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Proof. Tt is sufficient to prove the following equality:

(fi, fi) = %<giagi> +(9i, L), (11)

()

where ||T|| < %7 To see why, note that:
r+1*
(9. Tgi) = <gz‘, — gi>
where T'* is the adjoint of I'. Since T is self-adjoint and ||| = ||T|, we have both:

1. ko <gi7 FJFQF* gi> < (k’?ﬁﬂ)wgi,gi)

2. ko <gi7 ”f*gi> > *%7(%91)

as desired. To prove Equation (11f), we induct on k. The base case k =i is trivial. Assume k > i, then we
may write:

(fis f1) = ({UF g, DyUF g;)

In order to apply the inductive hypothesis, we recall the machinery of [DDFHIS, Claim 8.8] for pushing Dy,
through Uik. In particular:

Since g; lies in the kernel of D;, combining this with our initial observation gives:

o .
DU} - = Lkt %UfjllDi < (k —i)y.

_ k—1 _ _
(UF g, DU} g;) = ? (UF g, U g5) + (9:,Tg1),

where |T'|| < (k —4)~. Since Uik_lgi e VF=1. Applying the inductive hypothesis, we see that:

K2

(fis fi) = ‘ ];Z <(kil) (9i, 9i) + <9i»F/9¢>> +(9i,T'gi)

1 k—i
= —~ (i, 9:) + (gi; (kF/ + F) gi),

()

k—1i
k
by the triangle inequality and inductive hypothesis. O

where: .
o FH < (k —'z)(k: +1)
i+ 2

Second, we prove that a version of approximate orthogonality of the HD-Level-Set Decomposition has a
low-degree SoS proof.

Lemma C.6 (Restated Lemma [10.9] (Part 2)). let (X,II) be a two-sided ~-local-spectral expaner with
v < 27K and f € Cy. Then for any f; = Ukgi € Vi and f; = Ufgj €V we have:

Fo (fi, fi) < (L+ea){f, f),

and

I_2 <fa fl> Z _027<f7f>7

where ¢1,co < 20(k)
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Proof. First, note that by Lemma [7.3[and the fact that g; € Ker(D;), we have that:

(fi, [3) = (9:,Lg5)

where [T < 2°®*). We can bound the latter by an SoS version of Cauchy Schwarz. In particular, we have
that:

(fi, f;) = (9i,Tgi)

J1N) 1

< < 9iy g z> + < gj 7Fg'>
2 2|0
< Tl T

=75 <glagz>+7<gj’gj>

< ey((fi, fi) + (f55 £3))

where all inequalities are degree 2 SoS and ¢ < 20 Further, notice that that by applying the same argument
o (—fi, f;) we get that (f;, f;) is bounded above and below:

o —ey((fis fi) + (f5, £3)) < {fis [3) < ev({ i, fi) + (Fi )

We now apply this fact directly to prove the two desired inequalities. First, we have

k
(£ 5 =D (fofo) + > (for fom)
=0 Z;ém
k
> (fo, fo) — chv fe. fo)
=0 =0

k
(L= key) Y (fo, fo)
=0
st (1 - 617)<fiafi>7

where ¢; < 29 For small enough ~, Taylor expanding (1 — ¢17y)~! gives the desired result. We can now
apply the first inequality to easily prove the second inequality:

(f, fi)y = (fis fi) + Z(fz‘,fﬁ

J#i
> (1= cky){fis i) = > v f5)
J#i
_Ck7(1+627)<f7 f> _C3<fa f>
for Co, C3 QO(k) O

C.4 Remaining Proofs from Section [10.3
Here we prove Claim restated for convenience.

Claim C.7 (Restated Clalmu Let M be a k-dimensional complete HD-walk on a d-dimensional, two-
sided ~y-local-spectral expander with d >k and v < w(M)~12~ QMM)+R) ith, stationary distribution . If the
total laziness of M E[1TM1,] is at least .1, then the spectral gap of M is at least Q(1/k) and \g/o(M) < .68.

Proof. To see this, note that any walk can be (approximately) decomposed by Lemma into an affine
combination of pure walks of the form (Uj,_1Dy)?, that is:

R(M)

M = Z ai(Uk,le)i + T,
=0
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where ||T']| < w(M)2°UM) and (Uy,_;Dy)? = I. Notice that for any (Uy_1Dy)* for i > 0, the probability of
returning to any given k-face is at most . This follows from the fact that the probability of returning to any
particular face in the final up step (given that the previous step is at ¢ € X (k — 1))) is at most [T, 1]00 < 7.
This last inequality follows from (X, II) being a two-sided ~-local-spectral expander satisfying d > k, as the
link (X,,II,) (at level k) is then a v-spectral expander, which are easily shown to satisfy this property.
Since the total laziness of M is at most .1, by our assumption on  the above analysis implies that the
coefficient ap cannot be too large, say at most 1/5 (since the remaining parts cannot contribute much to the
laziness). We can use this fact to bound the spectral gap of M by the same trick used in Proposition
transferring M over to the complete complex. Since the approximate eigenvalues of M are independent of
the underlying complex and (UD)? has a vanishing lazy component on .J(n,d) as n goes to infinity, it must
be the case that in lazy component of M on the Johnson complex is also small. Since M can be written as a
convex combination of partial-swap walks, all of which have spectral gap at least 1/k (save for the identity
which carries at most a 1/5 of the weight), we get that 1 — Ap(M) > Q(1/k) as desired. The bound on Ay /s
follows similarly noting that all (non-identity) partial-swap walks satisfy A/, < 1/2. O

C.5 Remaining Proofs from Section [10.4

In this section we will prove the claims that were stated without proof in Section [10.4] We will use the exact
definition of the potential functions from Appendix and also the propertites of the polynomials pg . (Y")
that SoS certifiably v-approximate the indicator function 1[Y > j]. See Section 7 of BBKSS for a detailed
overview about these polynomials and their properties.

Proposition C.8 (Restated Proposition . Let M be a k-dimensional complete HD-walk on a d-
dimensional, two-sided ~y-local-spectral expander satisfying ~vw(M)20PM)+E) < 1/2F <1 <0.02 and d > k,
and I be an affine unique games instance over M with value at least 1 —n. Let r(n) = Ri_16,(M) — 1, and
assume v < k/2. Let =190 and v =

axioms Ay, there exists an r-link X, such that the global potential restricted to X, is large:

Then given a degree-é(l/u) pseudodistribution p satisfying the

’r] .
56(F

Proof of Proposition[10.10 Before diving into the details of the proof we give a proof overview and some
high level intuition. Given two UG assignments X, X', BBKSS define a partition of the graph G into |X]
parts and call this the approximate shift-partition of G with respect to X, X’. The partition is given by
the functions fXX " for s € ¥, where XX ' (u) roughly equals the indicator function of whether u belongs
to part s. Concretely, we have that fXX'(u) = 1[X, — X! = s] - pg.,(val, (X)), that is, u belongs to part s
if X,, — X/, = s and the value of u measured with respect to assignment X is large. Note that any vertex
can only belong to one part s but some vertices may not belong to any part. BBKSS prove that for any
instance of affine unique games and any two UG assignments X, X’ that have large value, the functions X% l
satisfy three properties: a) they include a large number of vertices in total, b) they form a non-expanding
partition of G, that is, the fraction of edges that go across parts is small (roughly at most edges violated by
X, X"), and finally c) the functions fs are approximately Boolean-valued on average. These properties are
proved in Section 4 of their paper. They then apply the structure theorem for non-expanding sets of G to
conclude that there exists a subgraph H where the size of the partition restricted to H (3, Eyop[f5F "(u))?)
must be large. The crucial observation then is that the pseudoexpectation of the restricted size on H is by
definition the global potential on H. Therefore by taking pseudoexpectation over X, X’ ~ u where p is a
pseudodistribution with high value, they conclude that there exists a subgraph with large potential. We will
use the same proof strategy to conclude that the global potential on a link is large, using the SoS structure
theorem (Theorem along the way.

Let us elaborate on the properties (proved in BBKSS Section 4) of the approximate shift-partition given
by the functions XX ". We will drop the superscript X, X’ for convenience and throughout the proof the
pseudoexpectation is taken with respect to X, X’ ~ p. Since u is a degree 5(1/1/) pseudodistribution with
value at least 1 — 1 we have that:
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1. The approximate shift-partition includes most of the vertices in pseudoexpectation over pu:

ZEf§]>1ZyV

SEX

2. The approximate shift-partition is non—expandingiﬁ in pseudoexpectation over u:

m

SGZEQC& (I - AG)fs>‘| < 277 + 21*5% + 2v

3. The functions f, are approximately Boolean-valued in pseudoexpectation over u:

]E[ZB(fs)]* ZE ] _1_‘%+V

SEX

Since the functions fs are non-expanding (property (2) above), this allows us to use our ¢ characterization
of non-expansion, to get a lower bound on the size of f, restricted to r-links. We will now use the key
observation that )I(E [fs]? is exactly DF f,(7)%. In particular, applying Theorem [10.8]to the function f, with £

set to r(n) = Ri—16,(M), gives:

(o1 =02} 2 (1= A (00) (1= e BIL] = () DER DER) + (1= i) B(A)).

where B(f) = Ey~x, [f(u) — f(u)?]. Now using the key observation that DX f, is exactly Ex_[f,] and noting
that 1 — A,.;1 > 161 by definition, we can simplify the above to:

re~X(r) X

Ut =000) = (a=emsin - (F) | 5 BP0 -anB).

Taking a sum over s and then a pseudoexpectation over p yields:

1;”[202,(1 M)£)) > [Z (a-amein- (1) &, [B02]+a-anpi)

SEX

= (1) EDY_E[f.]] - ()Texml [ZEJ’%

SGE

+ (1= ER_ B(£),

SGE

where ¢; < 20,
We will now use the observation that the global potential restricted to X, exactly corresponds to the
second term above! Recall that the global potential (Definition [C.3)) over an r-link X, is given by:

e, = E D E [fXNWP

X, X ~p u~Xr
sEX

For convenience of notation we will drop the superscript I in the potential notation henceforth. Re-arranging
gives a lower-bound on the global potential averaged across r-links:

7'6;}%(1“) [(Dﬁ,uojf‘r)] (1) ( 1_017 ZEfs 1_017)E[ZB(fs)] - @E[Z<fsa(I_M)fs>]>
T S S (12)

281f the functions fs(u) were exactly Boolean-valued and further exactly partitioned the graph, then the term > _(fs, (I—Ag)fs)
is equal to the fraction of edges in G that have endpoints in different parts. Therefore this expression measures the non-expansion
of a partition.
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Plugging in the properties of the functions fs discussed at the start of the proof, this gives the following
bound on the global potential:

1 1
[(I),B,u(.u’lT)] Z W <1 — a7y — 21_L —2v o <27] + 2% + 2V)> .
T

E _
rEX(r) B—v 167 B

Setting 8 = 191 and v = 567(7’“) and recalling our assumptions on v and 7, this may be simplified by direct

computation to:

1
E ®su(pl)] =2 —%-
B atilo)) 2

As a result, we see by averaging that there must exist some r-link with high potential:

€ X () 0 ) 2 (13)

as desired. O
We will now prove Lemma

Lemma C.9 (Lemmarestated). Assume the conditions of Pmposition hold. Let X, be an r-link

for v = Ry_16,(M) — 1 with high global potential: @fgvy(uh) > ﬁ, for 8 =19n and v = SGZk)- Then the

potential induced on X, is also high:

As discussed in Section proving Lemma [10.11| requires that a strong expansion property holds for links:
expansion must be similar vertex-by-vertex. We now formalize this property and prove it holds for HD-walks.

Definition C.10. The edge-expansion of a vertex v in a set S C X (k) with respect to a random walk operator
M is given by,
¢s(M,v) =117 M1s.

The edge-expansion of S with respect to M is the average edge-expansion taken over vertices in S:
¢(M7 S) = ]E’UNS [¢S(M7 ’U)] )

where v ~ S is the distribution 7 conditioned on S. As before, we drop M from the notation when clear
from context.

We prove that the expansion of vertices in a link cannot vary much from the link’s overall expansion
(which is small by Theorem [9.2]).

Lemma C.11 (Restatement of Lemma[10.12). Let M be a k-dimensional HD-walk on d-dimensional two-
sided ~y-local-spectral expander satisfying v < w(M)~12-UrM)TE) 4nd d > k. Then for every i-link X,, the
deviation of the random variable ¢x_(v) (v ~ X, ) is small:

1
JE (6%, (0) = (X)) < g

We prove this claim by reducing to simpler HD-walks we can analyze directly. With that in mind, let’s
first prove that a stronger point-wise result holds for any product of “lower walks” (Uy_1Dy)".

Proposition C.12. Let M be a k-dimensional HD-walk on d-dimensional two-sided ~y-local-spectral expander
satisfying v < w(M)~12=2POD+E) and d > k. For every i-link X,, walk (Up_1Dy)t, and k-face v € X, the
expansion of v in X, is almost exactly ¢(X;):

|ox, (U—1Dk)*,v) — ¢((Ur—1Dy)", X7)| < t.
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Proof. 1t is more convenient to analyze the non-expansion at v, ¢x ((Ux—1Dk)",v) =1 — ¢x, (Up—1Dy)",v),
which for brevity we will denote by ¢(v). Below we will prove that for every v € X, ¢(v) € [c, ¢ + t7], for
some fixed constant c¢. This immediately implies the result. Since by definition the non-expansion of X,
denoted ¢((Ux_1Dy)?, X, ), is an average over ¢(v), we get that:

6(v) = d((Ur—1Dx)", X7)| = [6(v) = 6((Up—1Dp)", X7)| < t,

as desired.

Therefore let us now prove that ¢(v) € [c, c+t7] for all v € X,,. First, notice that the non-expansion at v is
lower bounded by the probability that the walk does not remove any element from 7 in any down-step. Since
the down step is uniformly random, this probability is the same across all v € X.. Denote this probability by
c.

Let us now upper bound ¢(v). The probability that the walk returns to X, is equal to ¢ plus the
probability that starting from v, the walk leaves the link X, at some intermediate (down) step but ends back
in X regardless. We will show that the latter probability is at most ¢+.

Consider the first down-step where the walk leaves X, removing an element w € 7. To end up in the
link of 7, the walk needs to add w back in one of the future up steps. The probability of this occurring at
an up step from any o € X (k — 1) is exactly II, 1 (w) by definition (where Il (w) = 0 if w ¢ X, ). Since
(X,1II) is a two-sided 7-local-spectral expander, (X,,1I,) is a standard ~y-spectral expander. It is a standard
result that such graphs cannot have any vertex of weight greater than -, thus II,;(w) < 7. By a union
bound the probability that w is added back in any of the future up steps is therefore at most ¢y. Hence the
probability that the walk returns to X, given that it exited in an intermediate step is at most tv, so we get
that ¢(v) € [c, ¢ + t]. O

It’s worth noting that the vertex-by-vertex expansion property actually holds exactly for the canonical
walks. However, we can only reduce to canonical walks when the height of M is small, an issue we avoid by
analyzing lower walks. We now prove Lemma by reducing general M to this case.

Proof of Lemma 4 By repeated application of Lemma [7.3] any k-dimensional HD-walk M on a two-sided
~-local-spectral expander with £ > 0 can be written as a linear combination of lower products (Uj_1Dy)* up
to O(v) error in the following sense:

h(M)
M = Z ¢i(Ux—1Dy)" + T,
=0

where (Uy_1Dy)? denotes the identity matrix and |T|| < w(M)2°" M)y, For simplicity of notation, we
write C' == ||T'||, which is in turn < 1/2'3% for  chosen to be small enough.

We also know by Lemma that for all 7 there exists a constant u; such that for all vertices v € X,
dx,.((Ug—1Dg)%,v) = u; = h(M)y. Hence we get that,

1—o¢x.( ch (Up—1Dy)'1x, + 17T, —chuz-l-l Ty, +w(M)h(M)y.

Let >, ciu; = u. We will show that in expectation over v € X, |1 — ¢x. (M,v) —u| < |1IT1x |+
w(M)h(M)~ is small. Define err as the error vector 'l x_. We will bound the 1-norm of err when restricted
to coordinates in X,. Define the vector s to be sign(err(v)) for v € X, and 0 otherwise. First note that,

(s, err) Z Pr[v] - |err(v)].
™

veEX,

Applying Cauchy-Schwarz on the LHS we get that,
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Y We()lerr(v)] < |sll - [lerr|

vEX
=[x, | - IT1x, ||
<|Lx, |- CllLx, |
=C(lx,,1x, )n,-

So we get that,

Soex, Te@lerr@)] o
(Ix.,1x,)m, _UNX [lerr(v)[] < C.

Using the fact that E,.x, [¢x, (M, v)] = ¢(M, X,), we can conclude with a simple trick:

1= (M, X7) —ul = [Eonx, [1 = ¢x, (M, v) = u]| < Eynx, [lerr(v)[] + w(M)h(M)y < 2C.

Since the average deviation of (1 — ¢ar-(v)) from w is small, the average deviation from the mean
(1 = ¢a(X;)) should also be small by triangle inequality:

1

UNX H¢X (M U) ¢(MvXT)|] SEUNX [|1_¢X (M U)_U‘]+C<3C< 211k

We are now ready to prove Lemma |10.11 Lemma

Proof of Lemma[10-11 We will use Lemma[I0.12] to relate the global potential on X, to the potential induced
on X,. As a reminder, we proved that for every ¢-link X, the deviation of the random variable ¢x_(M,u)
(u ~ X;) is small:

1
JE[6x, (M,w) = 90, Xl < 7z

Let us partition X, into two sets, G and G, where G contains all vertices u for which ¢ x. (u) is close to
dm(X;). We will henceforth drop the subscripts M, X.. Formally we define:

6= {ue x| low) - 60t < .|

Now note that by Markov’s inequality on Lemma [10.12| we have that Pr,.x, [u ¢ G] := ¢ < 1/2'% . For
an assignment X, let Z, s denote 1[X,, — X = s]. Expanding out the definition of the global potential on
X, (Definition [C.3]), for any two assignments X, X’ we get:

®s, (X, X") Z E [Zuspsw(valu(X))]

—Z 1=¢) E [Zuwpsu(valu(X)] + ¢ E [Z,ps,(val,(X))))

U~

<Z]_—C ~G uspg,,val +Z ].—C NE u,s]
+ZC us
U~

G

< Z (1—c)? E [Zu.sps.(valy (XN 4 (1 =) + ¢,

where ¢ < 1/2'%% and we used the fact that pg,(y) < 1, when y € [0,1], Z, s € [0,1] and }_, Z, s = 1.
To relate the two potentials we will relate the quantities val,(X) and val},(X) for u € G, where val,, (X)
denotes the fraction of edges incident on u that are satisfied by X, and further valj,(X) denotes the fraction
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of edges incident on u that lie inside X, and are satisfied by X. We will use the fact that vertices in G
have small expansion. When r = Ry_14,(M), by Theorem the expansion of the r-link X, is at most
1 — Ag1 +w(M)h(M)?2°%)~ which is less than 177 because of the way the parameters have been set up.
Therefore for all vertices u in G, ¢(u) < 18 since n > 1/2%. This implies that for any assignment X € XV
and any u € G:

1[valy,(X) > B8 — 18] > 1[val,(X) > B3],

Furthermore by the properties of the polynomials pg . (Y'), since v < 7,
P18 (valy (X)) +v = pg, (valy (X)) — v.

Finally expanding out the definition of the potential induced on X, (Definition , for any two
assignments X, X’ we get:

1y (6 X) = 3 B [Zus Pt (L))
sEX

=y JE [Zus - (s (valu(X)) 20)]2

seED
Z (Z uNEX (Zu,s - (pB,V(Valu(X)))P) —4dv
sED "
> (1-0¢? E [Zuspp.0 (valu(X))? — 4
sED
> @5, (X, X )|, —c(1—c)—c* — 4y, (14)

where we again used the facts that 7, , € [0,1], >°_ Z, s = 1 and pg ., (y) € [0,1] when y € [0, 1]. We also have
that ¢ < 21% < < since p > 1/2% and therefore ¢ < v implying that: Ph 18y, (X, X)) = g, (X, X')|, —6v.

56(%)
Now note that all the inequalities above are sum-of-squares inequalities of degree at most 2 deg(p) = O(1/v).

We can therefore relate the two potentials when measured with respect to p, which is a degree-O(1/v)
pseudodistribution, by applying the pseudoexpectation operator E,, to Equation above:

2—1877,1/(/1‘) = ]E[ E—lSn,u(Xv X/)] 2 IE[@[},V(Xa XI)‘T] —bv = q)ﬁyu(,u‘|‘r) — bv.

By the conditions of the lemma, ®g ., (u|,) = 1/4(f), B=19pand v = % we get ®7 (1) > 8(1k)' This

completes the proof of the lemma. O
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