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Abstract

A recent work of [LW21] shows a redundancy lower bound of Ω(
√
Nk) for systematic linear

k-batch codes of block length N by looking at the O(k) tensor power of the dual code. In this
note, we present an alternate proof of their result via a linear independence argument on a
collection of polynomials.

1 Result statement

Batch codes are a family of codes introduced by [IKOS04] for applications in load balancing.
Following Definition 1.1 in [LW21], a linear batch code is formally defined as follows.

Definition 1 (Linear Batch Codes). For a field F, Let C 6 FN be a linear code of dimension n. The
code C is a systematic linear k-batch code if for any multiset of indices {i1, . . . , ik} ⊆ [n], there exist
k mutually disjoint sets R1, . . . , Rk ⊆ [N ] and linear functions g1, . . . , gk such that gj(c|Rj ) = cij
for all codewords c ∈ C and j ∈ [k].

Recently in [LW21], they prove the following upper bound on the rate of systematic linear batch
codes by looking at the O(k)’th tensor power of C⊥.

Theorem 1 ([LW21]). Given a systematic linear k-batch code C 6 FN , we have dim(C) 6 N −
Ω(
√
Nk).

In this note, we give an alternate presentation of the lower bound proved in [LW21] for sys-
tematic linear k-batch codes. Our approach uses polynomials in a fashion similar to the approach
in [Woo16] (see also [RV16] for a related perspective using vector products). The proof proceeds in
two steps. We first convert the definition of a systematic linear 3t-batch code into something that
we call a t-ordered-batch codes. We then work with t-ordered-batch codes to show the redundancy
lower bound by constructing a collection of polynomials and then showing that they are linearly
independent.
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2 Proof

As part of our proof, we define the notion of ordered-batch codes and then proceed to show a
reduction from linear systematic batch codes to ordered-batch codes.

Definition 2 (Ordered-Batch Codes). For a field F, Let C 6 FN be a linear code of dimension
n. The code C is a t-ordered-batch code if for any set of indices S = {i1, . . . , it} ⊆ [n], there exist
2t mutually disjoint sets A1 . . . , At, B1, . . . , Bt ⊆ [N ] and linear functions g1, . . . , gt, h1, . . . , ht such
that gj(c|Aj ) = hj(c|Bj ) = cij for all codewords c ∈ C and j ∈ [t]. Moreover, the repair groups
satisfy the following additional property: consider a directed graph DS with vertices S and edges
ij → ik if ik ∈ Aj ∪Bj. Then the graph DS is a DAG.

Proposition 2. If a linear code C 6 FN is a systematic linear 3t-batch code, then it is also a
t-ordered-batch code.

Proof. Consider a systematic linear 3t-batch code C. By applying the definition of systematic batch
codes for the multiset {i1, i1, i1, i2, i2, i2, . . . , it, it, it} (the multiset where each of the elements of
the set S = {i1, . . . , it} ⊆ [n] occur exactly three times), each element ij obtains three repair
groups R1

j , R
2
j , R

3
j , where all 3t repair groups are subsets of [N ] and are all mutually disjoint. Now,

consider the directed graph DS with S as its vertices, and the edges are ij → ik if ik ∈ Rεj for some
ε ∈ {1, 2, 3} (DS might also have self-loops). Because the repair groups are mutually disjoint, the
in-degree of every vertex in DS is at most 1. Thus the directed cycles of DS are vertex-disjoint.
That’s because if two cycles C1 and C2 have a common vertex v. then the incoming edges to v
from the cycles C1 and C2 must be the same as the in-degree of v is at most 1. Thus the previous
vertex of v in both C1 and C2 is the same, and call it u. We can repeat the argument for the vertex
u, and by iteration, we would deduce that all the edges of the cycles C1 and C2 are the same. Thus
C1 = C2. Now, because all the cycles of DS are vertex-disjoint, then we can remove a collection E0

of vertex-disjoint edges such that DS becomes a DAG. Since each edge has a uniquely associated
repair group and the collection E0 is vertex-disjoint, then that means that we can remove at most
one repair group from each ij ∈ S such that the new directed graph DS is now a DAG.

Thus we have shown that a systematic linear 3t-batch code implies a t-ordered-batch code.
Next, we are going to show a lower bound on the redundancy of a t-ordered-batch code, which by
Proposition 2 yields us Theorem 1.

Theorem 3. For a t-ordered-batch code C 6 FN of dimension n and redundancy r (so N = n+r),
we have the inequality

(
r+2t−1

2t

)
>
(
n
t

)
. As such, r = Ω(

√
tn).

Proof. First, let us setup the viewpoint for the dual code C⊥ that we shall follow in this proof.
Let G⊥ ∈ FN×r denote the generator matrix for C⊥. Let ωi denote the i’th row of G⊥. Then by
those definitions, we see that for any dual codeword c⊥ ∈ C⊥, we can find an α ∈ Fr such that
c⊥ = G⊥α = (〈α, ω1〉 , . . . , 〈α, ωN 〉)>.

Now, for any t pairwise distinct elements S = {i1, ..., it} ⊆ [n], by applying the t-ordered-batch
code property to the set {i1, i2, . . . , it}, we can find pairwise disjoint repair groups {A1, . . . , At} ∪
{B1, . . . , Bt} contained in [N ] such that their associated directed graph DS is a DAG. Moreover,
we can find dual codewords {aj}tj=1 ∪ {bj}tj=1 ⊆ C⊥ satisfying ij ∈ Supp(`j) ⊆ Lj ∪ {ij} for all
j ∈ [t] and (`, L) ∈ {(a,A), (b, B)}. By our argument in the beginning, this means that there are
VS := {αj}tj=1 ∪ {βj}tj=1 ⊆ Fr such that 〈λj , wk〉 6= 0 if and only if k ∈ Lj ∪ {ij} for j ∈ [t] and
(λ, L) ∈ {(α,A), (β,B)}.
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Now, for X = (x1, . . . , xr) with xi being an indeterminate over F, define the polynomial

pS(X) :=
t∏

j=1

〈αj , X〉 〈βj , X〉

We claim that the collection of polynomials {pS | S ⊆ [n], |S| = t} are linearly independent. The
inequality then follows as there are

(
n
t

)
such polynomials. On the other hand, the polynomials pS

are homogeneous polynomials of degree 2t over r variables, and so the dimension of their span is
at most

(
r+2t−1

2t

)
.

Consider variables z1, . . . zN over F. Plug in X =
∑N

k=1 zkωk in pS to obtain the homogeneous
polynomial

qS(z1, . . . , zN ) := pS

(
N∑
k=1

zkωk

)
=

t∏
j=1

〈
αj ,

N∑
k=1

zkωk

〉〈
βj ,

N∑
k=1

zkωk

〉

=
t∏

j=1

(
N∑
k=1

zk 〈αj , ωk〉

)(
N∑
k=1

zk 〈βj , ωk〉

)

To show that the pS ’s are linearly independent, it suffices for us to show that the qS ’s are linearly

independent. This follows by the fact that the map p(X) 7→ p
(∑N

k=1 zkωk

)
is a linear map, and

the images of the pS ’s are the qS ’s. Now, to show that the qS ’s are linearly independent, we will
show that for any set T ⊆ [N ] of size t, the monomial

∏
i∈T z

2
i has a nonzero coefficient in qS if and

only if T = S. From this claim, the linear independence of {qS | S ⊆ [n], |S| = t} then follows.

Indeed, now, for any k /∈ S, the degree of zk in pS is at most 1. This follows from the fact that
the repair groups {Aj}tj=1 ∪ {Bj}tj=1 are mutually disjoint, meaning that zk appears at most once
in the repair groups {Aj}tj=1 ∪ {Bj}tj=1 and thus once in the product-form of qS . This then means

that if the monomial
∏
i∈T z

2
i has a nonzero coefficient, then i ∈ S for all i ∈ T . By homogeneity,

we must have T = S.

Now, to show that the monomial
∏
i∈S z

2
i has a nonzero coefficient, it suffices for us to show

that in the expansion of qS , the monomial
∏
i∈S z

2
i occurs only once, and so it must have a nonzero

coefficient. We have

qS(z1, . . . , zN ) =
t∏

j=1

(
N∑
k=1

zk 〈αj , ωk〉

)(
N∑
k=1

zk 〈βj , ωk〉

)

=
∑

(u1,...ut)∈[N ]t

(v1,...vt)∈[N ]t

 t∏
j=1

〈
αj , ωuj

〉 〈
βj , ωvj

〉 t∏
j=1

zujzvj

Notice that the coefficient of the monomial is nonzero if and only if uj ∈ Aj∪{ij} and vj ∈ Bj∪{ij}
for all j ∈ [t]. If the multiset {uj}tj=1 ∪{vj}tj=1 is the same as the multiset S ∪S, then consider the
directed graph G on S with edges ij → uj if uj 6= ij and edges ij → vj if vj 6= ij . In this directed
graph G, there are no self-loops. Moreover, the in-degree of every vertex is equal to its out-degree
for the following reasoning: if we include the edges ij → uj if uj = ij and ij → vj if vj = ij ,
then every vertex in DS will have an out-degree of 2, and since the multiset {uj}tj=1 ∪ {vj}tj=1 is
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the same as the multiset S ∪ S, then the in-degree of every vertex is 2. Thus every vertex in this
new graph has equal in-degree and out-degree. Since the edges that we added are self-loops, then
removing them won’t affect the equality between the in-degree and out-degree.

This means that G can be decomposed into a disjoint union of cycles, but since the edges of
G are a subcollection of the edges of DS , and the graph DS has no directed cycles, then G must
be the empty graph, which means uj = vj = ij for all j ∈ [t]. Thus the monomial

∏
i∈S z

2
i occurs

exactly once in the expansion of qS .
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