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Abstract

What is a minimal worst-case complexity assumption that implies non-trivial average-case hardness of NP or PH? This question is well motivated by the theory of fine-grained average-case complexity and fine-grained cryptography. In this paper, we show that several standard worst-case complexity assumptions are sufficient to imply non-trivial average-case hardness of NP or PH:

- \( \text{NTIME}[n] \) cannot be solved in quasi-linear time on average if UP \( \not\subseteq \text{DTIME}\left[2^{\tilde{O}(\sqrt{n})}\right] \).
- \( \Sigma_2 \text{TIME}[n] \) cannot be solved in quasi-linear time on average if \( \Sigma_k \text{SAT} \) cannot be solved in time \( 2^{\tilde{O}(\sqrt{n})} \) for some constant \( k \). Previously, it was not known if even average-case hardness of \( \Sigma_3 \text{SAT} \) implies the average-case hardness of \( \Sigma_2 \text{TIME}[n] \).
- Under the Exponential-Time Hypothesis (ETH), there is no average-case \( n^{1+\epsilon} \)-time algorithm for \( \text{NTIME}[n] \) whose running time can be estimated in time \( n^{1+\epsilon} \) for some constant \( \epsilon > 0 \).

Our results are given by generalizing the non-black-box worst-case-to-average-case connections presented by Hirahara (STOC 2021) to the settings of fine-grained complexity. To do so, we construct quite efficient complexity-theoretic pseudorandom generators under the assumption that the nondeterministic linear time is easy on average, which may be of independent interest.

---
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1 Introduction

One of the central questions in theoretical computer science is to base the existence of one-way functions on the worst-case hardness of NP. Equivalently, this question is well known as the question of whether Heuristica and Pessiland can be excluded from Impagliazzo’s five possible worlds [Imp95]. Heuristica is a hypothetical world in which NP is hard in the worst case but NP is easy on average; Pessiland is a hypothetical world in which NP is hard on average but one-way functions do not exist. The existence of a one-way function is indispensable for complexity-theory-based cryptography [IL89]; thus, excluding these hypothetical worlds (where one-way functions do not exist) from Impagliazzo’s five possible worlds would make the security of cryptographic primitives more reliable.

There are a number of reasons why excluding Heuristica and Pessiland is difficult: Standard proof techniques, such as black-box reductions, hardness amplification procedures, and relativizing proof techniques, are known to be incapable of excluding Heuristica [FF93, BT06b, Vio05b, Vio05a, Imp11]. Similar impossibility results are known for Pessiland [AGGM06, BB15, Liv10, Wee06].

1.1 Fine-Grained Average-Case Complexity

To make progress on this challenging question, Ball, Rosen, Sabin, and Vasudevan [BRSV17] proposed to study a weak variant of the question: Can we construct a fine-grained one-way function under standard worst-case complexity assumptions? Informally, a fine-grained one-way function is a function \( f : \{0, 1\}^* \rightarrow \{0, 1\}^* \) such that \( f \) can be computed in time \( t(n) \) on inputs of length \( n \) but cannot be inverted in time \( t(n)^{1+\epsilon} \) on average for some time bound \( t : \mathbb{N} \rightarrow \mathbb{N} \) and for some constant \( \epsilon > 0 \). In contrast to the standard definition of a one-way function in which we require \( \epsilon \) to be a super constant, a fine-grained one-way function is slightly hard to invert; thus, we expect that it is much easier to construct a fine-grained one-way function than a standard one-way function. LaVigne, Lincoln, and Vassilevska Williams [LLW19] showed that some fine-grained average-case hardness of Zero-k-Clique and k-SUM implies the existence of a fine-grained public-key cryptosystem and, in particular, a fine-grained one-way function. This result is relevant to the question of whether one can exclude a fine-grained version of Pessiland in which there is no fine-grained one-way function and the class \( \text{NTIME}[n] \) of problems solvable by nondeterministic linear-time algorithms (which contains Zero-k-Clique and k-SUM) is hard on average.\(^1\)

The open question posed in [BRSV17] can be naturally decomposed into the following two open questions: (1) Can we exclude the fine-grained version of Pessiland? In other words, can we construct a fine-grained one-way function from super-linear-time average-case hardness of \( \text{NTIME}[n] \)? (2) Can we prove super-linear-time average-case hardness of \( \text{NTIME}[n] \) under standard worst-case complexity assumptions? Resolving this second question is (almost) necessary to resolve the open question of [BRSV17] because the existence of a fine-grained one-way function implies that (the search version of\(^2\) \( \text{NTIME}[n] \) cannot be solved in time \( n^{1+\epsilon} \) on average with respect to some \( O(n) \)-time samplable distribution for some constant \( \epsilon > 0 \). In this paper, we focus on the second question:

\(^1\)Note that [LLW19] does not exclude the fine-grained version of Pessiland because the average-case hardness of Zero-k-Clique and k-SUM is not implied by the average-case hardness of \( \text{NTIME}[n] \), which only means some problem in \( \text{NTIME}[n] \) is average-case hard.

\(^2\)A standard search-to-decision reduction [BCGL92] incurs a multiplicative overhead of \( O(n) \), which is prohibitively large in the fine-grained setting; thus, it is unclear to us whether the existence of a fine-grained one-way function implies an average-case hard decision problem in \( \text{NTIME}[n] \).
**Question 1.1.** What is a minimal worst-case complexity assumption that implies “non-trivial” average-case hardness of linear-time versions of NP or PH? Can we exclude a fine-grained version of Heuristica?\(^3\)

Regarding this question, the original work of [BRSV17] implicitly showed that MATIME\([n]\) (which is a class sandwiched between NTIME\([n]\) and \(\Sigma_3\)TIME\([n]\)) cannot be solved in time \(n^{2-o(1)}\) on average under the Strong Exponential-Time Hypothesis (SETH [IP01]). Specifically, Ball et al. [BRSV17] showed that worst-case hardness assumptions of popular fine-grained complexity problems, such as OV, 3SUM, and Zero-Weight-Triangle, imply the existence of average-case hard problems. For example, they introduced a problem \(\mathcal{F}\), which “encodes” OV as a low degree polynomial over a finite field \(\mathcal{F}\), and showed that \(\mathcal{F}\) cannot be solved in sub-quadratic time on average unless OV can be solved in sub-quadratic time. They also observed that \(\mathcal{F}\) is a problem in MATIME\([\tilde{O}(n)]\)\(^5\) using Williams’ MA protocol that refuted an MA variant of SETH [Wil16]. As a consequence, the average-case hardness of (a padded version of) \(\mathcal{F}\) follows from the worst-case hardness of OV, which in particular follows from SETH [Wil05]. Their subsequent work [BRSV18] demonstrated the usefulness of average-case hard problems by constructing a cryptographic system called Proofs of Work. A subsequent line of research [GR18, BBB19, DLW20, HS21] showed that worst-case hardness assumptions imply average-case hardness of natural problems, such as counting the number of k-Cliques in a random graph, which is in the linear-time variant of \#P but is unlikely to be in NTIME\([n]\). Brakerski, Stephens-Davidowitz, and Vaikuntanathan [BSV21] showed that a nearly optimal average-case lower bound for the k-SUM problem follows from the worst-case assumption that the Short Independent Vector problem (SIVP) over an \(n\)-dimensional lattice cannot be approximated to within an \(n^{1+\varepsilon}\) factor in time \(2^{\tilde{o}(n)}\). We mention that the approximation of SIVP is unlikely to be NP-complete because the problem is known to be in \(\text{NP} \cap \text{coNP} [GMR05]\).

Currently, it is an open question to prove that NTIME\([n]\) is super-linearly average-case hard under SETH. In fact, the proof techniques developed in the above-mentioned literature on fine-grained average-case complexity are unlikely to resolve this question without refuting a slightly nonuniform AM variant of SETH. The fundamental impossibility result of Feigenbaum and Fortnow [FF93] shows that if there exists a randomized \(k\)-time \(k\)-query nonadaptive “locally random”\(^6\) reduction from a problem \(L\) to some average-case problem in NTIME\([n]\), then \(L\) can be solved by an \(\text{AM} \cap \text{coAM}\) protocol in time \(n \cdot k^{O(1)}\) with \(O(\log n)\) bits of advice on inputs of length \(n\). For example, the reduction of [BRSV17] is a \(k\)-query nonadaptive reduction from OV to an average-case version of \(\mathcal{F}\) for \(k = \log^{O(1)} n\). If \(\mathcal{F}\) were in NTIME\([n]\), then by combining [FF93, BRSV17] we would obtain that OV is in \(\text{coAMTIME}[\tilde{O}(n)]/\log n\), which would refute an AM/\(\log n\) variant of SETH. Since the AM/\(\log n\) variant of SETH is not yet refuted, this connection explains the difficulty of resolving the open question by using the current proof techniques.

---

\(^3\)It is evident that NTIME\([n]\) cannot be computed in sub-linear time. Here, we aim at proving average-case hardness of NP or PH that does not follow from such an unconditional result.

\(^4\)One possible definition of a fine-grained version of Heuristica is a world in which NTIME\([n] \not\subseteq\text{DTIME}[n^{1+\varepsilon}]\) for some constant \(\varepsilon > 0\) but (the search version of) NTIME\([n]\) can be solved in time \(n^{1+\varepsilon}\) on average with respect to every linear-time samplable distribution for every constant \(\varepsilon > 0\).

\(^5\)Throughout this paper, we always use \(\tilde{O}(f(n))\) to denote \(f(n) \cdot \text{polylog}(f(n))\).

\(^6\)A worst-case-to-average-case nonadaptive reduction \(R\) is said to be locally random [BFKR97] if the query distribution of \(R\) on input \(x\) depends only on the length \(|x|\) of \(x\). The reductions presented in [BRSV17] satisfy this property. Bogdanov and Trevisan [BT06b] improved [FF93] and presented a similar impossibility result for reductions that are not locally random.
1.2 Non-Black-Box Worst-Case-to-Average-Case Connections

Recently, Hirahara [Hir18, Hir21] developed a new type of proof technique that uses non-black-box reductions and is not subject to the impossibility results of [FF93, BT06b]. We say that a worst-case-to-average-case reduction is non-black-box if the reduction exploits the efficiency of a hypothetical average-case solver. Using non-black-box reductions, the following connections from worst-case hardness to average-case hardness were established.

**Theorem 1.2** ([Hir21]). The following hold:

1. \( \text{UP} \nsubseteq \text{DTIME}(2^{O(n/\log n)}) \) implies \( \text{NP} \times \{\mathcal{U}, \mathcal{T}\} \nsubseteq \text{AvgP} \).
2. \( \text{NP} \nsubseteq \text{DTIME}(2^{O(n/\log n)}) \) implies \( \text{PH} \times \{\mathcal{U}, \mathcal{T}\} \nsubseteq \text{AvgP} \).
3. \( \text{NP} \nsubseteq \text{DTIME}(2^{O(n/\log n)}) \) implies \( \text{NP} \times \{\mathcal{U}, \mathcal{T}\} \nsubseteq \text{AvgP} \).

Here, \( \mathcal{U} \) denotes the uniform distribution and \( \mathcal{T} \) denotes the tally distribution, i.e., the family \( \{\mathcal{T}_n\}_{n \in \mathbb{N}} \) of distributions such that \( \mathcal{T}_n \) is the singleton distribution on \( \{1^n\} \). \( \text{AvgP} \) denotes the class of distributional problems solvable by average-case polynomial-time algorithms or, equivalently, errorless heuristic schemes. \( \text{AvgP} \) denotes the class of distributional problems solvable by average-case polynomial-time algorithms whose running time can be estimated in polynomial time. We refer the reader to the survey of Bogdanov and Trevisan [BT06a] for more background on average-case complexity.

It would be very interesting to establish average-case lower bounds from weaker worst-case lower bounds, especially due to the fact that the Exponential-Time hypothesis (ETH; [IPZ01]) only implies that \( \text{NP} \nsubseteq \text{DTIME}(2^{o(n/\log n)}) \), which just falls short of satisfying the hypothesis of Item (3) of Theorem 1.2. Moreover, building on the work of Impagliazzo [Imp11], Hirahara and Nanashima [HN21] constructed an oracle \( \mathcal{O} \) such that \( \text{PH}^\mathcal{O} \nsubseteq \text{DTIME}(2^{o(n/\log n)})^\mathcal{O} \) and yet \( \text{DistPH}^\mathcal{O} \subseteq \text{AvgP}^\mathcal{O} \), meaning that no relativizing proof techniques can show strong average-case lower bounds such as \( \text{DistPH} \nsubseteq \text{AvgP} \) from worst-case hardness assumptions such as \( \text{PH} \nsubseteq \text{DTIME}(2^{o(n/\log n)}) \). We remark that the proof for Item (2) in Theorem 1.2 in [Hir21] does relativize, while the proofs for Item (1) and (3) “almost relativize” in the sense that the only non-relativizing part of the proofs is the theorem of Buhrman, Fortnow and Pavan [BFP05] showing the existence of a complexity-theoretic pseudorandom generator in Heuristica.

1.3 Our Results

In this paper, we generalize the proof techniques from [Hir21] to show that worst-case lower bounds much weaker than \( 2^{O(n/\log n)} \) already imply super-linear-time average-case lower bounds. Formally, we have the following theorem.

**Theorem 1.3.** The following hold:

1. \( \text{UP} \nsubseteq \text{DTIME}\left[2^{O(\sqrt{n \log n})}\right] \) implies \( \text{NTIME}[n] \times \{\mathcal{U}_{\text{para}}\} \nsubseteq \text{Avg}_{1/2}\text{TIME}[\tilde{O}(n)] \).
2. \( \Sigma_k \text{TIME}[n] \nsubseteq \text{DTIME}\left[2^{O(\sqrt{n \log n})}\right] \) implies \( \Sigma_2 \text{TIME}[n] \times \{\mathcal{U}_{\text{para}}\} \nsubseteq \text{Avg}_{1/2}\text{TIME}[\tilde{O}(n)] \) for every constant \( k \).

---

ETH implies that 3SAT cannot be solved in time \( 2^{o(m)} \) on 3CNF formulas with \( m \) variables and \( O(m) \) clauses, which implies that 3SAT \( \nsubseteq \text{DTIME}(2^{o(n/\log n)}) \) because 3CNF formulas can be encoded in \( n := O(m \log m) \) bits as a binary string.
3. ETH implies $\text{NTIME}[n] \times \{U^{\text{para}}\} \not\subseteq \text{Avg}_{\text{DTIME}[n^{1+\epsilon}]} \text{TIME}[n^{1+\epsilon}]$ for some constant $\epsilon$.

Here, $U^{\text{para}}$ denotes a “parameterized uniform distribution”, which is a slight generalization of the uniform distribution (see Definition 3.7). $\text{Avg}_{1/2} \text{TIME}[O(n)]$ denotes the class of distributional problems that can be solved by quasi-linear-time errorless heuristics with failure probability at most $1/2$.

We present the significance of the three results of Theorem 1.3 below. The second item of Theorem 1.3 shows that the second level $\Sigma_2 \text{TIME}[n]$ of the linear-time version of PH is super-linearly average-case hard under the worst-case assumption that $\Sigma_2 \text{SAT}$ cannot be solved in time $2^{O(\sqrt{n})}$ on inputs of length $n$. Here, $\Sigma_k \text{SAT}$ is the problem of deciding, given a Boolean circuit $C$ on $mk$ inputs, whether

$$\exists y_1 \in \{0,1\}^m, \forall y_2 \in \{0,1\}^m, \ldots, Q_k y_k \in \{0,1\}^m, C(y_1, \ldots, y_k) = 1$$

is true or not, where $Q_k := \exists$ if $k$ is odd and $Q_k := \forall$ if $k$ is even. This problem is a canonical complete problem for the $k$-th level $\Sigma_k \text{P}$ of PH under quasi-linear time reductions (see, e.g., [JMV15]). In particular, $\Sigma_1 \text{SAT}$ is equivalent to the Circuit Satisfiability problem and ETH implies that $\Sigma_1 \text{SAT} \not\in \text{DTIME}(2^{o(n/\log n)})$. Solving $\Sigma_2 \text{SAT}$ is known to be notoriously hard: The first algorithm faster than the trivial brute-force algorithm for $k \geq 2$ was given in [SW15] and runs in time $2^{n-n^{1/(k+1)}}$ on CNF formulas with $n$ variables. No non-trivial algorithm for general Boolean circuits is known.

The second item of Theorem 1.3 makes an important progress on a central and long-standing open question in the theory of structural average-case complexity. The influential paper of Impagliazzo [Imp95] mentioned

"a central problem in the structure of average-case complexity is: if all problems in NP are easy on average, can the same be said of all problems in the polynomial hierarchy?"

Impagliazzo [Imp11] constructed an oracle under which $\text{DistNP} \subseteq \text{AvgP}$ and $\text{Dist} \Sigma_2 \text{P} \not\subseteq \text{HeurSIZE}(2^{n^\alpha})$ for some constant $\alpha > 0$, thereby explaining the difficulty of resolving this open problem. Previously, it was unknown whether average-case easiness of $\Sigma_{k+1} \text{TIME}[n]$ follows from average-case easiness of $\Sigma_k \text{TIME}[n]$ for any constant $k$. The contrapositive of our second result shows that even worst-case easiness of $\Sigma_k \text{TIME}[n]$ follows from average-case easiness of $\Sigma_2 \text{TIME}[n]$ for all constants $k$.

The third item of Theorem 1.3 shows that some super-linear-time average-case hardness of $\text{NTIME}[n]$ follows from ETH, which is one of the popular worst-case assumptions. $\text{Avg}_{\text{DTIME}[n^{1+\epsilon}]} \text{TIME}[n^{1+\epsilon}]$ is the class of distributional problems $(L, \mathcal{D})$ such that there exists an errorless heuristic scheme running in time $n^{1+\epsilon}/\delta$ that solves $L$ with failure probability $\delta$ for any given parameter $\delta$, and moreover whether the heuristic algorithm fails or not can be computed in time $n^{1+\epsilon}$; see Definition 9.1 for a precise definition. We mention that the Hamiltonian path problem can be solved on average with respect to the Erdős–Rényi random graph in this average-case sense [GS87]. We note that, as in our second result, $\Sigma_k \text{TIME}[n] \not\subseteq \text{DTIME} \left[ 2^{O(\sqrt{n \log n})} \right]$ also implies $\text{NTIME}[n] \times \{U^{\text{para}}\} \not\subseteq \text{Avg}_{\text{DTIME}[O(n)]} \text{TIME}[O(n)]$ for every constant $k$; see Corollary 9.6.

The first item of Theorem 1.3 shows that $\text{NTIME}[n]$ is super-linearly hard on average under the worst-case assumption that UP cannot be solved in time $2^{O(\sqrt{n})}$ on inputs of length $n$. UP is the complexity class of problems that can be solved by nondeterministic polynomial-time algorithms.

---

\footnote{We mention that the constant $1/2$ can be actually improved to any constant smaller than 1.}
whose accepting path is always at most 1 and is known to characterize the complexity of worst-case injective one-way functions [Ko85, GS88]. The trivial deterministic upper bound on UP is $\text{DTIME}(2^{O(n)})$ and thus the hypothesis that $\text{UP} \not\subset \text{DTIME} \left[ 2^{O(\sqrt{n \log n})} \right]$ is quite plausible.

In addition to Theorem 1.3, we suggest a new approach to bypass the impossibility results of [FF93, BT06b]. We observe that a reduction that uses a limited amount of nondeterministic bits is not subject to these impossibility results. Let $\text{NTIMEGUESS}[t(n), g(n)]$ denote the complexity class of problems solvable by $t(n)$-time nondeterministic algorithms that use at most $g(n)$ nondeterministic bits on inputs of length $n$. We show that the average-case hardness of NP follows from the worst-case assumption that certificates for UP cannot be “compressed” into $o(n)$ bits:

**Theorem 1.4.** For every constant $\epsilon > 0$, if $\text{UP} \not\subset \text{NTIMEGUESS}[\text{poly}(n), \epsilon n]$, then $\text{NP} \times \{\text{U}^{\text{para}}\} \not\subset \text{Avg}_{1/2} \text{P}$.

Interestingly, for $\epsilon = 1$, Theorem 1.4 can be proved by a black-box reduction that uses $n$ nondeterministic bits. Similarly, we also prove the following theorem.

**Theorem 1.5.** For every constant $\epsilon > 0$, if $\text{NP} \not\subset \text{NTIMEGUESS}[\text{poly}(n), \epsilon n]$, then $\Sigma_2 \text{P} \times \{\text{U}^{\text{para}}\} \not\subset \text{Avg}_{1/2} \text{P}$.

We remark that for Theorem 1.4 and Theorem 1.5, we indeed show a certain “easy-witness lemma” [IKW02, MW20]. Take Theorem 1.5 for example, we indeed prove that assuming $\Sigma_2 \text{P} \times \{\text{U}^{\text{para}}\} \subset \text{Avg}_{1/2} \text{P}$, for every $L \in \text{NP}$ and every verifier $V$ for $L^9$, $x \in L$ implies that there exists a $y$ such that $K^{\text{poly}(n)}(y) \leq \epsilon n$ and $V(x,y) = 1$. In other words, every yes instance $x$ of $L$ admits an “easy witness” $y$ that can be compressed into $\epsilon n$ bits. This is similar to the easy-witness lemmas proved in [IKW02, MW20]. In particular, [MW20] proved that if NP admits fixed-polynomial size circuits, then for every verifier $V$ for some $L \in \text{NP}$, $x \in L$ implies that there exists a $y$ such that $y$ is the truth-table of a small circuit and $V(x,y) = 1$.

Finally, we mention that the most technical ingredient of our result is a construction of extremely efficient hitting set generators (HSGs) and pseudorandom generators (PRGs)\footnote{See Section 3.5 for formal definitions of HSGs and PRGs.} under the assumption that $\text{NTIME}[n]$ is easy on average. More specifically, we prove the following.

**Lemma 1.6.** Assuming that $\text{NTIME}[n] \times \{\text{U}^{\text{para}}\} \subset \text{Avg}_{1/2} \text{TIME}[\tilde{O}(n)]$, for every large enough $t$ and $m$ such that $\log t \leq m \leq t$, there exist an HSG $H_{t,m}$ and a PRG $G_{t,m}$ satisfying the following:

1. $H_{t,m}$ has $O(\log(t))$ seed length and is computable in $\tilde{O}(t) \cdot \text{poly}(m)$ time.
2. $G_{t,m}$ has $O(\log(m))$ seed length and is computable in $\tilde{O}(t) \cdot \text{poly}(m)$ time with $O(\log t)$ bits of advice.

We note that our construction of the PRG $G_{t,m}$ has a shorter seed length compared to that of the HSG $H_{t,m}$, at the expense of requiring $O(\log t)$ bits of advice to compute. In [BFP05], $O(\log t)$-seed length PRG fooling $t$-time computation that is computable in $\text{poly}(t)$ time is constructed, under the assumption that $\text{DistNP} \subset \text{AvgP}$. Lemma 1.6 is a fine-grained version of the construction in [BFP05]: we start from a much stronger assumption to get a much more efficient PRG/HSG.
construction. See Section 2 for an overview of how Lemma 1.6 is proved and why it is needed, and Section 4 for formal proofs.\footnote{Indeed, in Section 4 we obtain a general trade-off between the average-case easiness of NTIME[n] and the efficiency of the constructed PRGs/HSGs, see Theorem 4.1 and Lemma 4.6 for details.}

## 2 Techniques Overview

Now we discuss the intuitions behind our results. For concreteness we will first focus on proving the following theorem, and then discuss how to adapt the techniques to prove our other results.

**Theorem 2.1.** $\Sigma_2 \text{TIME}[n] \times \{ \mathcal{U}_{\text{para}} \} \subseteq \text{Avg}_{1/2} \text{TIME}[\tilde{O}(n)]$ implies that $\text{NP} \subseteq \text{TIME}[2^{O(\sqrt{n \log n})}]$.

Note that the contrapositive of Theorem 2.1 says that $\text{NP} \not\subseteq \text{TIME}[2^{O(\sqrt{n \log n})}]$ implies $\Sigma_2 \text{TIME}[n] \times \{ \mathcal{U}_{\text{para}} \} \not\subseteq \text{Avg}_{1/2} \text{TIME}[\tilde{O}(n)]$.

### 2.1 Review of the Framework in [Hir21]

Since our results crucially build on the framework introduced by Hirahara [Hir21], it would be instructive to first review his approach for worst-case to average-case reduction based on meta-complexity, and examine why it requires a $2^{O(n/\log n)}$ worst-case lower bound.

#### 2.1.1 Key insight: Computational shallowness implies efficient algorithms

**Computational depth and worst-case to average-case reduction.** One crucial concept introduced in [Hir21] is the $(s, t)$-time-bounded computational depth, defined as $cd^{s,t}(x) := K^s(x) - K^t(x)$, where $K^t(x)$ is the time-bounded Kolmogorov complexity (see Section 3.4 for the formal definition). This is a generalization of the computation depth, $cd^t(x) := K^t(x) - K(x)$, defined by [AFvMV06].

Computational depth provides a fundamental link between worst-case complexity and average-case complexity of NP. In particular, [AF09] showed that, if NP is easy on average (DistNP $\subseteq$ AvgP), then an input $x$ to a language $L \in \text{NP}$ can be solved in $2^{O(\log^\alpha(n) + \log |x|)}$ time; that is, one can solve all shallow inputs (inputs with small $cd^{\text{poly}(n)}$) very efficiently.

**Time-bounded computational depth suffices.** The key insight of [Hir21] is that under certain assumptions, one can generalize the above results to hold for time-bounded computational depth as well. For instance, Hirahara [Hir21] proved:

**Lemma 2.2 (Informal).** If $\Sigma_2 \text{P} \times \{ \mathcal{U}, T \} \subseteq \text{AvgP}$, then for every $L \in \text{NP}$ there is a polynomial $p$ such that for every input $x$ and $t \geq \text{poly}(n)$, one can solve $L$ on input $x$ in $2^{O(\log^\alpha(n) + \log |x|)}$ time.

Lemma 2.2 is a significant conceptual improvement: now we can consider multiple values of $t$, and $L$ is easy to solve on input $x$ if $cd^{\text{poly}(t)}(x)$ is small for any of the considered $t$. In more details, let $\tau \in \mathbb{N}$ be a parameter, $t_0 = \text{poly}(n)$, and $t_i = p(t_{i-1})$ for $i \in [\tau]$. We have the following telescoping sum

\[
\sum_{i \in [\tau]} cd^{t_{i-1}}(x) = \sum_{i \in [\tau]} [K^{t_{i-1}}(x) - K^{t_i}(x)] = K^{t_0}(x) - K^{t_{\tau}}(x) \leq K^{t_0}(x) \leq n + O(1).
\]
It then follows that there exists an \( i \in \lceil \frac{n}{n} \rceil \) such that \( cd^{i-1,q}(x) \leq n/\tau + O(1) \), meaning that we can solve \( L(x) \) in \( 2^{n/\tau} \cdot \text{poly}(t_i) \leq 2^{n/\tau} \cdot \text{poly}(t_\tau) \) time. So our goal now is to carefully choose \( \tau \) to minimize the running time. Since \( t_\tau = 2^{\log n - O(1)} \), setting \( \tau = \epsilon \log n \) for a small enough constant \( \epsilon > 0 \) leads to \( t_\tau \leq 2^{n/\epsilon} \), and the final running time \( 2^{O(n/\tau)} = 2^{O(n/\log n)} \) for \( L \in \text{NP} \). To summarize, from Lemma 2.2 we can show that \( \Sigma_2^P \times \{U, T\} \subseteq \text{AvgP} \) implies \( \text{NP} \subseteq \text{DTIME}[2^{O(n/\log n)}] \).

**Bottleneck for improvement: the blow-up function \( p(t) \).** The argument above can only achieve running time \( 2^{O(n/\log n)} \) since \( t_\tau = 2^{\log n - O(1)} \) grows too fast: to make \( t_\tau \) smaller than \( 2^n \), we have to take \( \tau \leq O(\log n) \), meaning that the running time is at least \( 2^{O(n/\log n)} \).

Assume for now that \( p(t) \) is linear in \( t \). It follows that \( t_\tau = 2^{\log n + O(\tau)} \), and then setting \( \tau = \sqrt{n} \) leads to a much faster running time of \( 2^{O(V\sqrt{n})} \). Similarly, by a slightly more involved calculation, if we have \( p(t) = \tilde{O}(t) \cdot \text{poly}(n) \), we can also obtain a running time of \( 2^{O(V\sqrt{n}\log n)} \). In this case, since \( p(t) \) also depends on \( n \), we will write it as \( p_n(t) \) to avoid confusion.

### 2.1.2 Why \( p(t) \) has to be a large polynomial in [Hir21]

We now know that the key to improving the result in [Hir21] is the blow-up function \( p(t) \). Therefore, it is crucial to understand why the blow-up function \( p(t) \) has to be a polynomial in Lemma 2.2.

The proof of Lemma 2.2 in [Hir21] consists of many components, and \( p(t) \) is indeed a composition of several polynomial blow-up functions, each for one component.\(^{12}\)

We will focus on one important component in the proof of Lemma 2.2 and understand why the blow-up function of the component, which we denote by \( \tau(t) \), has to be a big polynomial. Since the overall blow-up \( p(t) \) has to be at least \( \tau(t) \), improving this \( \tau(t) \) to be quasi-linear in \( t \) is necessary for improving \( p(t) \). Furthermore, it turns out that the ideas behind improving this \( \tau(t) \) are already enough to simultaneously improve the blow-up functions for all other components.

**Fast algorithm for Gap(K^A vs K).** One important component used by [Hir21] is the following algorithm for the Gap(K^A vs K) problem. Roughly speaking, if \( \Sigma_2^P \) is easy on average, then one can distinguish between strings with small \( K^{\mathsf{SAT}} \) complexity and large \( K^{\mathfrak{t}} \) complexity. (See Section 3.4 for a formal definition of \( K^{\mathfrak{t}}(A)(x) \).)

**Lemma 2.3 ([Hir18, Hir20b, Hir20a]).** If \( \Sigma_2^P \times \{U, T\} \subseteq \text{AvgP} \), then there is an algorithm \( A^{\text{Gap-K}^{\mathfrak{t}}} \) and a polynomial \( \tau \) such that

1. \( A^{\text{Gap-K}^{\mathfrak{t}}} \) takes \( x \in \{0,1\}^n \) and \( s,t \in \mathbb{N} \) with \( t \geq \max(n, s) \) as inputs, and runs in \( \text{poly}(t) \) time.

2. If \( K^{\mathsf{SAT}}(x) \leq s \), then \( A^{\text{Gap-K}^{\mathfrak{t}}}(x, s, t) = 1 \).

3. If \( K^{\mathfrak{t}}(x) \geq s + c \log t \), then \( A^{\text{Gap-K}^{\mathfrak{t}}}(x, s, t) = 0 \), where \( c \geq 1 \) is a constant.

Most importantly, the blow-up function \( \tau \) is one crucial component in the overall blow-up function \( p(t) \), meaning that \( p(t) \) must be at least \( \tau(t) \).

### 2.1.3 Analyzing the blow-up function \( \tau \) in \( A^{\text{Gap-K}^{\mathfrak{t}}} \): Derandomization is the bottleneck

Now we wish to analyze why the blow-up function \( \tau(t) \) in \( A^{\text{Gap-K}^{\mathfrak{t}}} \) has to be a polynomial and see if we can improve it to a quasi-linear function in \( t \). We need the following two crucial technical components to discuss the proof of Lemma 2.3.

\(^{12}\)We will not review all the components in this technical overview; the interested reader can refer to [Hir21, Section 2] for an exposition of the ideas behind Lemma 2.2.
Direct product generators and derandomization from $\text{DistNP} \subseteq \text{AvgP}$. The first ingredient is the direct product generator $\text{DP}_{n,k}: \{0,1\}^n \times \{0,1\}^k \rightarrow \{0,1\}^{nk+k}$, defined as
\[ \text{DP}_{n,k}(y; z_1, z_2, \ldots, z_k) = (z_1, z_2, \ldots, z_k, \langle y, z_1 \rangle, \langle y, z_2 \rangle, \ldots, \langle y, z_k \rangle), \]
where $\langle y, z \rangle$ denotes the inner product between the two vectors $y$ and $z$ over $\mathbb{F}_2$. We use $d = nk$ to denote the seed length of the $\text{DP}_{n,k}$ and write $\text{DP}_{n,k}$ as $\text{DP}_k$ when $n$ is clear from the context.

**Theorem 2.4.** *(Reconstruction property of $\text{DP}_k$: Informal)* There exists a randomized polynomial-time oracle algorithm $R^{(c)}$ satisfying the following. Let $D: \{0,1\}^{d+k} \rightarrow \{0,1\}$ be an oracle such that $D$ distinguishes the output distribution $\text{DP}_{n,k}(y; U_d)$ from $U_{d+k}$; that is
\[ \left| \Pr_{z \sim U_d} [D(\text{DP}_k(y; z)) = 1] - \Pr_{w \sim U_{d+k}} [D(w) = 1] \right| \geq 1/4. \]

Then with high probability over an internal coin flip of $R^{(c)}$, there exists an advice string $\alpha \in \{0,1\}^{k + O(\log n)}$ such that $R^D(\alpha)$ outputs $y$.

Note that the reconstruction algorithm $R^{(c)}$ of Theorem 2.4 is randomized. One can derandomize that reconstruction algorithm using a PRG (pseudorandom generators), whose existence is implied by $\text{DistNP} \subseteq \text{AvgP}$. 

**Theorem 2.5** ([BFP05]). $\text{DistNP} \subseteq \text{AvgP}$ implies that there is an $O(\log n)$-seed $\text{poly}(n)$-time computable PRG fooling circuits of size $n$.

**Proof sketch of Lemma 2.3.** We will solve the following task instead:

- Given $x \in \{0,1\}^n$ and $s, t \in \mathbb{N}$ as input with the promise that $K^{t, \text{SAT}}(x) \leq s$, find a witness to $K^{t(t)}(x) \leq s + O(\log t)$.

Note that an algorithm $B$ for the task above immediately gives an algorithm for $A^\text{Gap-K^t}$: run $B(x, s, t)$ to obtain a program $\Pi$, and accept iff $\Pi$ outputs $x$ in $\tau(t)$ time and $|\Pi| \leq s + c \log t$.

Let $k$ be a parameter to be chosen later. We consider the output distribution $\text{DP}_k(x; U_d)$ (recall that here $d = nk$). For all $z \in \{0,1\}^d$ and a large enough universal constant $c_1 \geq 1$, we have
\[ K^{2t, \text{SAT}}(\text{DP}_k(x; z)) \leq K^{t, \text{SAT}}(x) + d + c_1 \leq s + d + c_1, \tag{1} \]
since one can first compute $x$ and then compute $\text{DP}_k(x; z)$, and our promise ensures $K^{t, \text{SAT}}(x) \leq s$.

We then set $k = s + 2c_1$, so that $s + d + c_1 = d + k - c_1$. Now, consider the following function $D: \{0,1\}^{d+k} \rightarrow \{0,1\}$, defined as $\hat{D}(w) := [K^{2t, \text{SAT}}(w) \leq s + d + c_1]$. Note that $\hat{D}(w)$ can be computed in $O(t)$ $\Sigma_2$-time. Hence, from our assumption that $\text{Dist}\Sigma_2 \subseteq \text{AvgP}$, for some $T_D(t) = \text{poly}(t)$, we have a $T_D(t)$-time heuristic $D(w)$ such that $D(w) \in \{\hat{D}(w), \perp\}$ for every $w \in \{0,1\}^{d+k}$, and $D(w) = \hat{D}(w)$ for at least half of $w \in \{0,1\}^{d+k}$.

In particular, from the above conditions on $D$, together with (1) and the fact that $s + d + c_1 = |w| - c_1$ for a large enough constant $c_1$, we have:

1. $D(\text{DP}(x; z)) \neq 0$ for all $z \in \{0,1\}^d$. *(i.e., $\Pr_{z \sim U_d}[D(\text{DP}(x; z)) = 0] = 0$).*
2. $\Pr_{w \sim U_{d+k}}[D(w) = 0] \geq 1/4$.

That is, $D$ is a distinguisher between $\text{DP}(x; U_d)$ and $U_{d+k}$ with a constant advantage. By Theorem 2.4, there is a $\text{poly}(n)$-time randomized oracle algorithm $R^{(c)}$ that takes $k + O(\log n)$ bits of advice and $D$ as oracle and outputs $x$ with high probability. The composed algorithm $\hat{R}^D$ runs in $\text{poly}(n) \cdot T_D(t)$ randomized time, and takes $k + O(\log n)$ bits of advice.

\[ \text{Informal} \] an $(s + c \log t)$-bit program outputting $x$ in $\tau(t)$ time.
Derandomize $R^D$. Still, to find a witness to $K^{(t)}(x) \leq k + O(\log t)$, we have to derandomize $R^D$ into a deterministic algorithm. We can achieve this by replacing the randomness of $R^D$ with the outputs of the PRG from Theorem 2.5. Now $R^D$ is derandomized with a polynomial-overhead into a $p^{dr}(T_D(t) \cdot \text{poly}(n))$-time deterministic algorithm with $k + O(\log t)$ bits of advice that outputs $x$. Here, $p^{dr}(-)$ (dr stands for derandomization) is the derandomization overhead incurred by applying Theorem 2.5.

To summarize, we have $K^{p^{dr}(T_D(t) \cdot \text{poly}(n))}(x) \leq k + O(\log t)$, meaning that we need to set
\[
\tau(t) = p^{dr}(T_D(t) \cdot \text{poly}(n)).
\]

Improving $\tau(t)$. As discussed above, we hope to get $\tau(t) = \tau_n(t) = \tilde{O}(t) \cdot \text{poly}(n)$. Examining (2), we have to ensure two conditions:

1. $T_D(t) = \tilde{O}(t)$ and
2. $p^{dr}(t) = p^{dr}_n(t) \leq \tilde{O}(t) \cdot \text{poly}(n)$.

Note that $T_D(t) = \tilde{O}(t)$ can be achieved if we are willing to assume $\Sigma_2\text{TIME}[n] \times \{\text{para}\} \subseteq \text{Avg}_{1/2}\text{TIME}[O(n)]$, as we already did in Theorem 2.1. Achieving $p^{dr}(t) \leq \tilde{O}(t) \cdot \text{poly}(n)$ is much more involved, as we have to get a near-optimal derandomization of the randomized reconstruction algorithm $R^D$ from the assumption that $\Sigma_2\text{TIME}[n] \times \{\text{para}\} \subseteq \text{Avg}_{1/2}\text{TIME}[O(n)]$.

2.2 Extremely Efficient HSGs and PRGs from Average-case Easiness of NP

One of our main technical contributions is the construction of extremely efficient HSGs (hitting set generators)\(^{14}\) and PRGs that suffice to derandomize $R^D$ with minor overhead, from the assumption that $\text{NTIME}[n] \times \{\text{para}\} \subseteq \text{Avg}\text{TIME}_{1/2}[O(n)]$.

Requirements on the extremely efficient HSGs for the derandomization of $R^D$. Recall that we are given a randomized algorithm $R^D$ that runs in $t_1 = \tilde{O}(t) \cdot \text{poly}(n)$ time and takes $n_{\text{adv}} = k + O(\log n) \leq O(n)$ bits as advice. We further observe that $R^D$ only takes $n_t = \text{poly}(n)$ random bits from Theorem 2.4, since the oracle $D$ is a uniform deterministic algorithm. Let $R^D(r)$ be the output of $R^D$ given randomness $r \in \{0, 1\}^{n_t}$; then, we have
\[
\Pr_{r \sim U_{n_t}} [R^D(r) = x] \geq 2/3.
\]

We wish to replace the randomness $r$ of $R^D(r)$ by an output of an HSG. To achieve this, we want an HSG $H: \{0, 1\}^{O(\log t)} \rightarrow \{0, 1\}^{n_t}$ that $0.1$-hits $t_1$-time randomized algorithms that take $n_{\text{adv}}$-bits as advice on $n_t$-bit inputs. Given such an HSG $H$, it follows that there is $u \in \{0, 1\}^{O(\log t)}$ such that
\[
R^D(H(u)) = x.
\]

In other words, given an additional advice $u \in \{0, 1\}^{O(\log t)}$, we have a deterministic algorithm $R^D(H(u))$ that outputs $x$. Here, $R^D(H(u))$ uses $k + O(\log t)$ bits of advice in total, and runs in $t_1 + T_G$ time, where $T_G$ is the running time of computing $H(u)$ given $u$. Therefore, to get $K^{O(t) \cdot \text{poly}(n)}(x) \leq k + O(\log t)$ from the algorithm $R^D(H(u))$, we need $T_G = \tilde{O}(t) \cdot \text{poly}(n)$.

\(^{14}\)See Section 3.5 for a formal definition of HSGs.
Our HSG construction. As the technical centerpiece of this paper, we construct the required HSG from the assumption that $\text{NTIME}[n] \times \{\text{para}\} \subseteq \text{AvgTIME}[\overline{O}(n)]$.

Lemma 2.6 (Special case of Lemma 4.6). Assuming that $\text{NTIME}[n] \times \{\text{para}\} \subseteq \text{Avg}_{1/2}\text{TIME}[\overline{O}(n)]$, for every large enough $t$ and $m$ such that $\log t \leq m \leq t$, there exists an HSG $H_{t,m}$ satisfies the following:

1. $H_{t,m}$ 0.1-hits $t$-time deterministic algorithms with $m$ bits of advice on $m$-bit inputs.

2. $H_{t,m}$ has $O(\log(t))$ seed length and is computable in $\overline{O}(t) \cdot \text{poly}(m)$ time.

We mention that combining Lemma 2.6 with a careful “bootstrapping” argument, we are able to construct a $\overline{O}(t) \cdot \text{poly}(m)$-time-computable PRG $G_{t,m}$ fooling similar algorithms, with a near-optimal seed length $O(\log m)$. However, the cost is that now our PRG $G_{t,m}$ requires $O(\log t)$ bits of advice to compute. We also remark that we have a trade-off between the $\text{AvgTIME}_{1/2}$ upper bound and the running time of the PRG (HSG). See Theorem 4.1 for the details.

2.2.1 HSGs for “weakly non-uniform” algorithms using the HSG for “low-end” derandomization and strings with high time-bounded Kolmogorov complexity

Note that the most interesting setting for Lemma 2.6 is when $t \gg m$, since if $m \geq t^{\Omega(1)}$, the running time requirement becomes poly$(t)$, and we can resort to Theorem 2.5. Hence, unlike the usual goal in derandomization that one wishes to hit (or fool for PRGs) maximumly non-uniform algorithms (a.k.a. circuits), our goal here is only to hit “weakly non-uniform” algorithms, whose non-uniformity is much less than its running time. But on the other hand, we wish the running time of the HSG $H$ is quasi-linear in the running time $t$ and polynomial in the non-uniformity $m$.

Perhaps surprisingly, we managed to prove Lemma 2.6 using the HSG construction from [SU05] intended for “low-end” derandomization (i.e., it was intended for the trade-off between weaker lower bounds and slower derandomization). In particular, [SU05] gives the following construction of HSG.

Theorem 2.7 ([SU05], Informal version of Theorem 3.11). For every $t, m \in \mathbb{N}$ such that $t \geq m \geq \log t$, there is a $t \cdot \text{poly}(m)$-time algorithm $SU_{t,m} : \{0,1\}^t \times \{0,1\}^{O(\log t)} \rightarrow \{0,1\}^m$ and a poly$(m)$-time deterministic oracle algorithm $\text{Rcon}^{(\cdot)}$ that takes poly$(m)$ bits of advice, such that for every $x \in \{0,1\}^t$ and for every $D$ that 0.1-avoid $SU_{t,m}(x, \cdot)$, there exists an advice $\alpha$ so that for every $i \in [t]$, $\text{Rcon}^D(i, \alpha) = x_i$.

Our crucial observation here is that Theorem 2.7 enables us to construct HSGs fooling weakly non-uniform algorithms with assumptions much weaker than circuit lower bounds. This observation is crucial for our proof of Lemma 2.6.

Formally, we recall a “local” version of $t$-time bounded Kolmogorov complexity, denoted by $K_{\text{loc}}(x)$, such that $K_{\text{loc}}(x)$ is the minimum size of a program $\Pi$ such that $\Pi(i)$ outputs $x_i$ in $t$ time for every $i \in [|x|]$. It is not hard to see that $K_{\text{loc}}(x) \geq t$ is essentially equivalent to saying that the circuit complexity of $x$ is at least $t$ (up to a polylog$(t)$ factor).

We claim that for some large enough constant $\epsilon \geq 1$, $t_1 = t \cdot m^\epsilon$ and any $x \in \{0,1\}^t$, if $K_{\text{loc}}(x) \geq m^\epsilon$, then $SU_{|x|,m}(x, \cdot)$ 0.1-hits all $t$-time algorithms on $m$-bit inputs and with $m$-bit advice. Since if $SU_{|x|,m}(x, \cdot)$ fails to 0.1-hit some $t$-time algorithm $D$ on $m$-bit inputs with $m$-bit advice, by Theorem 2.7, there is an advice $\alpha \in \{0,1\}^{\text{poly}(m)}$ such that for every $i \in [|x|]$, $\text{Rcon}^D(i, \alpha) = x_i$. This procedure $\text{Rcon}^D(\cdot, \alpha)$ implies that $K_{\text{loc}}(x) < m^\epsilon$, a contradiction to our assumption.

Therefore, to prove Lemma 2.6, it suffices to resolve the following construction problem.

\[\text{Our task is somewhat similar to the question of optimal derandomization for } \text{BPTIME}[n^k] \text{ studied in } [CT21], \text{ which aims to derandomize } n^k \text{-time randomized algorithms with } n \text{-bit non-uniform advice. The difference is that } [CT21] \text{ also requires the seed length of the PRG to be } (1 + o(1)) \log n \text{ to keep the derandomization overhead at most } n^{1+o(1)} \text{. But here, we are fine with an } O(\log t) \text{-length seed.}\]
Problem 2.8. Assuming that $\text{NTIME}[n] \times \{U^\text{para}\} \subseteq \text{Avg}_{\Omega_1/2} \text{TIME}[\tilde{O}(n)]$. Given $t, m \in \mathbb{N}$ with $m \ll t$, in $t \cdot \text{poly}(m)$ time construct a string $x \in \{0, 1\}^*$ satisfying $K^t_{\text{loc}}(x) \geq m$.

Note that $|x|$ is clearly bounded by the construction time $t \cdot \text{poly}(m)$, so $SU|_{x|m}$ is computable in $|x| \cdot \text{poly}(m) = t \cdot \text{poly}(m)$ time, as desired.

2.2.2 A refined version of [BFP05]

Our solution to Problem 2.8 is inspired by the proof of Theorem 2.5 and follows a similar outline. However, since here we need a $t \cdot \text{poly}(m)$ running time, our algorithm has to be very refined.

Our starting point is the time hierarchy theorem [HS65]. In particular, there is a language $L \in \text{TIME}[2^n] \setminus \text{TIME}[2^n/n^2]$. Moreover, this language is in fact equipped with a uniform “refuter” $R$, such that given a code of an algorithm $B$ with running time at most $2^n/n^2$, for every large enough input length $n$, $R(B, n)$ outputs an $n$-bit input $x_n$ satisfying $L(x_n) \neq B(x_n)$. (See the proof of Theorem 4.2 for details.)

Next, we apply an efficient PCP to $L$ (e.g., [BGH+05, BV14]), with proof length $\ell = \ell(n) = n + O(\log n)$ and verifier $V$ running in $\text{poly}(n)$ time with $\ell$ bits randomness.

1. For an input $x \in \{0, 1\}^n$, $V_x$ takes an oracle $O_x: \{0, 1\}^\ell \rightarrow \{0, 1\}$ and also $\ell$ random bits.
2. If $x \in L$, there exists an oracle $O_x: \{0, 1\}^\ell \rightarrow \{0, 1\}$ such that $\Pr_{r \sim U_\ell} \left[V_x^{O_x}(r) = 1\right] = 1$. And there is a uniform algorithm computing the truth table of $O_x$ from $x$ in $2^n \cdot \text{poly}(n)$ time.
3. If $x \notin L$, for all oracle $O: \{0, 1\}^\ell \rightarrow \{0, 1\}$, we have $\Pr_{r \sim U_\ell} \left[V_x^{O}(r) = 1\right] \leq 1/2$.

Our algorithm solving Problem 2.8. Our algorithm works as follows:

1. Given $t, m \in \mathbb{N}$, we set $n = \log t + c_1 \log m$ for a large enough constant $c_1$.
2. We construct the code for a “cheating” algorithm $A_{\text{cheat}}$ with running time $2^n/n^2$ from our assumption that $\text{NTIME}[n] \times \{U^\text{para}\} \subseteq \text{Avg}_{\Omega_1/2} \text{TIME}[\tilde{O}(n)]$. We then apply the refuter $R$ to find an input $x_n \in \{0, 1\}^n$ such that $A_{\text{cheat}}(x_n) \neq L(x_n)$.
3. We output the truth table of $O_{x_n}$ (our proof will guarantee that $L(x_n) = 1$), which has length $2^n \cdot \text{poly}(n) \leq t \cdot \text{poly}(m)$.

It remains to specify the algorithm $A_{\text{cheat}}$, which is constructed in the following three steps:

1. We first design a Merlin–Arthur algorithm $A_1$ that attempts to solve $L$. On an input $x \in \{0, 1\}^n$, it guesses an $m$-bit program $P_I$ with a running time bound $t$, draws $r \sim U_{\ell'}$, and accepts iff $V_x^{P_I}(r) = 1$. To summarize, $A_1$ is a Merlin–Arthur algorithm with running time $t \cdot \text{poly}(m)$, proof complexity $m$, and randomness complexity $\ell$.
2. Under the assumption that $\text{NTIME}[n] \times \{U^\text{para}\} \subseteq \text{Avg}_{\Omega_1/2} \text{TIME}[\tilde{O}(n)]$, $A_1$ can be simulated by a nondeterministic algorithm $A_2$ with running time $t \cdot \text{poly}(m)$. (See Lemma 4.5.)
3. Again, under the assumption that $\text{NTIME}[n] \times \{U^\text{para}\} \subseteq \text{Avg}_{\Omega_1/2} \text{TIME}[\tilde{O}(n)]$, $A_2$ can be simulated by a deterministic algorithm $A_3$ with running time $t \cdot \text{poly}(m)$. (See Proposition 4.3.)

---

16See [Hir21, Lemma 3.4] for a quick proof sketch of Theorem 2.5.

17In fact, the proof strategy below is also inspired by the refuter-based proof of [CLW20] for proving almost-everywhere circuit lower bounds via the algorithmic method.
4. We set $A_{\text{cheat}} = A_3$. Since $c_1$ is a large enough constant, it follows that $A_{\text{cheat}}$ runs in $2^n/n^2$ deterministic time.

From time-hierarchy theorem and the refuter $R$, it follows that $A_{\text{cheat}}(x_n) \neq L(x_n)$. We claim that this means $L(x_n) = 1$ and $A_{\text{cheat}}(x_n) = A_1(x_n) = 0$. This is because if $L(x_n) = 0$, then on any guessed program $\Pi$, $A_1$ rejects with probability at least $1/2$, and hence $A_{\text{cheat}}(x_n) = A_1(x_n) = 0 = L(x_n)$.

Finally, we claim that when $A_{\text{cheat}}(x_n) = 0 \neq 1 = L(x_n)$, it follows that $K'(O_{x_n}) > m$. This is because, if $K'(O_{x_n}) \leq m$, then on some guessed $m$-bit program $\Pi$, we would have $\Pi$ computes $O_{x_n}$ in time $t$, and therefore $A_1$ would accept that proof. Consequently $A_{\text{cheat}}(x_n) = A_1(x_n) = 1$, a contradiction to our assumption. To summarize, our algorithm solves Problem 2.8 in $t \cdot \text{poly}(m)$ time, as desired. (See Section 4 for more details.)

### 2.2.3 Proof for Theorem 2.1

Finally, combining the algorithm above for Problem 2.8 with Theorem 2.7 proves Lemma 2.6, which gives us the desired derandomization to prove the following variant of Lemma 2.2:

**Lemma 2.9** (Special case of Lemma 7.2, informal). If $\Sigma_2 \text{TIME}[n] \times \{U^\text{para}\} \subseteq \text{Avg}_{1/2} \text{TIME}[\tilde{O}(n)]$, then for every $L \in \text{NP}$ there is $p_L(t) = \tilde{O}(t) \cdot \text{poly}(n)$ such that for every input $x$ and $t \geq \text{poly}(n)$, one can solve $L$ on input $x$ in $2^{\text{cd}(\text{poly}(n)) \cdot \text{poly}(t)}$ time.

We refer the readers to Section 7 for a formal proof of Lemma 7.2. The proof uses important technical ingredients that are proved in Section 5 and Section 6.

As already discussed in Section 2.1.1, Lemma 2.9 implies a $2^{O(\sqrt{n \log n})}$-time algorithm for $\text{NP}$ from the assumption that $\Sigma_2 \text{TIME}[n] \times \{U^\text{para}\} \subseteq \text{Avg}_{1/2} \text{TIME}[\tilde{O}(n)]$, thereby proving Theorem 2.1.

### 2.3 Average-case Hardness of $\Sigma_2 \text{TIME}[n]$ from Worst-case Hardness of $\Sigma_k \text{TIME}[n]$

Finally, we discuss how to prove Item (2) of Theorem 1.3. We state its contrapositive below.

**Theorem 2.10.** $\Sigma_2 \text{TIME}[n] \times \{U^\text{para}\} \subseteq \text{Avg}_{1/2} \text{TIME}[\tilde{O}(n)]$ implies $\Sigma_k \text{TIME}[n] \subseteq \text{DTIME}[2^{O(\sqrt{n \log n})}]$ for any constant $k \in \mathbb{N}$.

To prove Theorem 2.10, we utilize the advice-efficient HSG construction of [Hir20a] (see Theorem 7.1 for details) to prove the following fine-grained version of Lemma 2.9, which gives algorithms for any $\text{NTIME}[T(n)]$ language.

**Lemma 2.11** (Informal version of Lemma 7.2). If $\Sigma_2 \text{TIME}[n] \times \{U^\text{para}\} \subseteq \text{Avg}_{1/2} \text{TIME}[\tilde{O}(n)]$, then for every $L \in \text{NTIME}[T(n)]$ there is $p_L(t) = \tilde{O}(t) \cdot \text{poly}(n)$ such that for every input $x$ and $t \geq \text{poly}(T(n))$, one can solve $L(x)$ in $2^{\text{cd}(\text{poly}(n)) \cdot \text{poly}(t)}$ time.

Lemma 2.11 is very powerful. In particular, set $T(n) = 2^{O(\sqrt{n \log n})}$, $t_0 = \text{poly}(T(n))$, and $t_i = p_L(t_{i-1})$ for $i \in [\tau]$, where $\tau$ is a parameter. One can calculate that for $\tau \leq n$, it holds that $t_\tau \leq 2^{O(\sqrt{n \log n} + \tau \log n)}$, meaning that we can set $\tau = \sqrt{n / \log n}$ to get a $2^{O(\sqrt{n \log n})}$ time algorithm for $\text{NTIME}[T(n)]$. That is:
Corollary 2.12 (Simplified version of Corollary 7.5). If $\Sigma_2 \text{TIME}[n] \times \mathcal{U}_{\text{para}} \subseteq \text{Avg}^{1/2} \text{TIME}[	ilde{O}(n)]$, then

$$\text{NTIME}\left[2^{O\left(\sqrt{n \log n}\right)}\right] \subseteq \text{DTIME}\left[2^{O\left(\sqrt{n \log n}\right)}\right].$$

We claim that (3) implies that $\Sigma_k \text{TIME}[n] \subseteq \text{DTIME}\left[2^{O\left(\sqrt{n \log n}\right)}\right]$ for every $k \in \mathbb{N}$. This can be shown by a simple induction. First note that the base case for $k = 1$ follows directly from (3).

Now, for $k \geq 2$, assume that $\Sigma_{k-1} \text{TIME}[n] \subseteq \text{DTIME}\left[2^{O\left(\sqrt{n \log n}\right)}\right]$, we will establish the same containment for $\Sigma_k \text{TIME}[n]$. For a language $L \in \Sigma_k \text{TIME}[n]$, by definition (see Definition 3.2), there is a verifier $V(x, y)$ computable in $\Pi_{k-1} \text{TIME}[n]$, such that $L(x) = 1$ iff there exists $y \in \{0,1\}^{O(n)}$ with $V(x, y) = 1$. From our induction hypothesis, we also have that $\Pi_{k-1} \text{TIME}[n] \subseteq \text{DTIME}\left[2^{O\left(\sqrt{n \log n}\right)}\right]$, meaning that $V(x, y)$ can be computed in $2^{O\left(\sqrt{n \log n}\right)}$ time (note that $|x| + |y| \leq O(n)$).

Hence, it follows that $L \in \text{NTIME}\left[2^{O\left(\sqrt{n \log n}\right)}\right]$. Then from (3), we have $L \in \text{TIME}\left[2^{O\left(\sqrt{n \log n}\right)}\right]$ as well, which completes the proof.

**Organization**

In Section 3, we introduce the necessary technical ingredients for this paper. In Section 4, we construct extremely efficient PRGs/HSGs from the average-case easiness of $\text{NTIME}[n]$. In Section 5, we prove a fine-grained version of the algorithmic compression theorem in [Hir21] (see Theorem 5.5). In Section 6, we prove a fine-grained version of the weak symmetry of information in [Hir21] (see Theorem 6.1). In Section 7, we give a worst-case to average-reduction from $\Sigma_k \text{TIME}[n]$ to $\Sigma_2 \text{TIME}[n]$, for every constant $k$, and prove Item (2) of Theorem 1.3. In Section 8, we give a worst-case to average-case reduction from UP to $\text{NTIME}[n]$, and then prove Item (1) of Theorem 1.3 and Theorem 1.4. In Section 9, we consider error-less heuristic schemes whose running time can be efficiently estimated (i.e., $\text{Avg}^{T\text{IME}_2\text{TIME}[^{\beta(n)}]^{[\beta(n)]}}$, and prove Item (3) of Theorem 1.3. Finally, in Section 10, we use our new techniques to obtain interesting witness compression for languages in NP and prove Theorem 1.5.

**3 Preliminaries**

**3.1 Notation**

We use $\mathbb{N}$ to denote the set of all non-negative integers and $\mathbb{N}_{\geq 1} = \mathbb{N} \setminus \{0\}$. For any $k \in \mathbb{N}$, we let $\{1,2,\ldots,k\}$. For an integer $a \in \mathbb{N}$, we use $\text{bin}(a)$ to denote the Boolean string representing $a$ in binary (from the most significant bit to the least significant bit). For a Boolean string $x \in \{0,1\}^*$, we slightly abuse the notation and also use $\text{bin}(x)$ to denote the integer represented by $x$ in binary (i.e., $\text{bin}(x) = \sum_{i=1}^{\lfloor |x| / 2 \rfloor} 2^{|x|-i} \cdot x_i$).

We will use $\mathcal{U}_n$ to denote the uniform distribution over $\{0,1\}^n$. For a function $f : \mathbb{N} \rightarrow \mathbb{N}$, we use $f^{(k)}$ to denote the following $k \in \mathbb{N}$ times composition of $f$:

$$f^{(k)}(x) := \begin{cases} x & k = 0, \\ f(f^{(k-1)}(x)) & k \geq 1. \end{cases}$$
Let \( \Sigma \) be an alphabet set. For two strings \( \alpha, \beta \in \Sigma^* \), we use \( \alpha \circ \beta \) the concatenation between \( \alpha \) and \( \beta \). Sometimes we also simply write \( ab \) to denote concatenation when its meaning is clear from the context. We also use \( \epsilon \) to denote the empty string and let \( \Sigma^0 = \{ \epsilon \} \) for convenience.

We say a function \( \beta : \mathbb{N} \rightarrow \mathbb{N} \) is a good resource function if it is time-constructible, increasing, satisfies the property that \( \beta(a \cdot b) \geq a \cdot \beta(b) \), and is dominated by a polynomial (i.e., \( \beta(n) \leq O(n^k) \) for some \( k \in \mathbb{N} \)).

We use the shorthand \( (x, 1^t) \) to denote the string \( x \circ 01^t \in \{0, 1\}^{|x|+t+1} \), as both \( x \) and \( t \) can be recovered in time \( O(|x| + t) \). In particular, \( (\epsilon, 1^t) \) is encoded by \( 01^t \). We also need the following encoding of a tuple of integers into one single integer.

**Proposition 3.1.** There is a pair of encoding/decoding algorithm \( \text{Enc} : \mathbb{N}^* \rightarrow \mathbb{N} \) and \( \text{Dec} : \mathbb{N} \rightarrow \mathbb{N}^* \cup \{ \bot \} \) such that:

1. Both \( \text{Enc} \) and \( \text{Dec} \) runs in polynomial with respect to their inputs length.

2. For \( k \in \mathbb{N} \) and \( \bar{a} = (a_i)_{i \in [k]} \in \mathbb{N}^k \), we also use \( \langle \bar{a} \rangle = \langle a_1, \ldots, a_k \rangle \) to denote \( \text{Enc}(\bar{a}) \) for notation convenience, and we have \( \max_{i \in [k]} a_i \leq \langle \bar{a} \rangle \leq O_k(1) \cdot a_1 \cdot (\prod_{i=2}^k a_i)^2 \) and \( \text{Dec}(\langle \bar{a} \rangle) = \bar{a} \).

3. \( \text{Dec}(u) = \bot \) if \( u \neq \text{Enc}(\bar{a}) \) for every \( \bar{a} \in \mathbb{N}^* \).

**Proof.** Given a vector \( \bar{a} = (a_1, \ldots, a_k) \), we define \( \text{Enc}(\bar{a}) \) as follows. For each \( i \in \{2, \ldots, k\} \), we let \( \ell_i = \left| \text{bin}(a_i) \right| \), we duplicate each bit in \( \text{bin}(\ell_i) \) to get a string \( z_i \) of length \( 2 \cdot \text{bin}(\ell_i) \) (for example, if \( \text{bin}(\ell) = 101 \), we get 110011).

Then we set
\[
z = 1 \circ \text{bin}(a_1) \circ \text{bin}(a_2) \circ \cdots \circ \text{bin}(a_k) \circ 01 \circ z_2 \circ 01 \circ z_3 \circ \cdots \circ 01 \circ z_{\ell},
\]
where \( \circ \) means concatenation, and define \( \text{Enc}(\bar{a}) \) as the integer with binary representation \( z \) (i.e., \( \text{bin}(z) \)).

By simple calculation, one can verify that \( \text{Enc}(\bar{a}) \leq O_k(1) \cdot a_1 \cdot (\prod_{i=2}^k a_i)^2 \). Also, given the integer \( \text{Enc}(\bar{a}) \), one can easily decode the tuple by first recovering \( \ell_2, \ldots, \ell_k \) and then all of the \( a_i \)'s, thereby constructing the algorithm \( \text{Dec} \). We further let \( \text{Dec} \) output \( \bot \) if the decoding fails.

For a non-uniform randomized algorithm \( A \) on input \( x \in \{0, 1\}^n \) using advice string \( a_n \in \{0, 1\}^* \) and randomness \( z \in \{0, 1\}^* \), we let \( A(x; z)_{/a_n} \) denote the output of algorithm \( A \) on input \( x \) with randomness \( z \) and advice \( a_n \). (If the algorithm is deterministic, we omit \( z \), and if the algorithm is uniform, we omit \( a_n \).)

### 3.2 Complexity Classes

We will always consider the RAM model for computation in this paper.

**Definition 3.2** (Polynomial hierarchy with bounded running time). For functions \( T : \mathbb{N} \rightarrow \mathbb{N} \) and a constant \( k \in \mathbb{N} \), let \( \Sigma_k \text{TIME}[T] \) denote the class of languages \( L \) such that there is an \( O(T(n)) \)-time algorithm \( V \) such that, for every input \( x \), it holds that \( x \in L \) if and only if

\[
\exists y_1 \in \{0, 1\}^{O(T(|x|))}, \forall y_2 \in \{0, 1\}^{O(T(|x|))}, \ldots, Q_k y_k \in \{0, 1\}^{O(T(|x|))}, V(x, y_1, y_2, \ldots, y_k) = 1,
\]

where \( Q_k := \exists \) if \( k \) is odd and \( Q_k := \forall \) otherwise.

We also define \( \Pi_k \text{TIME}[T] \) be the class of languages whose complement is in \( \Sigma_k \text{TIME}[T] \). For the special case of \( k = 1 \), we let \( \text{NTIME}[T] \) denote \( \Sigma_1 \text{TIME}[T] \) and \( \text{coNTIME}[T] \) denote \( \Pi_1 \text{TIME}[T] \).
Definition 3.3 (Polynomial hierarchy with limited nondeterminism). For functions $T, G : \mathbb{N} \rightarrow \mathbb{N}$ and a constant $k \in \mathbb{N}$, let $\Sigma_k \text{TIME}^{\text{GUESS}}[T, G]$ denote the class of languages $L$ such that there is an $O(T(n))$-time algorithm $V$ such that, for every input $x$, it holds that $x \in L$ if and only if

$$\exists y_1 \in \{0,1\}^{G(|x|)}, \forall y_2 \in \{0,1\}^{G(|x|)}, \ldots, Q_k y_k \in \{0,1\}^{G(|x|)}, \ V(x, y_1, y_2, \ldots, y_k) = 1,$$

where $Q_k := \exists$ if $k$ is odd and $Q_k := \forall$ otherwise. Let $\Pi \text{TIME}^{\text{GUESS}}[T, G]$ denote $\bigcup_{k \in \mathbb{N}} \Sigma_k \text{TIME}^{\text{GUESS}}[T, G]$. We also use the shorthand $\text{NTIME}^{\text{GUESS}}[T, G]$ to denote $\Sigma_1 \text{TIME}^{\text{GUESS}}[T, G]$.

Note that $\Sigma_k \text{TIME}[T] = \Sigma_k \text{TIME}^{\text{GUESS}}[T, O(T)]$.

Definition 3.4 (Unambiguous time). For a function $T : \mathbb{N} \rightarrow \mathbb{N}$, we let $\text{UTIME}[T]$ denote the class of languages $L$ such that there is a $O(T(n))$-time algorithm $V$ such that for every input $x$,

1. If $x \in L$, then there is a unique $y \in \{0,1\}^{O(T(|x|))}$ such that $V(x, y) = 1$.
2. If $x \notin L$, there does not exist any $y \in \{0,1\}^{O(T(|x|))}$ such that $V(x, y) = 1$.

We let $\text{UP}$ denote $\bigcup_{c \in \mathbb{N}} \text{UTIME}[n^c]$.

### 3.3 Average-case Complexity

We recall some definitions in average-case complexity (see [BT06a] for an exposition on this topic).

**Definition 3.5.** Let $\beta$ be a good resource function and $\delta : \mathbb{N} \rightarrow (0,1)$. For a language $L$ and a distribution family $\mathcal{D} = \{D_n\}_{n \in \mathbb{N}}$, we say that $(L, \mathcal{D}) \in \text{Avg}_\delta \text{TIME}[\beta(n)]$ if there is an algorithm $A$ such that, for every $n \in \mathbb{N}$ the following hold:

1. For every $x \in D_n$, $A(x, n) \in \{L(x), \bot\}$, and $\Pr_{x \sim D_n}[A(x, n) = L(x)] \geq 1 - \delta(n)$.
2. $A(x, n)$ runs in at most $\beta(|x|)$ time.

Similarly, we say that $(L, \mathcal{D}) \in \text{Avg}^1 \text{TIME}[\beta(n)]$, if there is an algorithm $A$ such that for every $n \in \mathbb{N}$,

1. $L(x) = 0$ implies $A(x, n) = 0$ for every $x \in D_n$, and $\Pr_{x \sim D_n}[A(x, n) = L(x)] \geq 1 - \delta(n)$.
2. $A(x, n)$ runs in at most $\beta(|x|)$ time.

We say $(L, \mathcal{D}) \in \text{Avg}_\delta \text{P}$ if $(L, \mathcal{D}) \in \text{Avg}_\delta \text{TIME}[p(n)]$ for some polynomial $p$. Similarly, $(L, \mathcal{D}) \in \text{Avg}^1 \text{P}$ if $(L, \mathcal{D}) \in \text{Avg}^1 \text{TIME}[p(n)]$ for some polynomial $p$.

**Definition 3.6.** Let $\beta$ be a good resource function. For a language $L$ and a distribution family $\mathcal{D} = \{D_n\}_{n \in \mathbb{N}}$, we say that $(L, \mathcal{D}) \in \text{AvgTIME}[\beta(n)]$ if there is an algorithm $A$ such that, for every $n$ and $k \in \mathbb{N}$ the following hold:

1. For every $x \in D_n$, $A(x, n, k) \in \{L(x), \bot\}$.
2. $\Pr_{x \sim D_n}[A(x, n, k) = L(x)] \geq 1 - 2^{-k}$.
3. $A(x, n, k)$ runs in at most $2^k \cdot \beta(|x|)$ time.

We say $(L, \mathcal{D}) \in \text{AvgP}$ if $(L, \mathcal{D}) \in \text{AvgTIME}[p(n)]$ for some polynomial $p$.

We define the parameterized uniform distribution $\mathcal{U}^{\text{para}}$ and the tally distribution $\mathcal{T}$ as below:
Definition 3.7. \( \mathcal{U}_{\text{para}} = \{ \mathcal{U}^n_{\text{para}} \}_{n \in \mathbb{N}} \) is the family of distributions such that for every \( n \in \mathbb{N} \), \( \mathcal{U}^n_{\text{para}} \) is defined as follows: If \( \text{Dec}(n) \neq (t, m) \) for any \((t, m) \in \mathbb{N}^2\), then \( \mathcal{U}^n_{\text{para}} \) is the singleton distribution on \( \{0^n\} \). Otherwise, \( \mathcal{U}^n_{\text{para}} \) is the uniform distribution over the set \( \{(z, 1^m) : z \in \{0, 1\}^m\} \) of \((t + m + 1)\)-bit strings.

\( \mathcal{T} = \{ \mathcal{T}_n \}_{n \in \mathbb{N}} \) is the family of distributions that for every \( n \in \mathbb{N} \), \( \mathcal{T}_n \) is the singleton distribution on \( \{1^n\} \).

We note that in some sense \( \mathcal{T} \) can be seen as a special case of \( \mathcal{U}_{\text{para}} \). For all \( n \in \mathbb{N} \), \( \mathcal{U}^n_{\text{para}} \) is the singleton distribution on the input \((\varepsilon, 1^t) = 01^t \).

3.4 Kolmogorov Complexity and Its Variants

We use \( K(x) \) and \( K_t(x) \) to denote the Kolmogorov complexity and the \( t \)-time bounded Kolmogorov complexity of the string \( x \), which we will formally define shortly below. We also refer the readers to [All20] for a recent survey on variants of Kolmogorov complexity.

We also use \( \text{Univ}^t(d) \) to denote the output of running a universal RAM machine \( \text{Univ} \) for \( t \) time with input \( d \); if it does not terminate within time \( t \), we write \( \text{Univ}^t(d) = \bot \). We also use \( \text{Univ}(d) \) to denote its output and we write \( \text{Univ}(d) = \bot \) if \( \text{Univ} \) does not terminate on input \( d \). We will also assume the input programs to \( \text{Univ} \) are paddable, in the sense that \( \Pi \) and \( \Pi \circ 0^t \) for every \( t \) denote the same program.

In particular, \( K \) and \( K_t \) are defined with respect to this universal RAM machine \( \text{Univ} \). Formally, we have

\[
K(x) := \min_{\Pi \in \{0,1\}^*} \{|\Pi| : \text{Univ}(\Pi) = x\},
\]

and

\[
K_t(x) := \min_{\Pi \in \{0,1\}^*} \{|\Pi| : \text{Univ}^t(\Pi) = x\}.
\]

We will also use the following “local” version of \( t \)-time bounded Kolmogorov complexity:

\[
K_{\text{loc}}^t(x) := \min_{\Pi \in \{0,1\}^n} \{|\Pi| : \text{Univ}^t(\Pi(i)) = x_i \ \forall i \in [\|x\|]\}.
\]

Note that the input program \( \Pi \) to \( \text{Univ} \) may take additional inputs. In the definition of \( K \) and \( K_t \) we can assume \( \Pi \) set its input to be all zero; in the definition of \( K_{\text{loc}}^t \), \( \Pi \) takes an integer \( i \) as the input, and we use \( \Pi(i) \) to denote the program obtained by fixing the input of \( \Pi \) to be \( i \).

For an oracle \( A : \{0,1\}^* \rightarrow \{0,1\} \), we similarly define the oracle version of the time-bounded Kolmogorov complexity \( K_t^{t,A}(x) \) as the minimum size of a program that outputs \( x \) in time \( t \), given oracle access to \( A \).

For time bounds \( s, t \in \mathbb{N} \) where \( s \leq t \) and \( x \in \{0,1\}^* \), we define the \((s, t)\)-time bounded computational depth of \( x \) as

\[
\text{cd}^{s,t}(x) := K_t(x) - K_t(x).
\]

We also write \( \text{cd}^t(x) \) to denote \( K^t(x) - K(t) \).

\(^{18}\)As a standard assumption, querying \( A \) on an \( m \)-bit input takes \( m \) time.
3.5 Pseudorandomness

We say a PRG $G : \{0,1\}^s \rightarrow \{0,1\}^m$ $\varepsilon$-fools a class of functions $\mathcal{F}$ with $m$-bit inputs, if for every $f \in \mathcal{F}$, it holds that

$$\left| \Pr_{x \sim \{0,1\}^n}[f(x) = 1] - \Pr_{z \sim \{0,1\}^s}[f(G(z)) = 1] \right| \leq \varepsilon.$$

If $G$ fails to $\varepsilon$-fool a particular function $f$ (i.e., the above inequality does not hold for $f$), then we call $f$ an $\varepsilon$-distinguisher for $G$.

Similarly, we say an HSG $H : \{0,1\}^s \rightarrow \{0,1\}^m$ $\varepsilon$-hits a class of functions $\mathcal{F}$ with $m$-bit inputs, if for every $f \in \mathcal{F}$ with

$$\Pr_{x \sim \{0,1\}^s}[f(x) = 1] \geq \varepsilon,$$

there is $u \in \{0,1\}^s$ such that $f(H(u)) = 1$. If $H$ fails to $\varepsilon$-hit a particular function (i.e., $f$ accepts an $\varepsilon$ fraction of strings and rejects all outputs of $H$), then we say that $f$ $\varepsilon$-avoids $H$.

We need the following construction of extractors.

**Theorem 3.8** ([RRV02, Theorem 1]). For every $m \leq n$ such that $m \geq n^{\Omega(1)}$, there is a poly-time function $RRV_{n,m} : \{0,1\}^n \times \{0,1\}^d \rightarrow \{0,1\}^m$ for $d = d(n) = O(\log n)$ such that for every $x \in \{0,1\}^n$ and for every 0.1-distinguisher $D$ between $RRV_{n,m}(x, U_d)$ and $U_m$, there is a polynomial-time deterministic oracle algorithm Recon taking $O(m^{1.5})$ bits of advice, such that there is an advice string $\alpha$ so that $Recon^\alpha(x) = x$.

**Remark 3.9.** The entropy parameter $k$ in [RRV02, Theorem 1] is essentially the advice complexity of reconstruction mentioned above. Hence, we can set $k = m^{1.5}$ and $m \geq n^{\Omega(1)}$ in Item (1) of [RRV02, Theorem 1] to get seed length $O(\log n)$. Also note that the theorem becomes trivial if $k = m^{1.5} \geq n$ as one can simply store the whole $n$-bit string as advice. Therefore we can assume the constraint $m \leq k \leq n$ of [RRV02, Theorem 1] is satisfied.

**Theorem 3.10.** There is a polynomial $p : \mathbb{N} \rightarrow \mathbb{N}$ such that, for every large enough integer $n, m, t$ such that $t \geq n \geq m$ and $m \geq n^{0.1}$, given a string $x \in \{0,1\}^n$ satisfying $K^{t.p(n)}(x) \geq m^2$, it follows that $RRV_{n,m}(x, \cdot)$ is a PRG with seed length $d = O(\log n)$ that 0.1-fools all $t$-time algorithms on $m$-bit inputs with $m$ bits of advice.

**Proof.** Suppose for the sake of contradiction that there is a $t$-time algorithm $A$ on $m$-bit inputs with $m$-bit of advice such that $A$ is an 0.1-distinguisher between $RRV_{n,m}(x, U_d)$ and $U_m$. From Theorem 3.8, there is an advice $\alpha$ of length $O(n^{1.5})$ such that $Rcon^\alpha(x) = x$, this in particular shows that $K^t(x) \leq O(m^{1.5})$ for $t = t \cdot poly(n)$, which is a contradiction to the assumption that $K^{t.p(n)}(x) \geq m^2$ for a large enough polynomial $p$. \qed

We also need the following construction of HSGs from [SU05].

**Theorem 3.11** ([SU05]). For every $n$ and $m$ such that $n \geq m \geq \log n$, there is an $n \cdot poly(m)$-time algorithm $SU_{n,m} : \{0,1\}^n \times \{0,1\}^s \rightarrow \{0,1\}^m$ for $s = s(n) = O(\log n)$, such that for every $x \in \{0,1\}^n$ and for every $D$ which 0.1-avoids $SU_{n,m}(x, U_s)$, there is a poly$(m)$-time deterministic oracle algorithm $Rcon$ taking $poly(m)$ bits of advice, such that there is an advice string $\alpha$ so that for every $i \in [n]$, $Rcon^\alpha(i, \alpha) = x_i$.

**Proof Sketch.** The HSG described in [SU05, Section 5.4] is a reconstructive HSG, with reconstruction algorithm described in [SU05, Section 5.5]. The running time and advice complexity of the
reconstruction procedure is implicit in the proof of [SU05, Theorem 5.5 and Lemma 5.6].

It remains to verify that $SU_{n,m}$ can be computed in $n \cdot \text{poly}(m)$ time ([SU05] only proved a poly$(n)$ running time, which is not affordable for us). Without loss of generality, we assume that $m$ is a power of 2 (otherwise, we can always round $m$ up to the nearest power of 2, and use the corresponding construction). Let $h = m$ and $q = m^{20}$, $d = \log(2n) / \log m$. Let $F = \mathbb{F}_q$ and $H$ be a subfield of $F$ with $h$ elements (the choice of $H$ will be clarified later when we introduce two matrices $A$ and $B$).

**Overview of the HSG construction from [SU05].** We first give an overview of the construction of the HSG in [SU05]. Since our main purpose is to bound its running time by $n \cdot \text{poly}(m)$, we omit some minor details that do not affect the analysis.

1. One first constructs $d$ candidate $q$-ary PRGs $G^{(0)}_{q,\text{ary}}, G^{(1)}_{q,\text{ary}}, \ldots, G^{(d-1)}_{q,\text{ary}} : \mathbb{F}_q^d \to \mathbb{F}_q^m$. By $q$-ary PRG we mean that the output string has alphabet $\mathbb{F}_q$ with size $q$ (see [SU05, Definition 5.3] for details).

2. Next, for each $i \in [d]$, one converts the candidate $q$-ary PRG $G^{(i)}_{q,\text{ary}}$ to a candidate (binary) PRG $G^{(i)}_{\text{bin}} : \{0, 1\}^{O(\log n)} \to \{0, 1\}$ at the expense of additional $O(\log n)$ seed length and minor running time overhead (see [SU05, Lemma 5.6] for details).

3. Finally, let $s_0(n) = O(\log n)$ be seed length of the $G^{(i)}_{\text{bin}}$’s (without loss of generality, we may assume that these $d$ candidate PRGs have the same seed length). Our final HSG $SU_{n,m}(x, \cdot)$ takes an $s_0(n) + \lceil \log d \rceil$-length seed, treats the seed as a pair $(a, i)$ from $\{0, 1\}^{s_0(n)} \times \{0, 1, \ldots, d - 1\}$, and outputs $G^{(i)}_{\text{bin}}(a)$.

Since the transformation from $G^{(i)}_{q,\text{ary}}$ to $G^{(i)}_{\text{bin}}$ only adds minor overhead (at most $n \cdot \text{poly}(m)$), see [SU05, Lemma 5.6]), to bound the running time of $SU_{n,m}$, it suffices to bound the running time of the $G^{(i)}_{q,\text{ary}}$’s.

**Bounding the running time of $G^{(i)}_{q,\text{ary}}$’s.** In the following, we first describe the construction $G^{(i)}_{q,\text{ary}}$ and then analyze the running time. To compute the $G^{(i)}_{q,\text{ary}}$’s, we first constructs two matrices $A, B \in \mathbb{F}_q^{d \times d}$ (we will get to the complexity of constructing $A$ and $B$ at the end of the proof) such that

1. $A^{d-1}$ and $B^{d-1}$ are the identity matrix.

2. For any non-zero vector $\vec{v} \in \mathbb{F}_q^d$: $\{A^i \vec{v}\}_{1 \leq i < q^d} = \mathbb{F}_q^d \setminus \{0\}$.

3. For any non-zero vector $\vec{v} \in \mathbb{H}^d$: $\{B^i \vec{v}\}_{1 \leq i < h^d} = \mathbb{H}^d \setminus \{0\}$.

---

19 In particular, it is summarized at the end of proof of [SU05, Theorem 5.5]. We also remark that the reconstruction algorithm described in [SU05] is indeed randomized and uses at most poly$(m)$ random bits. We can nonetheless first amplify its correctness probability on each input to at least $1 - 1/2n$ by repeating the reconstruction for $O(\log n)$ times, and then specify a string of good random bits that makes the reconstruction algorithm computing $x_i$ correctly for every $i \in [n]$ as part of the advice. Note that such a string of good random bits exists by a union bound. Since $m \geq \log n$, the resulting reconstruction algorithm is deterministic, and still runs in poly$(m)$ time and uses poly$(m)$ bits of advice.

20 $d$ is set to be $\log n / \log m$ in [SU05, Section 5.3]. We set it to be slightly larger so that $h^d > n$.

21 We only get an HSG instead of the PRG because [SU05] proved that for any given small circuit $C$, at least one of the candidate PRGs fools this circuit. Since we simply put all outputs of these $d$ candidate PRGs together, their combined output may no longer fools the given circuit $C$. But nonetheless, their combined output would still be a valid HSG.
4. $B = A^{(q^d-1)/(hd-1)}$.

We also note that from the properties above, the matrix $B$ already determines the subfield $H$. Let $\overline{1}$ be the all-one vector in $\mathbb{F}^d$. We then compute a degree-$hd$ polynomial $\hat{x}: \mathbb{F}^d \rightarrow \mathbb{F}$ such that $\hat{x}(B^j\overline{1}) = x_j$ for all $j \in [n]$. Then $G^{(i)}_{q, ary}$ is specified as follows:

$$G^{(i)}_{q, ary}(\overline{\upsilon}) = \hat{x}(A^{q^i - 1}\overline{\upsilon}) \circ \hat{x}(A^{q^i - 2}\overline{\upsilon}) \circ \cdots \circ \hat{x}(A^{q^i - m}\overline{\upsilon}).$$

Note that we cannot afford to compute a full description of $\hat{x}$, as that takes $\text{poly}(n)$ bits to store (recall that we aim to compute $G^{(i)}_{q, ary}(\overline{\upsilon})$ in $n \cdot \text{poly}(m)$ time). Therefore, we aim to compute $\hat{x}(\overline{\upsilon})$ directly from $x$, $A$, and $B$, without constructing a full description of $\hat{x}$.

Let $\overline{a} \in H^d$. We define the following polynomial

$$e_a(\overline{\upsilon}) := \prod_{i \in [d]} \prod_{h \in H \setminus \{a_i\}} \frac{h - a_i}{h - v_i}.$$

Observe that for every $\overline{\upsilon} \in H^d$, $e_a(\overline{\upsilon})$ equals 1 if $\overline{a} = \overline{\upsilon}$, and it equals 0 otherwise. The polynomial $\hat{x}$ can then be described as

$$\hat{x}(\overline{\upsilon}) = \sum_{j \in [n]} x_j \cdot e_{B^j\overline{1}}(\overline{\upsilon}).$$

From the above description, one can see that for any $\overline{\upsilon} \in H^d$, $\hat{x}(\overline{\upsilon})$ can be computed in $n \cdot \text{poly}(q, m, \log n) = n \cdot \text{poly}(m)$ time (recall that $m \geq \log n$), since $B^j$ can be computed by repeated squaring in $\text{poly}(q) \cdot O(\log n) = \text{poly}(m)$ time, and $\hat{x}(B^j\overline{1})(\overline{\upsilon})$ can be computed in $\text{poly}(q)$ time.

Next, note that for each $i \in \{0, 1, \ldots, d - 1\}$ and $j \in [m]$, we can also compute $A^{q^i j}$ by repeated squaring in $\text{poly}(q) \cdot O(\log n) = \text{poly}(m)$ time. Therefore, $G^{(i)}_{q, ary}(\overline{\upsilon})$ can be computed in $n \cdot \text{poly}(m)$ time as well, as desired.

**Specifying the matrix $A$.** Finally, we need to account for the running time of finding $A$ ($B$ can be determined from $A$). In the proof of [SU05, Lemma 5.4], it is shown that we only need to find a generator of the multiplicative group of $\text{GF}(F^d) = \text{GF}(F_{q^d})$, and such a generator can be found in $\text{poly}(q^d)$ time by simply enumerating all elements in $\text{GF}(F_{q^d})$. Unfortunately, we cannot afford to perform such an exhaustive search as we aim for $n \cdot \text{poly}(m)$ time.

Fortunately, we observe that a generator of $\text{GF}(F_{q^d})$ can be described by $d \cdot \log q = O(\log n)$ bits. Therefore, we can specify such a generator as $O(\log n)$ bits of advice, and this implies that we can compute $\text{SU}_{n, m}(x, \cdot)$ in $n \cdot \text{poly}(m)$ time with $O(\log n)$ bits of advice.

Finally, note that for an HSG computable with advice, one can simply append the advice bits to the end of the seed to obtain another HSG without advice that fools the same set of algorithms. Therefore, we can make $\text{SU}_{n, m}(x, \cdot)$ computable in $n \cdot \text{poly}(m)$ time without advice. One can also see this transformation does not affect the reconstruction algorithm, as the reconstruction algorithm can also take $O(\log n) \leq \text{poly}(m)$ bits of additional advice to specify the matrix $A$.

**Remark 3.12.** It is worth mentioning why we cannot use simpler PRG constructions such as the Nisan–Wigderson PRG [NW94, IW97, STV01]. The issue is that we require the PRG to have a seed length of $O(\log n)$ while keeping the running time and advice complexity to be $\text{poly}(m)$. When $m \ll n$, the Nisan–Wigderson PRG requires a seed length of $O(\log^2 n / \log m)$, which is too much for our applications.
Theorem 3.13. There is a polynomial $p : \mathbb{N} \to \mathbb{N}$ such that, for every large enough integer $n, t, m$ such that $t \geq m$, given a string $x \in \{0,1\}^n$ satisfying $K^t_{\text{loc}}(x) \geq p(m)$, it follows that $SU_{n,m}(x, \cdot)$ is an HSG with seed length $d = O(\log n)$ that 0.1-hits all $t / p(m)$-time algorithm on $m$-bit inputs with $m$ bits of advice.

Proof. Suppose for the sake of contradiction that there is a $t / p(m)$-time algorithm $A$ on $m$-bit inputs with $m$ bits of advice such that $A$ 0.1-avoid $SU_{n,m}(x, \cdot)$. From Theorem 3.11, it follows that there is a poly$(m)$-bit length advice $\alpha$ such that $R_{\text{con}}^A(i, \alpha) = x_i$ for each $i \in [n]$. This in particular implies that $K^t_{\text{loc}}(\cdot; \text{poly}(m)) (x) \leq \text{poly}(m)$, which is a contradiction to the assumption that $K^t_{\text{loc}}(x) \geq p(m)$ for a large enough polynomial $p$. \hfill $\square$

4 Extremely Efficient PRGs from Average-case Easiness of $\text{NTIME}[n]$

In this section, we prove the following theorem, which constructs a super-efficient PRG from (one-sided) average-case easiness of $\text{coNTIME}[n]$.

Theorem 4.1. Assuming that $\text{coNTIME}[n] \times \{U^{\text{para}}\} \subseteq \text{Avg}_{\frac{1}{2}} \text{TIME}[\beta(n)]$ for a good resource function $\beta : \mathbb{N} \to \mathbb{N}$, for every large enough $t, m \in \mathbb{N}$ such that $\log t \leq m \leq t$, there is a PRG $G_{t, m}$ satisfying the following:

1. $G_{t, m}$ 0.1-fools $t$-time deterministic algorithms with $m$ bits of advice on $m$-bit inputs.

2. $G_{t, m}$ has $O(\log(m))$ seed length and is computable in $\beta^{(3)}(t \cdot \text{poly}(m))$ time with $O(\log t)$ bits of advice.

4.1 Technical Ingredients

We need the following standard time hierarchy theorem.

Theorem 4.2 ([HS65]). For a time-constructible function $T : \mathbb{N} \to \mathbb{N}$, there is another function $\bar{T} = T \cdot \text{polylog}(T)$ such that there is a language $L \in \text{TIME}[\bar{T}]$ such that for every large enough integer $n$ the following holds:

- For every $\Pi \in \{0,1\}^n$, we have $L(\Pi) \neq \text{Univ}^{T(n)}(\Pi(\Pi))$.

Proof. For every $\Pi \in \{0,1\}^*$, we define $L$ as follows:

- Let $z = \text{Univ}^{T(n)}(\Pi(\Pi))$. If $z$ is not a single bit, we set $L(\Pi) = 0$.

- Otherwise, $z \in \{0,1\}$ and we set $L(\Pi) = 1 - z$.

It is straightforward to verify that the language $L$ above satisfies our requirements. (In the RAM model, the simulation $\text{Univ}^{T(n)}(\Pi(\Pi))$ takes $T(n) \cdot \text{polylog}(T(n))$ time.) \hfill $\square$

Note that since we assumed our encoding of programs is paddable, given a program $B$ with running time at most $T(n)$, for a large enough input length $n$, we have $L(B \circ 0^{n-|B|}) \neq B(B \circ 0^{n-|B|})$. Thus, a refuter $R$ for $L$ against all $T(n)$-time algorithms can be defined by $R(B,n) = B \circ 0^{n-|B|}$.

We also need the following standard proposition.
Proposition 4.3. Let $\beta : \mathbb{N} \to \mathbb{N}$ be a good resource function. Assuming coNTIME$[n] \times \{U^\text{para}\} \subseteq \text{Avg}_{1/2} \text{TIME}[\beta(n)]$, it follows that NTIME$[2^n] \subseteq \text{TIME}[\beta(O(2^n))]$. Furthermore, for large enough input length $n$, given a nondeterministic program $\Pi_0$ of length $2 \log n$ and running time $t \geq 2^n$, one can construct in polylog$(n)$ time a deterministic program $\Pi_1$ of length $2 \log n + O(1)$ such that

- $\Pi_1$ and $\Pi_0$ agree on all $n$-bit inputs.
- $\Pi_1$ runs in $\beta(\tilde{O}(t))$ time.

Proof. Let $L \in \text{NTIME}[2^n]$. We now consider the following mapping $\tau$ from $\{0,1\}^t$ and $\mathbb{N}_{\geq 1}$: For every $x \in \{0,1\}^t$, we set $\tau(x) = \text{bin}(1 \circ x)$. In particular we have $2^{\lceil x \rceil} \leq \tau(x) \leq 2^{\lceil x \rceil + 1}$. We also note that $\tau$ is bijective.

Next we define another language $L'$ such that

1. $L'(x) = 0$ if $x$ is not of the form $01^t$ for some $t \geq 1$ and
2. $L'(x) = L(\tau^{-1}(t))$ otherwise.

We can see that $L' \in \text{NTIME}[n]$. From coNTIME$[n] \times \{U^\text{para}\} \subseteq \text{Avg}_{1/2} \text{TIME}[\beta(n)]$ and the fact that $L'$ is only supported on $U^\text{para}_{(t,0)}$ for some $t \in \mathbb{N}_{\geq 1}$, it follows that $L' \in \text{TIME}[\beta(n)]$. Now, applying the deterministic algorithm for $L'$ to solve $L$, we have that $L \in \text{TIME}[\beta(O(2^n))]$. Now we prove the “furthermore” part of the proposition. Consider a language $H \in \text{NTIME}[2^n]$ defined by the following algorithm:

- Given an $n$-bit input $x$, we treat the first $2 \log n$ bits as a nondeterministic program $\Pi$. Next, we let $y$ be the remaining $n - 2 \log n$ bits, and let $i$ be the smallest integer such that $y_i = 1$. If no such $i$ exists then we immediately reject.
- We then set $z = y_{>i}$, and simulate $\Pi$ on input $z$ for $2^n$ steps and output its answer.

From above discussions we have that $H \in \text{TIME}[\beta(O(2^n))]$ as well; we also let $A$ be the corresponding deterministic algorithm for $H$.

Now, suppose we are given a $2 \log n$-bit nondeterministic program $\Pi_0$ with running time $t \geq 2^n$. Let $\ell$ be the smallest integer such that $2^\ell \geq t$ and $\ell - 2 \log \ell - 1 \geq n$ and $A_\ell$ be the restriction of $A$ to $\ell$-bit inputs. Fixing the first $2 \log \ell$ bits of the input to $A_\ell$ to be $\Pi_0$ and the next $\ell_0 = \ell - 2 \log \ell - n$ bits to be $0^{6-1}$ (note that we assumed our encoding of algorithms are padable, we can pad $\Pi_0$ to be length exactly $2 \log \ell$), we obtain a $\beta(O(2^\ell)) = \beta(\tilde{O}(t))$ time deterministic algorithm $\Pi_1$ satisfying our requirements. \qed

We also define the following language.

Definition 4.4. A language $\text{MINKT}_{\text{pad}}$ is defined as follows. On input $z \in \{0,1\}^n$:

1. If $\text{Dec}(n) \neq (t, m)$ for any $(t, m) \in \mathbb{N}^2$ then $\text{MINKT}_{\text{pad}}(z) = 0$.
2. Otherwise, $\text{MINKT}_{\text{pad}}(z) = 1$ if and only if $K^\ell(z_{\leq m}) \geq \sqrt{m}$.

From the definition one can see that $\text{MINKT}_{\text{pad}} \in \text{coNTIME}[n]$.

We also need the following lemma.

Lemma 4.5. Let $\beta : \mathbb{N} \to \mathbb{N}$ be a good resource function. Assuming coNTIME$[n] \times \{U^\text{para}\} \subseteq \text{Avg}_{1/2} \text{TIME}[\beta(n)]$, there is a nondeterministic algorithm $A_{\text{nderand}}$ satisfying the following:
1. \( A_{\text{Nderand}} \) takes \( t, m \in \mathbb{N} \) and a program \( \Pi \in \{0,1\}^m \) as input, and runs in \( \beta(t \cdot \text{poly}(m)) \) time.

2. For every computational path, \( A_{\text{Nderand}} \) either outputs \( \bot \) or an estimate \( p_{\text{est}} \) such that

\[
|p_{\text{est}} - \Pr_{x \sim \{0,1\}^n} [\text{Univ}^t(\Pi(x)) = 1]| \leq 0.1.
\]

Note that on different computational paths, it may output different estimates.

3. On at least one computational path, \( A_{\text{Nderand}} \) outputs an estimate.

**Proof.** Recall that \( \text{MINKT}_{\text{pad}} \in \text{coNTIME}[n] \). By our assumption that \( \text{coNTIME}[n] \times \{U^{\text{para}}\} \subseteq \text{Avg}_{1/2}^{1/2} \text{TIME}[\beta(n)] \), it follows that there is a \( \beta(n) \)-time algorithm \( A \) such that for every \((t,m) \in \mathbb{N}^2 \) and \( n = \langle t,m \rangle \), the following hold:

1. \( \text{MINKT}_{\text{pad}}(z) = 0 \) implies \( A(z) = 0 \) for all \( z \in U^{\text{para}}_{(n-m-1,m)} \).

2. \( \Pr_{z \sim U_{\text{para}}} \left[ A(z \circ 01^{n-m-1}) = \text{MINKT}_{\text{pad}}(z \circ 01^{n-m-1}) \right] \geq 1/2. \) Note that \( z \circ 01^{n-m-1} = (z, 1^{n-m-1}) \in U_{(n-m-1,m)} \).

Now, suppose we are given inputs \( t,m \) and a program \( \Pi \in \{0,1\}^m \). Let \( \bar{t} = t \cdot p(m^4) \) where \( p \) is the polynomial defined in Theorem 3.10, and \( u = \langle \bar{t}, m^4 \rangle \). Our nondeterministic algorithm guesses an \( m^4 \)-bit string \( z \), and rejects immediately if \( A(z \circ 01^{u-m^4-1}) \neq 1 \).

Otherwise, it holds that \( A(z \circ 01^{u-m^4-1}) = 1 \). From the first property of \( A \), it follows that \( \text{MINKT}_{\text{pad}}(z \circ 01^{u-m^4-1}) = 1 \). This further implies that \( K^\bar{t}(z) \geq m^2 \). Applying Theorem 3.10 with \( z \), we obtain an \( O(\log m) \) seed-length PRG fooling \( t \)-time algorithms on \( m \)-bit inputs with \( m \) bits of advice. We then use this PRG to obtain an estimate of \( \Pr_{x \in \{0,1\}^n} [\text{Univ}^t(\Pi(x)) = 1] \) (\( \text{Univ}^t(\Pi(x)) \) is an algorithm with running time at most \( t \)).

Finally, one can verify that the whole algorithm runs in \( \beta(u) = \beta(t \cdot \text{poly}(m)) \) nondeterministic time, and there must exist a guess \( z \) making our algorithm accept, as more than half of strings \( z \in \{0,1\}^{m^4} \) satisfy \( K^\bar{t}(z) \geq m^2 \). \hfill \Box

### 4.2 Proof of Theorem 4.1

To prove Theorem 4.1, we first construct \( O(\log t) \) seed length HSGs from \( \text{coNTIME}[n] \times \{U^{\text{para}}\} \subseteq \text{Avg}_{1/2}^{1/2} \text{TIME}[\beta(n)] \), as captured by the following lemma.

**Lemma 4.6.** Assuming that \( \text{coNTIME}[n] \times \{U^{\text{para}}\} \subseteq \text{Avg}_{1/2}^{1/2} \text{TIME}[\beta(n)] \) for a good resource function \( \beta: \mathbb{N} \rightarrow \mathbb{N} \), for every large enough \( t,m \in \mathbb{N} \) such that \( \log t \leq m \leq t \), there is an HSG \( H_{t,m} \) satisfying the following:

1. \( H_{t,m} \) 0.1-hits \( t \)-time deterministic algorithms with \( m \) bits of advice on \( m \)-bit inputs.

2. \( H_{t,m} \) has \( O(\log(t)) \) seed length and is computable in \( \beta^{(2)}(t \cdot \text{poly}(m)) \) time.

We first show that Lemma 4.6 implies Theorem 4.1.

**Proof of Theorem 4.1.** \( \text{coNTIME}[n] \times \{U^{\text{para}}\} \subseteq \text{Avg}_{1/2}^{1/2} \text{TIME}[\beta(n)] \) implies that \( \langle \text{MINKT}_{\text{pad}}, U^{\text{para}} \rangle \in \text{Avg}_{1/2}^{1/2} \text{TIME}[\beta(n)] \). It follows that there is a \( \beta(n) \)-time algorithm \( A \) such that for every \((t,m) \in \mathbb{N}^2 \) and \( n = \langle t,m \rangle \), the following hold:

1. \( \text{MINKT}_{\text{pad}}(z) = 0 \) implies \( A(z) = 0 \) for all \( z \in U^{\text{para}}_{(n-m-1,m)} \).
2. \( \Pr_{z \sim U_m}[A(z \circ 01^{n-m-1}) = \text{MINKT}_{\text{pad}}(z \circ 01^{n-m-1})] \geq 1/2. \)

Let \( \bar{t} = t \cdot p(m^4) \) where \( p \) is the polynomial defined in Theorem 3.10, and \( u = (\bar{t}, m^4) \). Let \( \bar{t} = \beta(u) \) and \( H_{t,m^4} \) be the \( O(\log \bar{t}) \)-seed length HSG from Lemma 4.6 that 0.1-hits \( \bar{t} \)-time algorithm with \( m^4 \)-bit inputs and \( m^4 \)-bit advice.

When running \( A \) over \( u = (\bar{t}, m^4) \) bit inputs, we have that

\[
\Pr_{z \sim U_m}[A(z \circ 01^{u-m^4-1}) = \text{MINKT}_{\text{pad}}(z \circ 01^{u-m^4-1})] \geq 1/2.
\]

By the definition of \( \text{MINKT}_{\text{pad}} \), we also have

\[
\Pr_{z \sim U_m}[\text{MINKT}_{\text{pad}}(z \circ 01^{u-m^4-1}) = 1] \geq 0.99.
\]

Putting the above two inequalities together, we have

\[
\Pr_{z \sim U_m}[A(z \circ 01^{u-m^4-1}) = 1] \geq 1/3.
\]

Since \( A(z \circ 01^{u-m^4-1}) \) is an algorithm with \( m^4 \)-bit inputs, \( O(\log u) \) bits of advice (specifying the length of zeros appending to the end of the input), and \( \bar{t} = \beta(u) \) running time, we know that there must exist an \( O(\log \bar{t}) \) length seed \( s \) such that

\[
A(H_{t,m^4}(s) \circ 01^{u-m^4-1}) = 1.
\]

From the first property of \( A \), this also implies that \( \text{MINKT}_{\text{pad}}(H_{t,m^4}(s) \circ 01^{u-m^4-1}) = 1. \) Hence, for \( x = H_{t,m^4}(s) \), we have \( K^i(x) \geq m^2 \). Our final PRG \( G_{t,m}(\cdot) \) is then defined to be \( \text{RRV}_{m^4,m}(x, \cdot) \). Now we verify it satisfies all the required properties.

- By Theorem 3.10, \( \text{RRV}_{m^4,m}(x, \cdot) \) has seed length \( O(\log m) \) and 0.1-fools all \( t \)-time algorithms with \( m \)-bit inputs and \( m \)-bit advice.
- The running time of \( G_{t,m} \) is dominated by the running time of \( H_{t,m^4} \), which is

\[
\beta^{(2)}(\bar{t} \cdot \text{poly}(m)) \leq \beta^{(2)}(\beta(t \cdot \text{poly}(m)) \cdot \text{poly}(m)) \leq \beta^{(3)}(t \cdot \text{poly}(m)).
\]

The last inequality above uses the fact that \( \beta \) is a good resource function and \( \beta(a \cdot b) \geq a \cdot \beta(b) \). And we only need to specify \( O(\log \bar{t}) \leq O(\log t) \) bits of advice \( s \) to compute \( x = H_{t,m^4}(s) \), since \( \bar{t} \leq \text{poly}(t) \) as \( t \geq m \) and \( \beta \) is at most polynomial.

Finally, we prove Lemma 4.6.

**Proof of Lemma 4.6.** Letting \( T(n) = 2^n \), and applying Theorem 4.2 with \( T(n) \), it follows that there is another time function \( \bar{T}(n) = T(n) \cdot \text{polylog}(T(n)) \) such that there is a language \( L \in \text{TIME}[\bar{T}] \) satisfying the conditions in Theorem 4.2.

Without loss of generality, we assume that \( m \) is a power of 2. We also use \( \text{pw}(x) \) to denote the smallest power of 2 which is at least \( x \) (i.e., \( \text{pw}(x) = 2^{\lceil \log x \rceil} \)).
Applying PCP. Now we take a very efficient PCP algorithm for \( L \) (e.g., [BV14, BGH+05]) such that for \( \ell = \log \tilde{T}(n) + O(\log \log \tilde{T}(n)) \), there is a verifier \( V^{(\cdot)} \) satisfying the following:

1. For an input \( x \in \{0, 1\}^n \), \( V_x^{(\cdot)}(x) \) (where \( V_x \) denotes \( V \) with the input set to \( x \)) takes an oracle \( O : \{0, 1\}^\ell \to \{0, 1\} \), \( \ell \) random bits, and runs in \( \text{poly}(\ell) \) time.

2. If \( x \in L \), there exists an oracle \( O_x : \{0, 1\}^\ell \to \{0, 1\} \) such that
   \[
   \Pr_{r \in \{0,1\}^\ell} \left[ V_x^{O_x}(r) = 1 \right] = 1.
   \]
   Moreover, there is a uniform algorithm computing the truth-table of \( O_x \) from \( x \) in \( \tilde{O}(\tilde{T}(n)) \) time.

3. If \( x \notin L \), for all oracles \( O : \{0, 1\}^\ell \to \{0, 1\} \), we have
   \[
   \Pr_{r \in \{0,1\}^\ell} \left[ V_x^{O}(r) = 1 \right] \leq 1/2.
   \]

Set up. Let \( t_0 = \text{pw}(t \cdot m^{\alpha_1}) \) and \( t = \text{pw}(\beta(2)(t_0 \cdot m^{\alpha_2})) \), where \( \alpha_1 > 1 \) and \( \alpha_2 > 1 \) are two constants to be specified later.

In the following we fix \( n = \log \tilde{t} \). Note that since \( t \) is large enough, we can assume that \( n \) is also large enough and the condition in Theorem 4.2 holds.

Now we consider the following algorithm that aims to speed up \( L \) over \( n \)-bit inputs. Let \( \tau \geq 1 \) be a parameter to be set later.

Constructing a faster algorithm. We first consider a nondeterministic algorithm \( \Pi_0 \) as follows. On input \( x \in \{0, 1\}^n \):

1. Guess an \( m^\tau \)-bit program \( \Pi \) and construct an oracle \( O_{\Pi} : \{0, 1\}^\ell \to \{0, 1\} \) defined by letting \( O_{\Pi}(r) = \text{Univ}^{t_0}(\Pi(r)) \) for every \( r \in \{0,1\}^\ell \).

2. Observe that now \( V_x^{O_{\Pi}}(r) \) is a \( t_0 \cdot \text{poly}(n) \)-time randomized algorithm with \( \ell \) bit inputs and \( n_{\text{adv}} = m^\tau + O(\log n) \) bits of advice. We apply Lemma 4.5 and run \( A_{\text{Nderand}} \) with relevant parameters to derandomize \( V_x^{O_{\Pi}}(r) \); and we accept if \( A_{\text{Nderand}} \) outputs an estimate \( p_{\text{est}} \) such that \( p_{\text{est}} \geq 3/4 \).

Note that \( \Pi_0 \) can be specified by the integers \( m, t_0 \) and the constant \( \tau \) (we do not have to encode integer \( n \) in \( \Pi_0 \) as it is the input length). Hence it can be described by \( \log \log m + O(1) + \log \log t_0 \leq 2 \log n \) bits (recall that \( m \) is assumed to be a power of 2, and \( t_0 \) is a also power of 2 by the definition of \( \text{pw} \)). Also, on \( n \)-bit inputs, from Lemma 4.5, \( \Pi_0 \) runs in

\[
\beta(t_0 \cdot m^{O(\tau)})
\]
non-deterministic time.

Now, from Proposition 4.3, we can further obtain a \( 2 \log n + O(1) \)-length deterministic program \( \Pi_1 \) agreeing with \( \Pi_0 \) on all \( n \)-bit inputs, with running time

\[
\beta(\beta(t_0 \cdot m^{O(\tau)})).
\]
Moreover, we say that this ensemble of algorithms has size as opposed to implying $|\cdot|$. We slightly change the definition as given in [Hir21] so that Remark 5.2.

Note that $\Pi_0(\Pi_2) = \Pi_1(\Pi_2) = \Pi_2(\Pi_2)$ by the definitions of $\Pi_1$ and $\Pi_2$. Hence, we have that $L(\Pi_2) \neq \Pi_2(\Pi_2)$. This is only possible when $L(\Pi_2) = 1$ and $\Pi_0(\Pi_2) = 0$, which implies that the accepting truth-table $O_{\Pi_2}$ for $L$ on the input $\Pi_2$ satisfies $K_{\text{log}}^0(\text{tt}(O_{\Pi_2})) > m^\tau$ (otherwise, it would be guessed by $\Pi_0$ and we would have $\Pi_0(\Pi_2) = 1$ as well, a contradiction).

Now we are ready to specify our HSG construction. We first construct the $n$-bit program $\Pi_2$ in $\text{poly}(n) = \text{polylog}(t)$ time and then compute the truth table of $O_{\Pi_2}$. Let $x = \tau(O_{\Pi_2})$. Our HSG is then obtained by applying Theorem 3.13 and fixing the first parameter of $\text{SU}_{|x|,m}(\cdot, -)$ to be $x$. Finally, we verify that $\text{SU}_{|x|,m}(x, -)$ satisfies our requirement:

- The seed length of $\text{SU}_{|x|,m}(x, -)$ is $O(\log |x|) \leq O(\ell) \leq O(\log T(n)) \leq O(\log \bar{t}) \leq O(\log t)$. The last inequality holds since $\beta$ is at most polynomial and $m \leq t$.
- The running time of $\text{SU}_{|x|,m}(x, -)$ is $\bar{O}(t) \cdot \text{poly}(m) \leq \beta^{(2)}(t \cdot \text{poly}(m))$.
- Let $p_{\text{SU}}(m)$ be the universal polynomial $p$ in Theorem 3.13. We set the constants $\tau$ and $\alpha_1$ so that $t_0 / p_{\text{SU}}(m) \geq t \cdot m^{\alpha_1} / p_{\text{SU}}(m) \geq t$ and $m^\tau \geq p_{\text{SU}}(m)$. From Theorem 3.13 and the condition that $K_{\text{log}}^0(\text{tt}(O_{\Pi_2})) > m^\tau$, it follows that $\text{SU}_{|x|,m}(x, -)$ 0.1-hits all $t$-time algorithms on $m$-bit inputs with $m$ bits of advice.

\[\square\]

5 Fine-grained Algorithmic Compression

We begin by introducing the definitions of the ensemble of languages and algorithms. Recall that we use $(x, 1^t)$ to denote the string $x \circ 01^t$.

**Definition 5.1** (Ensemble of languages (Definition 4.1 of [Hir21])). For every language $L \subseteq \{0, 1\}^*$ and every $t \in \mathbb{N}$, let $L_t$ denote $\{x \in \{0, 1\}^* \mid (x, 1^t) \in L\}$. We say $L$ is an ensemble of languages if there exists a constant $c_L$ such that $|x| \leq c_L \cdot t$ for all $t \in \mathbb{N}$ and $x \in L_t$. We identify an ensemble $L \subseteq \{0, 1\}^*$ of languages with a family $\{L_t\}_{t \in \mathbb{N}}$.

For a promise problem $\Pi = (\Pi_{\text{YES}}, \Pi_{\text{NO}})$, let $\Pi_{\text{YES},t}$ denote $\{x \in \{0, 1\}^* \mid (x, 1^t) \in \Pi_{\text{YES}}\}$ and $\Pi_{\text{NO},t}$ denote $\{x \in \{0, 1\}^* \mid (x, 1^t) \in \Pi_{\text{NO}}\}$. We say $\Pi$ is an ensemble of promise problems if there exists a constant $c_{\Pi}$ such that $|x| \leq c_{\Pi} \cdot t$ for all $t \in \mathbb{N}$ and $x \in \Pi_{\text{YES},t} \cup \Pi_{\text{NO},t}$.

**Remark 5.2.** We slightly change the definition as given in [Hir21] so that $(x, 1^t) \in L$ implies $|x| \leq O(t)$, as opposed to implying $|x| \leq \text{poly}(t)$. This is so that the fine-grained analysis goes through.

**Definition 5.3** (Ensemble of algorithms). For every ensemble of languages $L \subseteq \{0, 1\}^*$, we say that $\{A_t\}_{t \in \mathbb{N}}$ is an ensemble of algorithms for $L$ if for all $t \in \mathbb{N}$, $A_t$ is a program such that for all $x \in \{0, 1\}^{\leq c_L \cdot t}$, we have

\[(x, 1^t) \in L \iff A_t(x) = 1.\]

Moreover, we say that this ensemble of algorithms has size $s : \mathbb{N} \to \mathbb{N}$ if $|A_t| \leq s(t)$ for all $t \in \mathbb{N}$, where $|A_t|$ denotes the size of the program $A_t$.

\[\text{We use } \{0, 1\}^{\leq c_L \cdot t} \text{ to denote the set of Boolean strings with length at most } c_L \cdot t \text{ for convenience.}\]
Similarly, for an ensemble of promise problems Π = (ΠYES, ΠNO), we say that Π has an ensemble of algorithms if for all t ∈ N, Aτ is a program such that for all x ∈ {0, 1}^≤εnt, we have
\[(x, 1^t) ∈ ΠYES \implies Aτ(x) = 1,\]
\[(x, 1^t) ∈ ΠNO \implies Aτ(x) = 0.\]

We define size analogously as above.

**Remark 5.4.** The reason we do not use the standard notion of advice is that we will need the “advice” to be indexed by the parameter t ∈ N and not by the input length, since the input length could correspond to multiple values of t ∈ N.

The main result of this section is the following.

**Theorem 5.5** (Algorithmic language compression). Let A be an oracle and L = \{L_t\}_{t∈N} ∈ NTIME[n]^A be an ensemble of languages. Assuming that coNTIME[n]^A × \{U^para\} ⊆ Avg_{1/2} TIME[β(n)] for a good resource function β: N → N, for all constant ε > 0, there is a function τ_n(t) = β(ε)(t · poly(n)) and a constant c depending only on β such that the parameterized promise problem Π = (ΠYES, ΠNO) defined as

\[ΠYES := \{(x, 1^t) | x ∈ L_t, ε log t ≤ |x| ≤ t\},\]
\[ΠNO := \{(x, 1^t) | Kn(t)^* (x) > ε log t ≤ |x| ≤ t\},\]

has an ensemble of (deterministic) algorithms of size \(O(\log t)\) running in time \(τ_n(t)\), where n = |x|.

Before proving Theorem 5.5, we first show we can use it to give a fast algorithm for GapK^t|^A under the same assumptions.

**Theorem 5.6** (Fast Algorithm for GapK^t|^A). Assuming that coNTIME[n]^A × \{U^para\} ⊆ Avg_{1/2} TIME[β(n)] for a good resource function β: N → N, there is a function τ_n(t) = β(ε)(t · poly(n)) and a constant c depending only on β such that the parameterized promise problem Π = (ΠYES, ΠNO) defined as

\[ΠYES := \{(x, 1^{(t,s)}) | Kn(t)^* (x) ≤ s, log t ≤ |x| ≤ t\},\]
\[ΠNO := \{(x, 1^{(t,s)}) | Kn(t)^* (x) > s + c log t, log t ≤ |x| ≤ t\},\]

has an ensemble of (deterministic) algorithms of size \(O(\log t)\) running in τ_n(t) time, where n = |x| and s ≤ O(n).

**Proof.** Consider the ensemble L = \{L_{(t,s)}\}_{t,s∈N} given by

\[L_{(t,s)} = \{x ∈ \{0, 1\}^* | Kn(t)^* (x) ≤ s\}.\]

From basic properties of Kolmogorov complexity, we know |L_{(t,s)}| ≤ 2^{s+1}. We can now apply Theorem 5.5 (with running-time bound labeled as \(τ'_n((t,s))\), constant ε > 0 chosen later, and constant labeled as \(c'\)) to get an ensemble of algorithms of size \(O(\log t)\) for Π' = (ΠYES, ΠNO) given by

\[Π'_YES := \{(x, 1^{(t,s)}) | Kn(t)^* (x) ≤ s, ε log((t,s)) ≤ |x| ≤ t\},\]
\[Π'_NO := \{(x, 1^{(t,s)}) | Kn(t)^* (x) > s + c log t, ε log((t,s)) ≤ |x| ≤ (t,s)\}.\]

Since s ≤ O(n), the running time is at most

\[τ'_n((t,s)) = β(ε)\cdot poly(n) ≤ β(ε)\cdot poly(n) =: τ_n(t).\]
Now, we claim that for \( \epsilon \) sufficiently small, this ensemble of algorithms also solves the following promise problem:

\[
\Pi_{\text{YES}} = \{ (x, 1^{(t,s)}) \mid K^{\alpha}(x) \leq s, \log t \leq |x| \leq t \},
\]
\[
\Pi_{\text{NO}} = \{ (x, 1^{(t,s)}) \mid K^{\alpha}(x) > s + 1 + \epsilon \log t, \log t \leq |x| \leq t \}.
\]

Since \( s \leq O(n) \), we know

\[
\epsilon \log(\langle t,s \rangle) \leq \epsilon (\log t + 2 \log s + O(1)) \leq \epsilon (\log t + 2 \log n + O(1)),
\]

so if \( n \leq t \), choosing \( \epsilon \) to be a sufficiently small universal constant implies

\[
\epsilon \log(\langle t,s \rangle) \leq \log t
\]

for sufficiently large \( t \). Lastly, we know \( t \leq \langle t,s \rangle \) by the properties of our natural number encoding scheme.

Putting together the facts that \( \tau_n(t) \geq \tau'_n((t,s)) \), \( \epsilon \log(\langle t,s \rangle) \leq \log t \), and \( t \leq \langle t,s \rangle \), we see that \( \Pi_{\text{YES}} \subseteq \Pi'_{\text{YES}} \) and \( \Pi_{\text{NO}} \subseteq \Pi'_{\text{NO}} \). Therefore, the ensemble of algorithms from Theorem 5.5 with some \( \epsilon < 1 \) now solves the promise problem \( \Pi \) as given in the theorem statement, where the constant \( c \) is a slight tweak to \( c' \).

We will use \( \text{DP}_{n,k} \): \( \{0, 1\}^n \times \{0, 1\}^nk \to \{0, 1\}^{nk+k} \) to denote the direct product generator as in [Hir21]. Explicitly, it is given by

\[
\text{DP}_{n,k}(x; z_1, z_2, \ldots, z^k) = (z_1, \ldots, z^k, \text{Had}(x)(z_1), \ldots, \text{Had}(x)(z^k)),
\]

where \( z^i \in \{0, 1\}^n \) for each \( i \in [k] \), and \( \text{Had}(x,z) = (\sum_{j \in [n]} x_j z^j) \mod 2 \).

We first need the following improved reconstruction for \( \text{DP}_{n,k} \).

**Theorem 5.7.** Assuming that \( \text{coNTIME}[n] \times \{U^\text{para}\} \subseteq \text{Avg}^1_{1/2} \text{TIME}[\beta(n)] \) for a good resource function \( \beta: \mathbb{N} \to \mathbb{N} \), given a \( t \)-time algorithm \( D \) with \( m \)-bit randomness and \( \ell \)-bit advice such that \( D \) \( \epsilon \)-distinguishes between \( U_{nk+k} \) and \( \text{DP}_k(x; U_{mk}) \), and assuming \( \ell \leq \text{poly}(m, n, 1/\epsilon) \), \( \log t \leq \text{poly}(n, m, 1/\epsilon) \), \( n + m + 1/\epsilon \leq t \), and \( k \leq O(n) \), there is an algorithm running in time \( \beta^{(3)}(t \cdot \text{poly}(m, n, 1/\epsilon)) \) with \( O(\log t) \) bits of advice that takes as input \( (x, 1^{(nk+k,1/\epsilon)}) \) and \( D \), along with the advice \( \alpha_D \in \{0, 1\}^\ell \) for \( D \), and outputs a program of size at most \( k + \ell + O(\log t) \) that prints \( x \) in time \( \beta^{(3)}(t \cdot \text{poly}(n, m, 1/\epsilon)) \). In particular,

\[
K^{\beta^{(3)}(t \cdot \text{poly}(n, m, 1/\epsilon))}(x) \leq k + \ell + O(\log t),
\]

where the constants hidden in the \( \text{poly}(\cdot) \) and \( O(\cdot) \) depend only on \( \beta \).

To prove Theorem 5.7, we first recall the following randomized reconstruction algorithm for \( \text{DP} \) generator as in [Hir21].

**Lemma 5.8** (A slight variant of [Hir21, Lemma 3.14]). For any parameters \( n, k \in \mathbb{N} \), and \( \epsilon \in (0, 1) \) with \( k \leq O(n) \), there exists a pair of algorithms \( A \) and \( \text{Rcon} \), such that

- \( \text{Rcon}^D \) and \( A^D \) take oracle access to a function \( D: \{0, 1\}^{nk+k} \to \{0, 1\} \).
- \( A^D: \{0, 1\}^n \times \{0, 1\}^r \to \{0, 1\}^{n_{\text{adv}}} \) is called an advice function and is computable in time \( \text{poly}(n/\epsilon) \), where \( n_{\text{adv}} := k + O(\log(n/\epsilon)) \).
- \( \text{Rcon}^D: \{0, 1\}^{n_{\text{adv}}} \times \{0, 1\}^r \to \{0, 1\}^n \) is called a reconstruction procedure and is computable in time \( \text{poly}(n/\epsilon) \).
The randomness complexity $r$ is at most $\text{poly}(n/\varepsilon)$.

For any string $x \in \{0,1\}^n$ and any function $D$ that $\varepsilon$-distinguishes the output distribution of $\text{DP}_k(x; U_{nk})$ from $U_{nk+k}$, it holds that

$$\Pr_{w \sim U_1} \left[ \text{Rcon}^D(A^D(x,w),w) = x \right] \geq 1 - 1/\text{poly}(n/\varepsilon).$$

**Remark 5.9.** The main differences between Lemma 5.8 and Lemma 3.14 of [Hir21] are as follows. First, we repeat the local list-decoding algorithm with oracle access to $D$ as described in Lemma 3.14 of [Hir21] many times, so that with probability at least $1 - 1/\text{poly}(n/\varepsilon)$, a list of length $\text{poly}(n/\varepsilon)$ containing $x$ can be reconstructed in $\text{poly}(n/\varepsilon)$ time. Second, for a random seed $s \sim U_{\text{poly}(n/\varepsilon)}$ (included as part of the randomness $w \in \{0,1\}^r$), we store $H(x, s)$ as part of the advice $A(x, w)$ for a polynomial-time computable pairwise-independent hash function $H: \{0,1\}^n \times \{0,1\}^{\text{poly}(n/\varepsilon)} \rightarrow \{0,1\}^{O(\log(n/\varepsilon))}$, as this allows us to uniquely recover $x$ from this list with probability at least $1 - 1/\text{poly}(n/\varepsilon)$.

**Proof of Theorem 5.7.** For randomness $r_D \in \{0,1\}^m$ for the distinguisher $D$, we let $D(\cdot; r_D)$ denote the deterministic function when fixing the randomness of $D$ to $r_D$. Since $D$ $\varepsilon$-distinguishes $\text{DP}_k(x; U_{nk})$ from $U_{nk+k}$, we know that

$$\left| \mathbb{E}_{z \sim U_{nk}} [D(\text{DP}_k(x; z); r_D)] - \mathbb{E}_{b \sim U_{nk+k}} [D(b; r_D)] \right| \geq \varepsilon.$$ 

By an averaging argument,

$$\Pr_{r_D \sim U_m} \left[ \mathbb{E}_{z \sim U_{nk}} [D(\text{DP}_k(x; z); r_D)] - \mathbb{E}_{b \sim U_{nk+k}} [D(b; r_D)] \geq \frac{\varepsilon}{2} \right] \geq \frac{\varepsilon}{2}.$$ 

Therefore, with probability at least $\varepsilon/2$ over $r_D \sim U_m$, the deterministic function $D(\cdot; r_D)$ is an $\varepsilon/2$ distinguisher for $\text{DP}_k(x; U_{nk})$ and $U_{nk+k}$. Therefore, when taking $u = O(1/\varepsilon)$ independent samples $r_D^{(j)} \sim U_m$ for $j \in [u]$, with probability $\geq 2/3$, there exists some $j^* \in [u]$ such that $D(\cdot; r_D^{(j^*)})$ is an $\varepsilon/2$-distinguisher.

We let $r = \text{poly}(n/\varepsilon)$ be the randomness complexity of the reconstruction procedure (with distinguishing advantage $\varepsilon/2$), and we let parameter $t = \text{poly}(n, m, 1/\varepsilon)$ be a sufficiently large parameter chosen later, in particular so that $t \geq r + um$. For $w \in \{0,1\}^r$, we can consider the substring $w_{>r} \in \{0,1\}^{t-r}$ and divide its prefix of length $um$ into $u$ groups of $m$ to naturally give $r_D^{(1)} \circ \cdots \circ r_D^{(u)} \in \{0,1\}^{um}$. Now, by applying Lemma 5.8, we have

$$\Pr_{w \sim U_t} \left[ \exists j \in [u] \text{ s.t. } \text{Rcon}^D\left(A^D(x,w_{\leq r}), w_{<r}\right) = x \right] \geq 1/2.$$ 

We can define a function $f(w) := \left[ \exists j \in [u] \text{ s.t. } \text{Rcon}^D\left(A^D(x,w_{\leq r}), w_{<r}\right) = x \right]$. One can see that $f$ is computable in $t' = \text{poly}(n, m, 1/\varepsilon) \cdot t$ time given $x$ and advice $a_D \in \{0,1\}^t$ for the distinguisher $D$.

We now invoke Theorem 4.1 with time parameter $t'$ and input size $r$, chosen such that $r \geq r + n$, as the function $f$ can be computed on input $w \in \{0,1\}^r$ with advice $a_D \in \{0,1\}^t$ and $x \in \{0,1\}^n$. To satisfy the preconditions of Theorem 4.1, we need $\log(t') \leq r \leq t'$. First, notice that $\log(t') = \log(t + \log(\text{poly}(n, m, 1/\varepsilon)))$, and since $t \geq n + m + 1/\varepsilon$, it follows that $\log(\text{poly}(n, m, 1/\varepsilon)) \leq 28$. 


\(O(\log t)\). Therefore, \(\log(t') \leq O(\log t)\), and so \(\log(t') \leq O(\log t) \leq \text{poly}(n, m, 1/\varepsilon) \leq t\) for sufficiently large \(r\). Second, since we can choose the bound \(t'\) to have a sufficiently large \(\text{poly}(n, m, 1/\varepsilon)\) factor, we can make \(r \leq t'\) to satisfy the preconditions of Theorem 4.1.

Now applying Theorem 4.1, we can apply \(G_{r', \alpha}\) with advice \(\alpha \in \{0, 1\}^{O(\log t')}\) to derandomize the function \(f(w)\). That is, we have

\[
\Pr_{s \sim U_{O(\log r)}, w = G_{r', \alpha}(s) / \alpha} \left[ \exists j \in [u] \text{ s.t. } \text{Rcon}^D(x) \left( \text{A}^D(x, w, s, r) \right) = x \right] \geq 1/3.
\]

Therefore, our algorithm can take \(\alpha \in \{0, 1\}^{O(\log t')}\) as advice (so \(O(\log t') = O(\log t)\) bits of advice, as desired) and brute force search over all seeds \(s \in \{0, 1\}^{O(\log r)}\) until it finds one such that \(f(G_{r', \alpha}(s) / \alpha) = 1\), using \(x, D\), and \(\alpha_D\). (If no such seed is found, we reject and output 0, which will never happen for correct advice \(\alpha_D\).) Since \(f(G_{r', \alpha}(s) / \alpha) = 1\), we know there exists \(j^* \in [u]\) such that

\[
\text{Rcon}^D(x) \left( \text{A}^D(x, w, s, r) \right) = x.
\]

All that is needed to specify the program that outputs \(x\) is now bin \((j^*) \in \{0, 1\}^{O(\log t')}\) as advice and enumerates \(\bar{\omega} = 2^{O(\log t')} \cdot (\beta^{(3)}(t' \cdot \text{poly}(r)) + t') \leq \beta^{(3)}(t \cdot \text{poly}(n, m, 1/\varepsilon))\), since we enumerate over all seeds \(s \in \{0, 1\}^{O(\log r)}\), and for each seed \(s\) we compute \(w = G_{r', \alpha}(s) / \alpha\) and then compute \(f(w)\) by brute forcing over all \(j \in [u]\) to ensure we have found a valid index \(j^*\) and a valid seed \(s\) and with corresponding advice \(A(x, w, s, r)\).

The program itself first computes \(w = G_{r', \alpha}(s) / \alpha\) in \(\beta^{(3)}(t' \cdot \text{poly}(r))\) time and then computes \(x\) in \(t' = \text{poly}(n, m, 1/\varepsilon) \cdot t\) time given \(w, j^*, \alpha_D\), and \(A(x, w, s, r)\) by the algorithms \(\text{Rcon}\) and \(D\). As the running time of computing \(w\) dominates the computation of \(x\) given \(w\) and the full advice, it follows that the running time of the program itself is at most \(\beta^{(3)}(t \cdot \text{poly}(n, m, 1/\varepsilon))\), as desired.

\[\square\]

We are now ready to present a proof of Theorem 5.5.

**Proof of Theorem 5.5.** Let

\[L' = \{ \text{DP}_{n,k}(x, z), 1^{(t,n)} \mid x \in L_t \cap \{0, 1\}^n, z \in \{0, 1\}^nk, \varepsilon \log t \leq |x| \leq t \}\]

for a parameter \(k = k(t, n) = \min(n, \log |L_t|) + d \log t \leq n + d \log t\), where \(d\) is a constant to be chosen later. Note that by construction, we also have

\[
\log(|L_t \cap \{0, 1\}^n|) \leq \min(n, \log |L_t|) \leq k + 1 - d \log t.
\]

Since \(L \in \text{NTIME}[n]^A\), it follows that we can nondeterministically compute \(L'\) as follows. Let \(V^A\) be a verifier for \(L\), so that

\[(x, 1^t) \in L \iff \exists y_{x,t} \in \{0, 1\}^{O(n + t)} \text{ such that } V^A(x, 1^t, y_{x,t}) = 1,\]
Claim 5.10. For all large $t$, $O(n + t)$. We can construct a verifier $W^A$ for $L'$ as follows. On a witness $y' = (x, y_{x,t}, z)$, where $z \in \{0, 1\}^{nk}$, we define

$$W^A(w, 1^{(t,n)}, y') := V^A(x, 1^t, y_{x,t}) \land (\text{DP}_{n,k}(x; z) = w) \land (\epsilon \log t \leq |x| \leq t).$$

It is clear by the construction of $L'$ and $W^A$ that $W^A$ is a verifier for $L'$. The total witness length is $|y'| = n + O(n + t) + nk \leq t \cdot \text{poly}(n)$. Since $V^A$ has running time $O(n + t)$, $\text{DP}_{n,k}$ has running time $\text{poly}(n,k)$, and decoding $(t, n)$ takes time $\text{poly}(\log t, \log n)$, the running time for $W^A$ is bounded by $O(n + t) + \text{poly}(n,k) + \text{poly}(\log t, \log n) \leq t \cdot \text{poly}(n)$. Therefore, $L'$ admits a nondeterministic algorithm with running time (and witness length) $t \cdot \text{poly}(n)$ with oracle access to $A$.

Applying our hypothesis, we know $(-L', U_{\text{para}}) \in \text{Avg}_{1/2} \text{TIME}[\beta(n)]$. In particular, negating the resulting algorithm gives us a one-sided-error heuristic algorithm $B$ for $L'$ running in time $\beta(nk + k + 1 + (t, n)) \leq \beta(t \cdot \text{poly}(n))$ with the following properties:

1. For all $(w, 1^{(t,n)}) \in L'$, it holds that $B(w, 1^{(t,n)}) = 1$.

2. $\Pr_{w \sim U_{nk+k}}[B(w, 1^{(t,n)}) \neq L'(w, 1^{(t,n)})] \leq 1/2$.

Moreover, the number of YES instances of $L'$ is small. By a union bound and (4), we have

$$\Pr_{w \sim U_{nk+k}}[(w, 1^{(t,n)}) \in L'] = \Pr_{w \sim U_{nk+k}}[\exists x \in L_t \cap \{0, 1\}^n, z \in \{0, 1\}^{nk} : w = \text{DP}_{n,k}(x; z)]$$

$$\leq |L_t \cap \{0, 1\}^n| \cdot 2^{nk} \cdot 2^{-(nk+k)}$$

$$\leq 2^{k+1 - d \log t} \cdot 2^{-k}$$

$$= 2^{-d}.$$

We can now give an ensemble of randomized algorithms $\{E_i\}_{i \in \mathbb{N}}$ of size $\log t + O(1)$ that solves the desired promise problem $\Pi = (\Pi_{\text{YES}}, \Pi_{\text{NO}})$. Since $L = \{L_t\}_{t \in \mathbb{N}}$ is an ensemble of languages, we know $|L_t| \leq 2^{O(t)}$, and thus $\log |L_t| \leq O(t)$, making $a_t := \text{bin}([\log |L_t|])$ have length at most $\log t + O(1)$. We hardcode $a_t$ into each algorithm $E_i$. On input $x \in \{0, 1\}^n$, we define $E_i(x)$ as follows. First, $E_i(x)$ checks whether $\epsilon \log t \leq |x| \leq t$ (and rejects if not). Then, the program computes $k(t, n) = \min(n, a_t) + d \log t = O(n)$, samples $z \sim U_{nk}$ uniformly, and outputs $B(\text{DP}_{n,k}(x; z), 1^{(t,n)})$. That is, we define $E_t$ such that $E_t(x; z) = B(\text{DP}_{n,k}(x; z), 1^{(t,n)})$ as long as $\epsilon \log t \leq |x| \leq t$, where $k = \min(n, a) + d \log t$. The running time of $E_t$ will be dominated by the running time of $B$, so we can bound the running time of $E_t$ by $t = \beta(t \cdot \text{poly}(n))$.

We now prove correctness:

Claim 5.10. For all large $t \in \mathbb{N}$, the following hold for all $x \in \{0, 1\}^n$:

1. If $(x, 1^t) \in \Pi_{\text{YES}}$, then $\Pr_{z \sim U_{nk}}[E_t(x; z) = 1] = 1$.

2. If $(x, 1^t) \in \Pi_{\text{NO}}$, then $\Pr_{z \sim U_{nk}}[E_t(x; z) = 1] < 3/4$.

Proof. For Item 1, if $(x, 1^t) \in \Pi_{\text{YES}}$, then $x \in L_t$ and $\epsilon \log t \leq |x| \leq t$. Since $B$ does not err on YES instances, for all $z \in \{0, 1\}^{nk+k}$, we know $E_t(x; z) = B(\text{DP}_{n,k}(x; z), 1^{(t,n)}) = 1$, as desired.

For Item 2, we will show the contrapositive. Suppose $\Pr_{z}[E_t(x; z) = 1] \geq 3/4$. In other words,

$$\Pr_{z \sim U_{nk+k}}[B(\text{DP}_{n,k}(x; z), 1^{(t,n)}) = 1] \geq 3/4.$$  (5)
Since $L'$ does not have many YES instances, we also know that
\[
\Pr_w[B(w, 1^{(t,n)}) = 1] \leq \Pr_w[L'(w, 1^{(t,n)}) = 1] + \Pr_w[B(w, 1^{(t,n)}) \neq L'(w, 1^{(t,n)})]
\]
\[
\leq 2t^{-d} + \frac{1}{2}
\]
\[
\leq 2 \cdot \frac{2}{3},
\]
for sufficiently large $t, d$. Combining (5) and (6), we get a deterministic 1/12-distinguisher using
\[
\log t + O(1) \text{ bits of advice between } DP_{n,k}(x; U_{nk}) \text{ and } U_{nk+k}, \text{ running in time at most } t'.
\]

We now apply Theorem 5.7. To do so, we need to verify the hypotheses of Theorem 5.7 for the case when with 1/12 distinguishing advantage and $m = 0$, as our distinguisher is deterministic.

First, note that $\ell = \log t + O(1)$. Since $(x, 1^t) \in \Pi_{NO}$, we have $\epsilon \log t \leq |x| \leq t$, so $\ell = \log t + O(1) \leq O(n) \leq \text{poly}(n)$, as needed. Next, we have $\log(t') = O(\log t + \log n) = O(n) = \text{poly}(n)$, as needed. Next, we have $n + 1/(1/12) = n + 12 \leq \text{poly}(n) \leq \beta(t \cdot \text{poly}(n)) = t'$, as we can choose the polynomial $\text{poly}(n)$ in $t'$ to be sufficiently large. Lastly, $k \leq n + O(\log t) \leq O(n)$, as desired.

Thus, we can apply Theorem 5.7 to get that
\[
K^{(3)}(t' \cdot \text{poly}(n))(x) \leq k + \log t + O(1) + O(\log t') \leq \log |L_t| + O(\log t).
\]
This implies that $(x, 1^t) \notin \Pi_{NO}$ for an appropriately chosen constant $c$ (depending only on $\beta$), completing the contraposition, as $\beta^{(3)}(t' \cdot \text{poly}(n)) \leq \beta^{(4)}(t \cdot \text{poly}(n))$. \hfill \square

The above claim shows that $\Pi$ has an ensemble of one-sided error algorithms of size $\log t + O(1)$ running in time $t'$. We can then use the PRG from Theorem 4.1, setting $m = nk$ and the time parameter to $t'$. Observe that $m$ is also a bound on the advice, as for sufficiently large $t, d$ and $n$, we have $\log t + O(1) \leq d \log t \leq k < nk = m$. We also have $\log(t') \leq O(\log t + \log n) \leq O(\log t) \leq n \log t \leq n \cdot k = m$, as needed to apply Theorem 4.1. Lastly, we need $m \leq t'$, which holds for sufficiently large $t' = \beta(t \cdot \text{poly}(n))$ (that is, the $\text{poly}(n)$ can be chosen to be large enough to make it hold).

Thus, by applying the PRG in Theorem 4.1, we can derandomize $E_t$ by enumerating over all seeds in time
\[
2^{O(\log(nk))} \cdot \beta^{(3)}(t' \cdot \text{poly}(nk)) = \text{poly}(nk) \cdot \beta^{(3)}(t' \cdot \text{poly}(n)) \leq \beta^{(4)}(t \cdot \text{poly}(n))
\]
using $O(\log t') = O(\log t)$ bits of advice, which can be further hardcoded into each program $E_t$. Thus, $\Pi$ has an ensemble of deterministic algorithms of size $O(\log t)$ running in time $\beta^{(4)}(t \cdot \text{poly}(n))$. Setting $\tau_n(t) = \beta^{(4)}(t \cdot \text{poly}(n))$ for a sufficiently large polynomial $\text{poly}(n)$ (constants depending only on $\beta$), we get the desired result. \hfill \square

6 Fine-grained Weak Symmetry of Information

In this section, we prove the following theorem.

**Theorem 6.1.** If $\text{coNTIME}[n] \times \{U_{\text{para}}\} \subseteq \text{Avg}_{\frac{1}{2}}\text{TIME}[\beta(n)]$ for a good resource function $\beta : \mathbb{N} \to \mathbb{N}$, there exists a constant $c$ depending only on $\beta$ such that for every sufficiently large $n, m, t \in \mathbb{N}$, $\epsilon \in (0, 1)$ with $\log t \leq n/2$, for every $x \in \{0, 1\}^n$, it holds that
\[
\Pr_{w \sim \mathcal{U}_m}[K(xw) \geq K^{(7)}(t \cdot \text{poly}(nm/\epsilon))(x) + m - c \log(t/\epsilon)] \geq 1 - \epsilon.
\]
Proof. Let $c'$ be the constant in Theorem 5.6 and let $k$ be some parameter to be chosen later which will satisfy $k \leq n$. We define the parameters $s = nk + k + m - c' \log t - 2 \log(1/\varepsilon)$ and $t' = t + p(n, m)$ for some $p(n, m) = \text{poly}(n, m)$ specified later. Let $\{A_r\}_{r \in \mathbb{N}}$ be the ensemble of algorithms in Theorem 5.6. We fix our attention on the algorithm $A = A_t(s')$ and consider inputs of size $n' = nk + k + m$. Note that $s \leq n'$ as needed for Theorem 5.6. We also have

$$\log((t', s)) \leq O(1) + \log(t') + 2 \log s \leq O(1) + \log t + \log(p(n, m)) + 2 \log(n')$$

$$\leq O(1) + n/2 + O(\log n) + O(\log m) + 2 \log(n')$$

$$\leq 2n/3 + n'/3$$

$$\leq n'$$

for sufficiently large $n$ and $m$, as well as $n' \leq t' \leq \langle t', s \rangle$ for sufficiently large $p(n, m)$, so the condition $\log((t', s)) \leq n \leq \langle t', s \rangle$ in the definition of $\Pi = (\Pi_{\text{YES}}, \Pi_{\text{NO}})$ in Theorem 5.6 is satisfied. Letting $\tau_{w}(t')$ be the runtime bound in Theorem 5.6, $A$ has running time $\tau_{nk+k+m}(t') = \beta^{(4)}(t' \cdot \text{poly}(nk + k + m)) = \beta^{(4)}(t \cdot \text{poly}(n, m))$ and has size $O(\log t') = O(\log t)$.

Note that with probability at least $1 - \varepsilon/10$, a random string $x$ from $\{0, 1\}^{nk+k+m}$ satisfies $K(x) \geq nk + k + m - 2 \log(1/\varepsilon) = s + c' \log t$. Hence, $A$ rejects $U_{nk+k+m}$ with probability at least $1 - \varepsilon/10$.

On the other hand, consider running $A$ on $\text{DP}_{k}(x; U_{nk}) \circ U_{m}$. If it rejects with probability less than $1 - \varepsilon/2$, this gives an $\varepsilon/3$-distinguisher between $\text{DP}_{k}(x; U_{nk})$ and $U_{nk+k'}$, computable by a randomized $\tilde{t} = \beta^{(3)}(t \cdot \text{poly}(n, m))$-time algorithm with $m$ bits of randomness and $O(\log t)$ bits of advice. We now apply Theorem 5.7, but we first verify that all hypotheses of the theorem are met. First, observe $\ell = O(\log t) \leq O(n) = \text{poly}(n, m, 1/\varepsilon)$, as needed. Next, observe that $\log(\tilde{t}) \leq O(\log t + \log(nm)) \leq \text{poly}(n, m, 1/\varepsilon)$. By choosing $\tilde{t}$ to be $\beta^{(4)}(t \cdot \text{poly}(n, m, 1/\varepsilon))$ for a sufficiently large $\text{poly}(n, m, 1/\varepsilon)$ without loss of generality, we have $\tilde{t} \geq n + m + 1/\varepsilon$. Lastly, $k \leq n = O(n)$, as desired.

Now applying Theorem 5.7, by setting

$$\tilde{t} = \beta^{(4)}(t \cdot \text{poly}(nm, 1/\varepsilon)) \leq \beta^{(7)}(t \cdot \text{poly}(nm, 1/\varepsilon)),$$

we have

$$K^{\tilde{t}}(x) \leq k + O(\log(\beta^{(4)}(t \cdot \text{poly}(n, m)))) + O(\log t) \leq k + c'' \log t,$$

for some constant $c''$ depending only on $\beta$ (since we will set $k \leq n$).

Now we further set $k$ so that $k + c'' \log t = K^{\tilde{t}}(x) - 1$. That is, we set $k = K^{\tilde{t}}(x) - 1 - c'' \log t \leq n$. The above is now a contradiction by construction, so $A$ rejects $(\text{DP}_{k}(x; U_{nk}), U_{m})$ with probability at least $1 - \varepsilon/2$. This means that

$$\Pr_{z \sim U_{nk}, w \sim U_{m}}[K^{t'}(\text{DP}_{k}(x; z), w) > s] \geq 1 - \varepsilon/2.$$

By an averaging argument, there exists a $z \in \{0, 1\}^{nk}$ such that

$$\Pr_{w \sim U_{m}}[K^{t'}(\text{DP}_{k}(x; z), w) > s] \geq 1 - \varepsilon/2. \quad (7)$$

Note that we also have

$$K^{t'}(\text{DP}_{k}(x; z), w) \leq K^{t'}(xw) + nk + O(1), \quad (8)$$
as given \(x, w\) in time \(t\), if given advice \(z \in \{0, 1\}^{nk}\), one can compute \((DP_t(x;z), w)\) with an \(O(1)\)-sized program in additional time \(t' - t = p(n, m)\). Combining inequalities (7) and (8), with probability at least \(1 - \varepsilon/2\) over \(w\), we have

\[
K^t(xw) > s - nk - O(1) = k + m - c' \log t - 2 \log(1/\varepsilon) - O(1)
\]

\[
= K^t(x) - c'' \log t + m - c' \log t - 2 \log(1/\varepsilon) - O(1)
\]

\[
= K^t(x) + m - c \log(t/\varepsilon),
\]

for some appropriately chosen constant \(c\) depending only on \(\beta\). \(\Box\)

7 New Worst-case to Average-case Reduction for \(PH\)

In this section, we study worst-case to average-case reductions for various subclasses of \(PH\). In particular, we prove Item (2) of Theorem 1.3.

We need the following HSG construction in [Hir20a].

**Theorem 7.1** ([Hir20a, Theorem 4.3]). For any sufficiently large \(n, m \in \mathbb{N}\) such that \(m \leq 2n\), there exists a function \(H_{n,m} : \{0, 1\}^n \times \{0, 1\}^d \rightarrow \{0, 1\}^m\) and a deterministic reconstruction procedure \(R^{(-)} : \{0, 1\}^a \rightarrow \{0, 1\}^n\) where \(d = O(\log n + \log^3 m)\) and \(a = 2m + O(\log n + \log^3 m)\), such that, for any \(x \in \{0, 1\}^n\) and any function \(D : \{0, 1\}^m \rightarrow \{0, 1\}\) that \(0.1\)-avoids \(H_{n,m}(x, -)\), there exists an advice string \(a \in \{0, 1\}^a\) such that \(R^D(a) = x\). Moreover, \(H\) can be computed in time \(\text{poly}(n)\) and \(R^D\) can be computed in time \(\text{poly}(n)\) with oracle access to \(D\).

The following lemma is crucial for the results of this section.

**Lemma 7.2.** Let \(T : \mathbb{N} \rightarrow \mathbb{N}\) be such that \(T(n) \leq 2^{\omega(n)}\) and \(L \in \text{NTIME}[T(n)]\). Assume that \(\Pi_2 \text{TIME}[n] \times \{U_{\text{para}}\} \subseteq \text{Avg}_{1/2} \text{TIME}[\beta(n)]\) for a good resource function \(\beta : \mathbb{N} \rightarrow \mathbb{N}\). There exists a function \(\tau_n(t) = \beta^{(O(1))}(t \cdot \text{poly}(n))\) and a nondeterministic algorithm \(S_L\) such that the followings hold.

1. \(S_L\) takes an input \(x \in \{0, 1\}^n\) to \(L\), an integer \(t \in [T(n)^{c_t}, 2^{\omega(n)}]\) and an integer \(w \leq n\), where \(c_t \geq 1\) is universal constant and \(\epsilon_t \in (0, 1)\) is a constant that only depends on \(\beta\).

2. \(S_L\) then guesses at most \(2w + O(\log^3 n + \log t)\) bits of witness and runs in \(\text{poly}(T(n)) \cdot \tau_n(t)\) time.

3. If \(L(x) = 0\), \(S_L\) rejects on all possible witnesses.

4. If \(L(x) = 1\) and \(w \geq c d^{1,T(n)(t)}(x)\), \(S_L\) accepts on at least one witness.

**Proof.**

**Set up.** Let \(L \in \text{NTIME}[T(n)]\). We fix an input \(x \in \{0, 1\}^n\) to \(L\). From the definition of \(L\), there is a linear-time algorithm \(V\) taking two inputs \(x \in \{0, 1\}^n\) and \(y \in \{0, 1\}^{T(n)}\), such that \(L(x) = 1\) if and only if there exists \(y \in \{0, 1\}^{T(n)}\) satisfying \(V(x, y) = 1\).

If \(L(x) = 1\), we let \(y_x \in \{0, 1\}^{T(n)}\) be the lexicographically first string \(y\) satisfying \(V(x, y) = 1\). Otherwise \(L(x) = 0\), and we simply let \(y_x = 0^{T(n)}\). We also set \(c_t\) to be a large enough universal constant.
Theorem 6.1. We set \( \beta \) depends on \( t \) so that
\[
\beta = \beta(\log t).
\]

Algorithm \( A_{\text{Gap-K}^t} \). Let \( L_{\text{comp}} \) be a complete language for \( \text{NTIME}[n] \). From Theorem 5.6, there is a function \( q_{\text{NTIME}}(t) = \beta(\log t) \cdot \text{poly}(n) \) such that for every \( t, s \in \mathbb{N} \) with \( s \leq O(n) \), there is an \( O(\log t) \)-size program \( A_{\text{Gap-K}^t}^{(t,s)} \) that satisfies the following:

- \( A_{\text{Gap-K}^t}^{(t,s)} \) takes a string \( x \in \{0,1\}^n \) with \( \log t \leq n \leq t \), and runs in \( q_{\text{NTIME}}(t) \) time.

- (Yes case) If \( K^t_{L_{\text{comp}}}(x) \leq s \), then \( A_{\text{Gap-K}^t}^{(t,s)}(x) = 1 \).

- (No case) If \( K^t_{L_{\text{comp}}}(x) \geq s + c_1 \log t \), then \( A_{\text{Gap-K}^t}^{(t,s)}(x) = 0 \), where \( c_1 \) is a constant that only depends on \( \beta \).

Constructing the distinguisher from \( A_{\text{Gap-K}^t} \). Let \( m \leq O(n) \) be a parameter to be specified later, and \( d = O(\log T(n) + \log^3 m) \) be the seed length of \( H_{T(n),m} \) from Theorem 7.1. From now on, we will always use \( H \) to denote \( H_{T(n),m} \) for simplicity.

Our goal now is to use the \( A_{\text{Gap-K}^t} \) algorithm to construct an algorithm that \( 0.1 \)-avoids the output of \( H(y_x, \cdot) \), as by Theorem 7.1, this would give us a way to reconstruct the desired witness \( y_x \).

We begin by analyzing the time-bounded Kolmogorov complexity of \( (x, H(y_x, z)) \). For all \( z \in \{0,1\}^d \), we have
\[
K^{2t, L_{\text{comp}}}(x, H(y_x, z)) \leq K^t(x) + d + O(1).
\]
We let \( s = K^t(x) + d + O(1) \) be the right side of (9).

The above holds since we can first compute \( x \) in \( t \) time with \( K^t(x) \) bits of advice, then compute \( y_x \) by running the search-to-decision reduction, taking \( \text{poly}(T(n)) \leq o(t) \) time using the oracle to \( L_{\text{comp}} \), and finally compute \( H(y_x, z) \) in \( \text{poly}(T(n)) = o(t) \) time by specifying \( z \) as \( d \) bits of advice.

On the other hand, we set \( \epsilon_t \) so that \( q_{\text{NTIME}}(2^{\epsilon_t n + 1}) \leq 2^{n/2} \). Since \( q_{\text{NTIME}}(t) = \beta(\log t) \cdot \text{poly}(n) \), \( \epsilon_t \) only depends on \( \beta \). Now applying Theorem 6.1 with \( \epsilon = 0.01 \), we have that
\[
\Pr_{w \sim U_n} \left[ K^{t_1}(x w) \geq K^{t_2}(x) + m - c_2 \log(t) \right] \geq 0.99.
\]
where \( t_1 = q_{\text{NTIME}}(2t) \) and \( t_2 = \beta(\log t) \cdot \text{poly}(n, m) \), and \( c_2 \) is a constant that only depends on \( \beta \). Note that \( \log(t_1) \leq n/2 \) from our choice of \( \epsilon_t \), which satisfies the requirement of Theorem 6.1. We set \( m \) so that
\[
K^{t_2}(x) + m - c_2 \log t \geq s + c_1 \log t = K^t(x) + d + O(1) + c_1 \log t.
\]
That is, we set \( m \) so that
\[
m - d = m - O(\log^3 m + \log T(n)) \geq K^t(x) + O(1) + (c_1 + c_2) \log t - K^{t_2}(x) = cd^{t_2}(x) + O(\log t).
\]
One can see that choosing
\[
m = cd^{t_2}(x) + c_3(\log t + \log^3 n)
\]
for some big constant \( c_3 \geq 1 \) would be enough. Note that \( c_3 \) is a constant that only depends on \( \beta \). Hence we can choose \( \epsilon_t \) to be small enough so that we can set \( m \leq 2n \).

Now we claim that for \( m \) satisfying (12), \( D(w) := \neg A_{\text{Gap-K}^t}^{(t,s)}(x w) \) on \( m \)-bit inputs \( 0.1 \)-avoids \( H(y_x, \cdot) \). Note that \( \log(2t) \leq |x w| = n + m \leq 2t \). We argue as follows:

\[\text{\[D\text{(\{0,1\}^m)}\text{simulates \(A_{\text{Gap-K}^t}^{(t,s)}(x w)\), and negates its output.}}\]
1. From (9), for every \( z \in \{0,1\}^d \), it holds that \( D(H(y_z; z)) = \neg A_{\langle 2t, s \rangle}^{\text{Gap-K}^t}(xH(y_z; z)) = 0 \).

2. Next, by (10) and (11), together with our choice \( t_1 = q_n(2t) \), it holds that for 0.99 fraction of strings \( w \in \{0,1\}^m \), we have \( D(w) = \neg A_{\langle 2t, s \rangle}^{\text{Gap-K}^t}(xw) = 1 \).

Now, by Theorem 7.1, for \( a = 2m + O(\log T(n) + \log^3 m) \), there exists an advice \( a \in \{0,1\}^a \) such that \( R^D(a) = y_x \).

The final algorithm \( S_L \). Finally, we are ready to describe our algorithm \( S_L \).

- Given parameter \( t \) and \( w \), it sets \( m = w + c_3 \cdot (\log t + \log^3 n) \).

- Then it guesses an integer \( s \leq O(n) \) and an \( O(\log t) \)-bit program \( \Pi \) as \( A_{\langle 2t, s \rangle}^{\text{Gap-K}^t} \). Let \( D(w) = \neg \Pi(xw) \) be the candidate distinguisher on \( m \)-bit inputs, where the running time of \( \Pi \) is truncated at \( q_n(t) \).

- It further guesses an advice \( a \in \{0,1\}^a \) with \( a = 2m + O(\log T(n) + \log^3 m) \), and accepts if and only if \( V(x, R^D(a)) = 1 \).

Running time and witness complexity. Note that the constructed candidate distinguisher \( D(w) \) runs in \( q_n(2t) \) time, and hence reconstruction algorithm \( R^D(a) \) runs in \( \text{poly}(T(n)) \cdot q_n(2t) \), which dominates the running time of the whole algorithm \( S_L \). Hence the running time is \( \text{poly}(T(n)) \cdot q_n(2t) = \text{poly}(T(n)) \cdot \beta(\text{poly}(n)) \) as desired.

Regarding the witness complexity, it guesses \( a \) bits for reconstruction advice, \( O(\log t) \) bits for the program of \( A_{\langle 2t, s \rangle}^{\text{Gap-K}^t} \), and \( O(\log n) \) bits for guessing \( s \). Hence the total witness complexity is bounded by \( 2m + O(\log T(n) + \log t + \log^3 m) = 2w + O(\log t + \log^3 m) \).

Correctness. Finally, we argue that \( S_L \) satisfies our correctness conditions (Items (3) and (4) in the theorem).

- When \( L(x) = 0 \), since there is no string \( y \) making \( V(x, y) = 1 \) in this case, \( S_L \) rejects on all guesses.

- When \( L(x) = 1 \) and \( w \geq \text{cd}^{d^2}(x) \), our choice of \( m \) now satisfies (12). Hence on our correct guess of \( s \) and the program for \( A_{\langle 2t, s \rangle}^{\text{Gap-K}^t} \), there exists \( a \in \{0,1\}^a \) such that \( R^D(a) = y_x \) for the corresponding candidate distinguisher \( D \). So on this witness \( S_L \) accepts.

Finally, we set

\[
\tau_n(t) = t_2 = \beta(7)(t_1 \cdot \text{poly}(n)) = \beta(7)(\beta(4)(2t \cdot \text{poly}(n)) \cdot \text{poly}(n)) = \beta(11)(t_1 \cdot \text{poly}(n)).
\]

The last inequality above is due to the fact that \( \beta \) is a good resource function. This completes the proof.

Remark 7.3. The reason why we cannot use the direct product generator \( DP_k \) in the proof of Lemma 7.2 is that \( DP_k(y_{x,z}) \) has output length at least \( |y_{x,z}| = T(n) \). This in particular means in (10), \( t_2 \) would be \( \beta(5)(t_1 \cdot \text{poly}(T(n))) \) instead of \( \beta(5)(t_1 \cdot \text{poly}(n,m)) \). Such a \( t_2 \) is too large for our theorem.

Next, we are ready to prove our main result, a parametrized worst-case to average-case reduction from \( \text{NTIME}[T] \) to \( \Sigma_2 \text{TIME}[n] \).
**Theorem 7.4.** Let \( T: \mathbb{N} \to \mathbb{N} \) be such that \( T(n) \leq 2^{o(n)} \) and assume that \( \Pi_2 \text{ TIME}[\beta] \subseteq \text{ Avg}_{1/2} \text{ TIME}[\beta(n)] \) for a good resource function \( \beta: \mathbb{N} \to \mathbb{N} \). Let \( \tau_n(t) = \beta^{O(1)}(t \cdot \text{poly}(n)) \) be the corresponding function in Lemma 7.2. Then for every \( k: \mathbb{N} \to \mathbb{N} \), letting \( T_k(n) = \tau_n^{(k)}(\text{poly}(T(n))) \) and assuming \( T_k(n) \leq 2^{o(n)} \), it holds that

\[
\text{NTIME}[T] \subseteq \text{NTIMEGUESS}[T_k(n), 2\eta/k(n) + O(\log T_k(n)(n)) + \log^3 n] \\
\subseteq \text{TIME}[^\text{poly}(T_k(n))(n) \cdot 2^{2\eta/k(n)} \cdot 2^O(\log^3 n)]
\]

**Proof.** Let \( p_i(n) = \tau_n^{(i)}(T(n)^{c_t}) \), where \( c_t \) is the universal constant in Lemma 7.2. Note that we have

\[
\sum_{i \in [k(n)]} cd^{p_{i-1}(n), p_i(n)}(x) = K^{p_0(n)}(x) - K^{p_i(n)} \leq n + O(1).
\]

Hence, it follows that there exists \( i \in [k(n)] \) such that \( cd^{p_{i-1}(n), p_i(n)}(x) \leq n/k(n) + O(1) \). Our nondeterministic algorithm then first guesses an integer \( i \in [k(n)] \), and then runs \( S_L \) with parameter \( t = p_i(n) \) and \( w = n/k(n) + O(1) \). From our assumption, we have \( t \in [T(n)^{c_t}, 2^{O(n)}] \), where \( c_t \) is the constant in Lemma 7.2. From Lemma 7.2, this algorithm runs in \( \text{poly}(T(n)) \cdot p_i(n) \) time and guesses at most \( 2w + O(\log t + \log^3 n) \) bits of witness.

Furthermore, by Lemma 7.2, our algorithm always rejects when \( L(x) = 0 \). On the other hand, if \( L(x) = 1 \), then on the guess \( i \) such that \( cd^{p_{i-1}(n), p_i(n)}(x) \leq n/k(n) + O(1) \), our algorithm accepts on at least one witness. This proves the first part of the theorem.

For the second part, we can simply set \( k(n) := \arg \min_{u \in [n]} \left[ \tau_n^{(u)}(T(n)^{c_t}) \cdot 2^{2u/n} \right] \).

The following corollary follows from Theorem 7.4 directly.

**Corollary 7.5.** If \( \Pi_2 \text{ TIME}[\beta] \subseteq \text{ Avg}_{1/2} \text{ TIME}[\Theta(n)] \), then

\[
\text{NTIME}[2^{O(\sqrt{n \log n})}] \subseteq \text{DTIME}[2^{O(\sqrt{n \log n})}].
\]

**Proof.** Let \( c > 0 \) be an arbitrary constant. Applying Theorem 7.4 for \( \beta(n) = \Theta(n) \) and \( T(n) = 2^{c \sqrt{n \log n}} \), we obtain \( \tau_n(t) = \beta^{O(1)}(t \cdot \text{poly}(n)) \). We note that when \( t \leq 2^n \), it holds that \( \tau_n(t) \leq t \cdot \text{poly}(n) \), where the \( \text{poly}(n) \) only depends on \( \beta \) but not \( t \).

Letting \( k := \sqrt{n/\log n} \), we have that

\[
T_k(n) \leq \text{poly}^{(k)}(\text{poly}(T(n))) \cdot 2^{2n/k + \log^3 n} \leq 2^{O(\sqrt{n \log n})}
\]

as desired. \( \square \)

We now extend the above to include the full polynomial hierarchy version of limited nondeterminism.

**Theorem 7.6.** If \( \Pi_2 \text{ TIME}[\beta] \subseteq \text{ Avg}_{1/2} \text{ TIME}[\Theta(n)] \), then

\[
\text{PHTIMEGUESS}[2^{O(\sqrt{n \log n})}, n] \subseteq \text{DTIME}[2^{O(\sqrt{n \log n})}].
\]

**Proof.** For every constant \( k \geq 1 \), we prove

\[
\Sigma_k \text{ TIMEGUESS}[2^{O(\sqrt{n \log n})}, n] \subseteq \Sigma_{k-1} \text{ TIMEGUESS}[2^{O(\sqrt{n \log n})}, n].
\]

(13)
The theorem immediately follows from Eq. (13) because

$$\Sigma_k\text{TIMEGUESS}[2^{O(\sqrt{n \log n})}, n] \subseteq \Sigma_{k-1}\text{TIMEGUESS}[2^{O(\sqrt{n \log n})}, n].$$

It remains to prove Eq. (13). Let $t(n) := 2^{O(\sqrt{n \log n})}$ and let $L \in \Sigma_k\text{TIMEGUESS}[t, n]$. By definition, there exists a $t(n)$-time algorithm $V$ such that $x \in L$ if and only if

$$\exists y_1 \in \{0, 1\}^n, \ldots, Q_{k-1}y_{k-1} \in \{0, 1\}^n, Q_ky_k \in \{0, 1\}^n, V(x, y_1, \ldots, y_k) = 1$$

for every input $x$ of length $n$. Define a language $L'$ so that

$$L' := \{ (x, y_1, \ldots, y_{k-1}) \mid Q_ky_k, V(x, y_1, \ldots, y_k) = 1, |x| = |y_1| = \cdots = |y_k| \}.$$ 

Clearly, this language is in either $\text{NTIME}[t]$ or $\text{coNTIME}[t]$. By Corollary 7.5, we obtain

$$L' \in \text{NTIME}[t] \cup \text{coNTIME}[t] \subseteq \text{DTIME}[t^{O(1)}].$$ 

By the property of $V$, for every input $x$ of length $n$, we have

$$x \in L \iff \exists y_1 \in \{0, 1\}^n, \ldots, Q_{k-1}y_{k-1} \in \{0, 1\}^n, Q_ky_k \in \{0, 1\}^n, V(x, y_1, y_2, \ldots, y_k) = 1$$

$$\iff \exists y_1 \in \{0, 1\}^n, \ldots, Q_{k-1}y_{k-1} \in \{0, 1\}^n, (x, y_1, \ldots, y_{k-1}) \in L'.$$

Since $L'$ can be accepted by some $t(nk)^{O(1)}$-time algorithm on input $(x, y_1, \ldots, y_{k-1}) \in (\{0, 1\}^n)^k$, we conclude that

$$L \in \Sigma_{k-1}\text{TIMEGUESS}[t^{O(1)}, n].$$

Finally, Item (2) of Theorem 1.3 follows as an easy corollary of Theorem 7.6.

**Corollary 7.7** (Strengthening of Item (2) of Theorem 1.3). If $\Sigma_k\text{TIME}[n] \not\subseteq \text{DTIME}[2^{O(\sqrt{n \log n})}]$ for some constant $k$, then

$$\Pi_2\text{TIME}[n] \times \{ U^{para} \} \not\subseteq \text{Avg}_1^{1/2}\text{TIME}[O(n)].$$

**Proof.** By Theorem 7.6, it suffices to prove that $\Sigma_k\text{TIME}[n] \not\subseteq \text{DTIME}[2^{O(\sqrt{n \log n})}]$ implies that $\text{PHTIMEGUESS}[2^{O(\sqrt{n \log n})}, n] \not\subseteq \text{DTIME}[2^{O(\sqrt{n \log n})}]$. We will prove the contrapositive.

Assume that $\text{PHTIMEGUESS}[2^{O(\sqrt{n \log n})}, n] \subseteq \text{DTIME}[2^{O(\sqrt{n \log n})}]$. Let $L \in \Sigma_k\text{TIME}[n]$ and $c \geq 1$ be a constant so that $L \in \Sigma_k\text{TIMEGUESS}[cn, cn]$. Now, we construct a language $L'$ such that $x \in L \iff x \circ 0^{c-1}|x| \in L'$. Note that $L' \in \text{PHTIMEGUESS}[2^{O(\sqrt{n \log n})}, n]$. Hence we also have $L' \in \text{DTIME}[2^{O(\sqrt{n \log n})}]$, which in turn implies that $L \in \text{DTIME}[2^{O(\sqrt{n \log n})}]$. 

\[\square\]
8 New Worst-case to Average-case Reduction for UP

In this section, we study the worst-case to average-reduction from UP to NTIME[\(n\)].

The following lemma is crucial for the results of this section.

**Lemma 8.1.** Let \(T: \mathbb{N} \rightarrow \mathbb{N}\) be such that \(T(n) \leq 2^{O(n)}\) and \(L \in \text{UTIME}[T(n)]\). Assume that \(\text{coNTIME}[n] \times \mathcal{U}_{\text{para}}^{\text{poly}} \subseteq \text{Avg}_{1/2}[\text{TIME}[\beta(n)]]\) for a good resource function \(\beta: \mathbb{N} \rightarrow \mathbb{N}\). There is a function \(\tau_n(t) = \beta(O(1))(t \cdot \text{poly}(n))\) such that, there is a nondeterministic algorithm \(S_L\) that satisfies the following:

- \(S_L\) takes an input \(x \in \{0,1\}^n\) to \(L\), an integer \(t \in [T(n)^{c_t}, 2^{\varepsilon_t n}]\) and an integer \(w \leq n\), where \(c_t \geq 1\) is universal constant and \(\varepsilon_t \in (0, 1)\) is a constant that only depends on \(\beta\).
- \(S_L\) then guesses at most \(2w + O(\log T(n) + \log^3 n)\) bits of witness and runs in \(\text{poly}(T(n)) \cdot \tau_n(t)\) time.
- If \(L(x) = 0\), \(S_L\) rejects on all possible witnesses.
- If \(L(x) = 1\) and \(w \geq cd^t \tau_n(t)(x)\), \(S_L\) accepts on at least one witness.

**Proof.** The proof structure of the lemma is very similar to that of Lemma 7.2. The only difference is that we now try to construct a distinguisher for \(H_{T(n),m}(y_x \cdot)\) using the algorithmic compression from Theorem 5.5 instead of the fast GapKt-A algorithm from Theorem 5.6.

**Set up.** Let \(L \in \text{UTIME}[T(n)]\). We fix an input \(x \in \{0,1\}^n\) to \(L\). From the definition of \(L\), there is a linear-time algorithm \(V\) taking two inputs \(x \in \{0,1\}^n\) and \(y \in \{0,1\}^m\) such that \(L(x) = 1\) if and only if there exists \(y \in \{0,1\}^m\) satisfying \(V(x, y) = 1\). Moreover, for every \(x \in \{0,1\}^n\), there is at most one \(y\) satisfying \(V(x, y) = 1\). We also set \(c_t\) to be a large enough constant.

If \(L(x) = 1\), we let \(y_x \in \{0,1\}^T(n)\) be the unique string satisfying \(V(x, y) = 1\). Otherwise \(L(x) = 0\) and we simply let \(y_x = 0^T(n)\). Next we define a language ensemble \(L'\) as follows:

- For every tuple \((t,n,s,m) \in \mathbb{N}^4\), \((x,w) \in L'_{(t,n,s,m)}\) if and only if there exists \(y \in \{0,1\}^{T(n)}\) and \(z \in \{0,1\}^{d_T(n),m}\) for \(d_T(n),m = O(\log T(n) + \log^3 m)\) (of Theorem 7.1) such that
  
  \[|x| = n, k'(x) \leq s, V(x, y) = 1, \text{ and } w = H_{T(n),m}(y, z).\]

Note that we can guess an \(s\)-bit program \(\Pi\), a \(T(n)\)-bit witness \(y\) and a \(d\)-bit seed to verify whether \((x, w) \in L'_{(t,n,s,m)}\). This takes nondeterministic \(O(t + \text{poly}(T(n)))\) = \(O(t) \leq O((t, n, s, m)\) time (since \(c_t\) is large enough) and hence \(L' \in \text{NTIME}[n]\).

**Apply algorithm compression to get an algorithm \(A^{\text{Comp}}\).** By Theorem 5.5, there is a function \(q_n(t) = \beta^{(4)}(t \cdot \text{poly}(n))\) such that for every tuple \((t,n,s,m) \in \mathbb{N}^4\) and \(\gamma = (t, n, s, m)\) such that \(\log \gamma \leq n + m \leq \gamma\), there is an \(O(\log \gamma)\)-size program \(A^{\text{Comp}}_{\gamma}\) satisfying the following:

1. \(A^{\text{Comp}}_{\gamma}(z)\) runs in \(q_{\lfloor \log \gamma \rfloor}(\gamma)\) time.
2. (Yes case) for every \((x, w) \in L'_{\gamma}, A^{\text{Comp}}_{\gamma}((x, w)) = 1\).
3. (No case) for every \((x, w) \in \{0,1\}^n \times \{0,1\}^m\), if \(K_{q_{\lfloor \log \gamma \rfloor}}(x, w) \geq s + d_{T(n),m} + c_1 \log \gamma\), then \(A^{\text{Comp}}_{\gamma}((x, w)) = 1\), where \(c_1 \geq 1\) is a constant that only depends on \(\beta\). (Note that \(\log |L'_{\gamma}| \leq s + d_{T(n),m}\), as \(V\) only accepts at most one witness \(y\) for each input \(x\).)
Let \( m = O(n) \) be a parameter to be specified later, and \( d = O(\log T(n) + \log^3 m) \) be the seed length of \( H_{T(n), m} \) from Theorem 7.1 and \( s = K^f(x) \). From now on, we will always use \( H \) to denote \( H_{T(n), m} \) for simplicity.

Applying Theorem 6.1 with \( \varepsilon = 0.01 \), we have that

\[
\Pr_{w \sim U_m} \left[ K^{t_1}(xw) \geq K^{t_2}(x) + m - c_2 \log(t) \right] \geq 0.99. \tag{14}
\]

where \( t_1 = q_{n+m}((t,n,s,m)) \) and \( t_2 = \beta^O(t) (t_1 \cdot \text{poly}(n,m)) = \beta^O(t_1 \cdot \text{poly}(n)) \), and \( c_2 \geq 1 \) is a constant that only depends on \( \beta \) (note that \( O(\log t_1) = O(\log t) \) because \( n,s,m \leq O(t) \) and \( q_{n+m} \) is at most a polynomial). We set \( \varepsilon_t \) to be small enough so that \( \log t_1 \leq n/2 \) when \( t \leq 2^{e_1 \varepsilon} \).

We set \( m \) so that

\[
K^{t_2}(x) + m - c_2 \log t \geq s + d + c_1 \log t = K^f(x) + d + c_1 \log t. \tag{15}
\]

That is, we set \( m \) so that

\[
m - d = m - O(\log^3 m + \log T(n)) \geq K^f(x) + (c_1 + c_2) \log t - K^{t_2}(x) = cd^{t_1,t_2}(x) + O(\log t).
\]

One can see that choosing

\[
m = cd^{t_1,t_2}(x) + c_3 (\log t + \log^3 n) \tag{16}
\]

for some big constant \( c_3 \geq 1 \) would be enough. Since \( c_3 \) only depends on \( \beta \), we can set \( \varepsilon_t \) to be small enough so that \( m \leq 2n \).

From the definition of \( I^t_{(t,n,s,m)} \), together with (15) and (14), one can see that \( D(w) := \neg A^\text{Comp}_{(t,n,s,m)}(xw) \) on \( m \)-bit inputs \( 0.1 \)-avoids \( H(y_{tx}, \cdot) \). Note that we have \( \log \langle t, n, s, m \rangle \leq n + m \leq \langle t, n, s, m \rangle \), which satisfies the condition of \( A^\text{Comp} \).

Now, by Theorem 7.1, for \( a = 2m + O(\log T(n) + \log^3 m) \), there exists an advice \( a \in \{0,1\}^a \) such that \( R^{\text{D}}(a) = y_x \).

**The final algorithm \( S_L \).** Finally, we are ready to describe our algorithm \( S_L \).

- Given parameter \( t \) and \( w \), it sets \( m = w + c_3 \cdot (\log t + \log^3 n) \).

- Then it guesses an integer \( s \leq O(n) \) and an \( O(\log t) \)-bit program \( \Pi \) as \( A^\text{Comp}_{(t,n,s,m)} \). Let \( D(w) = \neg D(xw) \) be the candidate distinguisher on \( m \)-bit inputs, where the running time of \( \Pi \) is truncated at \( q_{n+m}(t) \).

- It further guesses an advice \( a \in \{0,1\}^a \) with \( a = 2m + O(\log T(n) + \log^3 m) \), and accepts if and only if \( V(x, R^D(a)) = 1 \).

With an identical argument of the last part of proof for Lemma 7.2, we can verify the running time, witness complexity and the correctness of the above algorithm by setting \( \tau_n(t) = t_2 = \beta^O(1) (t \cdot \text{poly}(n)) \) (note that by Proposition 3.1, \( \langle t, n, s, m \rangle \leq t \cdot \text{poly}(n) \)), which completes the proof.

The following Theorem 8.2 and Corollary 8.3 follows from Lemma 8.1 in exactly the same way that Theorem 7.4 and Corollary 7.5 follows from Lemma 7.2. We omit their proof.
Theorem 8.2. Let $T : \mathbb{N} \to \mathbb{N}$ be such that $T(n) \leq 2^{o(n)}$ and assume that coNTIME[$n] \times U^\text{para} \subseteq \text{Avg}_{1/2} \text{TIME}[\beta(n)]$ for a good resource function $\beta : \mathbb{N} \to \mathbb{N}$. Let $\tau_n(t) = \beta^{O(1)}(t \cdot \text{poly}(n))$ be the corresponding function in Lemma 7.2. Then for every $k : \mathbb{N} \to \mathbb{N}$, letting $T_k(n)(n) = \tau_n^{(k)}(\text{poly}(T(n)))$ and assuming $T_k(n)(n) \leq 2^{o(n)}$, it holds that

$$\text{UTIME}[T] \subseteq \text{NTIMEGUESS}[T_k(n), 2n/k(n) + O(\log T_k(n)(n)) + \log^3 n] \subseteq \text{TIME}[\text{poly}(T_k(n)(n)) \cdot 2^{2n/k(n)} \cdot 2^{O(\log^3 n)}].$$

Now Item (1) of Theorem 1.3 and Theorem 1.4 follows easily from Theorem 8.2.

Corollary 8.3 (Strengthening of Item (1) of Theorem 1.3). If coNTIME[$n] \times U^\text{para} \subseteq \text{Avg}_{1/2} \text{TIME}[\beta(n)]$, then

$$\text{UTIME}[2^{O(\sqrt{n \log n})}] \subseteq \text{DTIME}[2^{O(\sqrt{n \log n})}].$$

Corollary 8.4 (Strengthening of Theorem 1.4). For every $\epsilon > 0$, if UP $\not\subseteq$ NTIMEGUESS[\text{poly}(n), \epsilon n], then coNP $\times U^\text{para} \not\subseteq \text{Avg}_{1/2} P$.

Proof. We will prove the contrapositive of the theorem. Suppose coNP $\times U^\text{para} \subseteq \text{Avg}_{1/2} P$, we know that for some polynomial $\beta$, it holds that coNTIME[$n] \times U^\text{para} \subseteq \text{Avg}_{1/2} \text{TIME}[\beta(n)]$.

Let $k = 3/\epsilon$. By Theorem 8.2, for every polynomial $T$ we have

$$\text{UTIME}[T] \subseteq \text{NTIMEGUESS}[\text{poly}(n), 2n/k + o(n)] \subseteq \text{NTIMEGUESS}[\text{poly}(n), \epsilon n].$$

Therefore UP $\subseteq$ NTIMEGUESS[\text{poly}(n), 2n/k + o(n)] $\subseteq$ NTIMEGUESS[\text{poly}(n), \epsilon n] as well, this completes the proof. 

9 New Worst-case to Average-case Reduction for Computable Heuristic Schemes

We consider error-less heuristic schemes whose running time can be efficiently estimated. We first present the formal definition of AvgTIME$_D$TIME[$\beta(n)][\beta(n)]$.

Definition 9.1. Let $\beta$ be a good resource function, for a language $L$ and a distribution family $D = \{D_n\}_{n \in \mathbb{N}}$, we say that $(L, D) \in$ AvgTIME$_D$TIME[\beta(n)]$[\beta(n)]$ if there exists a pair of algorithms $(S, C)$ such that, for every $n, k \in \mathbb{N}$ the following hold:

1. For every $x \in D_n$, if $C(x, n, k) = 1$, then $S(x, n, k) = L(x)$.

2. $\Pr_{x \sim D_n}[C(x, n, k) = 1] \geq 1 - 2^{-k}$.

3. $C(x, n, k)$ runs in at most $\beta(|x|)$ time, and $S(x, n, k)$ runs in at most $2^k \cdot \beta(|x|)$ time.

We remark that from Definition 9.1 and Definition 3.6, it is clear that $(L, D) \in$ AvgTIME$_D$TIME[\beta(n)]$[\beta(n)]$ implies that $(L, D) \in$ AvgTIME[\beta(n)]$[\beta(n)]$.

Following the proof of [Hir21, Theorem 10.2], we show that the assumption NTIME[$n] \times U^\text{para} \subseteq$ AvgTIME[\beta(n)] implies the following near-optimal compression and decompression scheme.

Theorem 9.2. Assuming that NTIME[$n] \times U^\text{para} \subseteq$ AvgTIME[\beta(n)] for a good resource function $\beta : \mathbb{N} \to \mathbb{N}$. Then, for $\tau_n(t) = \beta^{O(1)}(t \cdot \text{poly}(n))$, there are two algorithms $E$ and $D$ such that
1. Fix \( n, t \in \mathbb{N} \) such that \( t \in [n^{c_1}, 2^n] \), where \( c_1 \geq 1 \) is universal constant. For every \( x \in \{0,1\}^n \), it holds that \( D(E(x,t),n,t) = x \).

2. \( |E(x,t)| \leq K'(x) + O(\log t) \).

3. \( D(z,n,t) \) runs in \( \tau_n(t) \) time and \( E(x,t) \) runs in \( \text{poly}(t) \) time.

**Proof.** We set \( c_1 \geq 1 \) to be a large enough universal constant. From Theorem 5.6, there is a function \( q_n(t) = \beta(t \cdot \text{poly}(n)) \) such that for every \( t, s \in \mathbb{N} \) with \( s \leq O(n) \), there is an \( O(\log t) \)-size program \( A_{(t,s)}^{\text{Gap-K}} \) satisfies the following:

- \( A_{(t,s)}^{\text{Gap-K}} \) takes a string \( x \in \{0,1\}^n \) with \( log t \leq n \leq t \), and runs in \( q_n(t) \) time.

- (Yes case) If \( K'(x) \leq s \), then \( A_{(t,s)}^{\text{Gap-K}}(x) = 1 \).

- (No case) If \( K_{q_n(t)}(x) \geq s + c_1 \log t \), then \( A_{(t,s)}^{\text{Gap-K}}(x) = 0 \), for some constant \( c_1 \) that only depends on \( \beta \).

We will first use \( A_{(t,s)}^{\text{Gap-K}} \) together the DP generator to obtain a compression scheme, and then define our algorithms \( E \) and \( D \). For a parameter \( k \leq O(n) \), letting \( d = nk \), for all \( x \in \{0,1\}^d \) we have

\[
K^{2t}(\text{DP}_k(x;z)) \leq K'(x) + d + c_2 \log t, \tag{17}
\]

where \( c_2 \geq 1 \) is a universal constant. This holds because one can compute \( \text{DP}_k(x;z) \) by first computing \( x \) in \( t \) time and then compute \( \text{DP}_k(x;z) \) in \( d + k = o(t) \) time. (We also need to specify \( t \) and \( k \), which takes \( O(\log t) \) bits.)

By a simple counting argument, we have that

\[
\Pr_{w \sim U_{d+k}} [K(w) \geq d + k - c_3] \geq 0.99, \tag{18}
\]

where \( c_3 \geq 1 \) is a universal constant.

Let \( s = K'(x) + d + c_2 \log t \) in (17). We will set \( k \) so that

\[
d + k - c_3 \geq s + c_1 \log t = K'(x) + d + (c_2 + c_1) \log t,
\]

which can be satisfied by picking \( k \) so that

\[
k = K'(x) + c_3 \log t \tag{19}
\]

for a large enough constant \( c_3 \geq 1 \) only depending on \( \beta \).

For \( k \) that satisfies (19), we have \( \log(2t) \leq d + k \leq 2t \) and it follows from (17) and (18) that \( D(w) := A_{(2t,s)}^{\text{Gap-K}}(w) \) 0.1-distinguishes between \( \text{DP}_k(x;U_d) \) and \( U_{d+k} \). Note that \( D \) takes \( O(\log t) \) bits of advice to specify the code for \( A_{(2t,s)}^{\text{Gap-K}}(w) \), and runs in \( t_1 = q_d+k(2t) \) time on \((d+k)\)-bit inputs. Hence, by Theorem 5.7, there is a function \( \eta_n(t) = \beta(t \cdot \text{poly}(n)) \) such that there is an algorithm \( R \) running in \( \eta_n(t_1) \) time that takes \( x \) and \( D \) (along with the advice for \( D \)) as input and \( O(\log t_1) = O(\log t) \) bits as advice, and outputs a program of size \( k + O(\log t) \) that prints \( x \) in \( \eta_n(t_1) \) time.

Now we are ready to specify our encoding algorithm \( E(x,t) \):
1. We first enumerate all possible values \( u \leq n + O(1) \) for \( K^t(x) \), from the smallest to the largest. Then we set \( s \) and \( k \) according to \( u \) as the guess of \( K^t(x) \) (i.e., \( s = u + d + c_2 \log t \) and \( k = u + c_3 \log t \)).

2. Next, we enumerate all possible advice strings \( \alpha_D \in \{0, 1\}^{O(\log t)} \) for the (candidate) distinguisher \( D \), and all possible advice strings \( \alpha_R \in \{0, 1\}^{O(\log t)} \) for the reconstruction algorithm \( R \), and run \( R_{S/\alpha_D} \) with input \( x \) and \( D_{\alpha_R} \). Then we check whether \( R_{S/\alpha_D} \) outputs a desired program of size \( k + O(\log t) \) that prints \( x \) in \( \eta_n(t_1) \) time. We output the program and terminate the algorithm if the output program passes the check.

We now define \( D(z, n, t) \) as the algorithm that simply simulates the program \( z \) for \( \eta_n(t_1) \) steps and then outputs its output, and we set \( \tau_n(t) = \beta^{O(1)}(t \cdot \text{poly}(n)) \) to be large enough so that \( \tau_n(t) \geq \eta_n(t_1) \). This ensures the running time of \( D(z, n, t) \) satisfies our requirement.

For \( E(x, t) \), note that the running time is at most \( \text{poly}(t) \cdot \text{poly}(n) \leq \text{poly}(t) \) as required. Now, let \( \bar{u} \) be the smallest guess for \( K^t(x) \) on which the algorithm terminates. Note that by our previous discussions, the algorithm must terminate on the correct guess of \( K^t(x) \), so we have \( \bar{u} \leq K^t(x) \).

Finally, on this guess \( \bar{u} \), our algorithm outputs a program of size \( \bar{u} + O(\log t) \leq K^t(x) + O(\log t) \) which outputs \( x \) in \( \eta_n(t_1) \leq \tau_n(t) \) time. This completes the proof.

The following lemma is crucial for our results in this section.

**Lemma 9.3.** Let \( T : \mathbb{N} \to \mathbb{N} \) be such that \( T(n) \leq 2^{\alpha(n)} \), \( L \in \text{NTIME}[T(n)] \) and \( \beta : \mathbb{N} \to \mathbb{N} \) be a good resource function. Assume that \( \text{NTIME}[n] \times U_{\text{para}} \subseteq \text{AvgTIME}_{\text{DTIME}}[\beta(n)][\beta(n)] \). There is a function \( \tau_n(t) = \beta^{O(1)}(t \cdot \text{poly}(n)) \) and an algorithm \( S_L \) such that the following hold:

1. \( S_L \) takes an input \( x \in \{0, 1\}^n \) to \( L \), an integer \( t \in [\max(T(n), n^{c_t}), 2^n] \) and an integer \( w \leq n \), where \( c_t \) is the universal constant in Theorem 9.2.
2. \( S_L \) runs in \( 2^w \cdot \text{poly}(t) \) time and \( S_L(x, t, w) \in \{L(x), \bot\} \).
3. If \( w \geq cd^{t, \tau_n(t)}(x) \), then \( S_L(x) = L(x) \).

**Proof.** Our proof follows the same argument of the proof of [Hir21, Theorem 10.1].

**Compressed Language \( L^{zip} \) and its heuristic.** We first define a language \( L^{zip} \) (i.e., a compressed version of \( L \)) such that for every \( (t, n, s) \in \mathbb{N}^3 \), \( u \in \mathbb{L}^{zip}_{(t, n, s)} \) if and only if the following holds:

1. \( |u| = s \) and \( t \geq T(n) \).
2. For \( x = \text{Univ}^t(u) \), it holds that \( x \in L \) and \( |x| = n \).

From its definition we can see that \( L^{zip} \in \text{NTIME}[n] \), since given an input \( (u, 1^{(t, n, s)}) \), one can first compute \( x = \text{Univ}^t(u) \) in \( O(t) \) time, and then check whether \( x \in L \) in nondeterministic \( T(n) = O(t) \) time.

From our assumption that \( \text{NTIME} \times U_{\text{para}} \subseteq \text{AvgTIME}_{\text{DTIME}}[\beta(n)][\beta(n)] \) and the Definition 9.1, there are two algorithms \( S \) and \( C \) such that for every \( (t, n, s) \in \mathbb{N}^3 \) and every \( k \in \mathbb{N} \), letting \( \gamma = (t, n, s) \), the followings hold:

1. For every \( u \in \{0, 1\}^s \), if \( C(u, \langle \gamma, s \rangle, k) = 1 \), then \( S(u, \langle \gamma, s \rangle, k) = L^{zip}(u) \). Note that here we are applying \( S \) and \( C \) to solve \( L^{zip} \) over the distribution \( U_{\text{para}}^{\langle \gamma, s \rangle} \).
2. \( \Pr_{u \sim U_k} [C(u, \langle \gamma, s \rangle, k) = 1] \geq 1 - 2^{-k} \).
3. \( C(u, \langle \gamma, s \rangle, k) \) runs in at most \( \beta(\gamma + s) \) time, and \( S(u, \langle \gamma, s \rangle) \) runs in at most \( \beta(\gamma + s) \cdot 2^k \) time.
Applying algorithmic compression to the language $L_{\text{fail}}$ consisting of failed inputs. Now, we consider another language $L_{\text{fail}}$, such that for every $(t,n,s,k) \in \mathbb{N}^4$, $u \in L_{\text{fail}}((t,n,s,k))$ if and only if (1) $u \in L_{\text{zip}}((t,n,s))$ and (2) $C(u, (\gamma, s), k) = 0$ for $\gamma = (t,n,s)$. That is, $L_{\text{fail}}((t,n,s,k))$ contains all inputs $u$ to $L_{\text{zip}}((t,n,s))$ on which our heuristic algorithm with parameter $k$ fails.

Recall that we have $\Pr_{u \sim L_{\text{fail}}}[C(u, (\gamma, s), k) = 0] \leq 2^{-k}$, which implies that $|L_{\text{fail}}((t,n,s,k))| \leq 2^{-k}$. Also, note that a straightforward algorithm solves $L_{\text{fail}}((t,n,s,k))$ nondeterministic time by computing $L_{\text{zip}}((t,n,s)) \cap [C(u, (\gamma, s), k) = 0]$, meaning that $L_{\text{fail}} \in \text{NTIME}[\beta(n)]$.

Applying Theorem 5.5 together with a simple padding argument\footnote{Theorem 5.5 applies to languages in $\text{NTIME}[n]$ but our $L_{\text{fail}}$ is in $\text{NTIME}[\beta(n)]$. Still, we can define a padded version of $L_{\text{fail}}$ such that it is in $\text{NTIME}[n]$, and apply Theorem 5.5 to the padded version. The resulting algorithm can solve the algorithmic compression task for $L_{\text{fail}}$ as well. Note that we will later set $s$ so that the constraint $\log t \leq |x| \leq t$ in Theorem 5.5 is satisfied.}, it follows that for some $q_n(t) = \beta^{O(1)}(t \cdot \text{poly}(n))$ and for every $u \in L_{\text{fail}}((t,n,s,k))$, we have

$$K^{q_n((t,n,s,k))}(u) \leq s - k + O(\log t).$$

**Our algorithm $S_L$.** Now our algorithm $S_L$ works as follows:

1. Let $k = w + c_1 \log t$ for a large constant $c_1 \geq 1$ to be specified later. Compute $z = E(x,t)$ and let $u$ be the code of the algorithm outputting $D(z,n,t)$. Let $s = |u|$. Applying Theorem 9.2, and note that $u$ can be specified by the integer $t$, the string $z$ and the code of $D$, we have

$$s = |u| = |z| + O(\log t) \leq K^t(x) + O(\log t). \quad (21)$$

Moreover, for some $t_1 = \beta^{O(1)}(t \cdot \text{poly}(n))$, we have $\text{Univ}^{t_1}(u) = x$.

2. Let $\gamma = (t_1,n,s)$. If $C(u, (\gamma, s), k) = 0$, output $\bot$.

3. Otherwise, output $S(u, (\gamma, s), k)$.

**Running time and the correctness of $S_L$.** Now we argue that $S_L$ satisfies our requirements. The running time of $S_L$ is dominated by the running time of $S(u, (\gamma, s), k)$, which is $\beta(\gamma + s) \cdot 2^k \leq 2^k \cdot \text{poly}(t)$. Hence, the overall running time of $S_L$ is $2^k \cdot \text{poly}(t)$ as well.

For the correctness, we first note that whenever $S_L$ does not output $\bot$, it means $C(u, (\gamma, s), k) = 1$, and in this case $S_L(x) = L_{\text{zip}}^\gamma(u) = L_{\text{zip}}((t_1,n,s))(u)$. Since $|u| = s$ and $\text{Univ}^{t_1}(u) = x$, we have $L_{\text{zip}}((t_1,n,s))(u) = L(x)$, and therefore $S_L(x) = L(x)$.

Now, assume that $w \geq c_1^{\tau_n(t)}(x)$ for some $\tau_n(t) = \beta^{O(1)}(t \cdot \text{poly}(n))$ to be specified later. We will prove that in this case we must have $C(u, (\gamma, s), k) = 1$ and thus $S_L(x) = L(x)$.

Assume that $C(u, (\gamma, s), k) = 0$ for the sake of contradiction. By definition it means that $u \in L_{\text{fail}}((t_1,n,s,k))$ and hence

$$K^{q_n((t_1,n,s,k))}(u) \leq s - k + O(\log t). \quad (22)$$

Recalling that $\text{Univ}^{t_1}(u) = x$, we further have

$$K_2^{q_n((t_1,n,s,k))}(x) \leq s - k + O(\log t).$$
Combining (21) and (22), we have that
\[
\text{cd}^{t_1, q_1(t_1,n,s,k)}(x) \geq k - O(\log t).
\] (23)

Combining (23) and the definition of \( k \), we further have
\[
w \leq \text{cd}^{t_1, q_1(t_1,n,s,k)}(x) + O(\log t) - c_1 \cdot \log t.
\]

Setting \( c_1 \) to be large enough, the above translates to
\[
w < \text{cd}^{t_1, q_1(t_1,n,s,k)}(x).
\] (24)

Finally, we set \( \tau_m(t) = \beta^{O(1)}(t \cdot \text{poly}(n)) \) so that \( \tau_m(t) \geq 2q_1(t_1,n,s,k) \). In this case, (24) contradicts our promise that \( w \geq \text{cd}^{t_2, \tau_m(t)}(x) \), and therefore we have \( \mathcal{C}(u, \langle \gamma, s \rangle, k) = 1 \) when \( w \geq \text{cd}^{t_2, \tau_m(t)}(x) \). This completes the proof. \( \square \)

**Theorem 9.4.** Let \( T : \mathbb{N} \to \mathbb{N} \) be such that \( T(n) \leq 2^{o(n)} \) and assume that \( \text{NTIME}[n] \times \mathcal{U}_{\text{para}}^\text{DTIME} \subseteq \text{AvgTIME}_{\text{DTIME}[\beta(n)]}^\text{beta(n)} \) for a good resource function \( \beta : \mathbb{N} \to \mathbb{N} \). Let \( \tau_m(t) = \beta^{O(1)}(t \cdot \text{poly}(n)) \) be the corresponding function in Lemma 9.3. Then for every \( k : \mathbb{N} \to \mathbb{N} \), letting \( T_k(n) = \tau_m(k(n)) \cdot (T(n) \cdot \text{poly}(n)) \) and assuming \( T_k(n) = 2^{o(n)} \), it holds that
\[
\text{NTIME}[T] \subseteq \text{TIME}[\text{poly}(T_k(n)) \cdot 2^{k/n}].
\]

**Proof.** Let \( L \in \text{NTIME}[T] \) and let \( p_i(n) = \tau_m^{(i)}(T(n) \cdot n^c) \), where \( c_t \) is universal constant in Theorem 9.2. Note that we have
\[
\sum_{i \in [k(n)]} \text{cd}^{p_{i-1}(n), p_i(n)}(x) = K_{p_0(n)}(x) - K_{p_i(n)} \leq n + O(1).
\]

Hence, it follows that there exists \( i \in [k(n)] \) such that \( \text{cd}^{p_{i-1}(n), p_i(n)}(x) \leq n/k(n) + O(1) \). Our algorithm for \( L \) then runs \( S_L \) from Lemma 9.3 with parameter \( t = p_i(n) \) and \( w = n/k(n) + O(1) \), for every \( i \in [k(n)] \). From Lemma 9.3, this algorithm runs in \( k(n) \cdot \text{poly}(t) \cdot 2^w = \text{poly}(T_k(n)) \cdot 2^{n/k(n)} \) time. Our algorithm outputs the output of \( S_L(p_i(n), w) \) if it is not \( \perp \) (if many \( S_L(p_i(n), w)'s \) are not \( \perp \), it simply outputs the one with the smallest \( i \).

By Lemma 9.3, if there is at least one \( S_L(p_i(n), w) \neq \perp \), then our algorithm is correct on \( x \). Also, since there must be an \( i \) such that \( \text{cd}^{p_{i-1}(n), p_i(n)}(x) \leq n/k(n) + O(1), \) we know that our algorithm correctly solves \( L(x) \). \( \square \)

From Theorem 9.4, we immediately have the following corollaries.

**Corollary 9.5.** The following holds:

1. If \( \text{NTIME}[n] \times \mathcal{U}_{\text{para}}^\text{DTIME} \subseteq \text{AvgTIME}_{\text{DTIME}^\text{O(n)}}^\text{O(n)} \), then \( \text{NTIME}[2^{O(\sqrt{n \log n})}] \subseteq \text{DTIME}[2^{O(\sqrt{n \log n})}] \), and consequently
\[
\Sigma_k \text{TIME}^\text{GUESS}[2^{O(\sqrt{n \log n})}, n] \subseteq \text{TIME}[2^{O(\sqrt{n \log n})}].
\]

2. If \( \text{NTIME}[n] \times \mathcal{U}_{\text{para}}^\text{DTIME} \subseteq \text{AvgTIME}_{\text{DTIME}^\text{n+1}}^\text{n+1} \) for every \( \epsilon > 0 \), then for every \( \delta > 0 \) and \( k > 0 \), it holds that \( \text{NTIME}[2^{n^{1-\delta}}] \subseteq \text{DTIME}[2^{\kappa n / \log n}] \).
Proof. The first item follows from Theorem 9.4 in exactly the same way that Corollary 7.5 follows from Theorem 7.4. The inclusion for $\Sigma_k$TIMEGUESS[$2^{O(\sqrt{n \log n})}, n]$ follows from the proof of Theorem 7.6. So we omit the proof of the first item and focus on the second item.

Fix $\delta > 0$ and $\kappa > 0$, we set $\varepsilon = \varepsilon(\delta, \kappa) > 0$ be a constant to be fixed later and set $\beta(n) = n^{1+\varepsilon}$. We also set $T(n) = 2^{n^{1-\delta}}$. Recall that $T_k(n) = \tau_n^{(k)}(T(n) \cdot \text{poly}(n))$ in Theorem 9.4. For a universal constant $c_1 \geq 1$, it holds that

$$T_k(n) \leq \beta^{c_1 k}(2^{n^{1-\delta/2}}).$$

We will only consider $k \leq O(\log n)$. The above can be further bounded by

$$\beta^{c_1 k}(2^{n^{1-\delta/2}}) = 2^{n^{1-\delta/2}(1 + \varepsilon)^{c_1 k}} \leq 2^{n^{1-\delta/2}e^{c_1 k}},$$

the last inequality follows from the fact that $(1 + \varepsilon)^t \leq e^{\varepsilon t}$ for all $t \geq 0$.

Now, we set $k = 2\log n / \kappa$ and $\varepsilon = \ln(n^\delta)/(3c_1 k)$ so that $e^{c_1 k} = n^{\delta/3}$. Note that $\varepsilon > 0$ is a constant that only depends on $\delta$ and $\kappa$, as desired.

Finally, applying Theorem 9.4, we have $\text{NTIME}[2^{n^{1-\delta}}] \subseteq \text{DTIME}[\text{poly}(2^{n^{1-\delta/6}}) \cdot 2^{n/\kappa}] \subseteq 2^{kn/\log n}$, which completes the proof. \hfill $\square$

Taking contrapositive of Corollary 9.5, the following corollary follows immediately.

**Corollary 9.6.** The following hold:

1. (Strengthening of Item (3) of Theorem 1.3) For every $\delta > 0$ and $\kappa > 0$, $\text{NTIME}[2^{n^{1-\delta}}] \nsubseteq \text{DTIME}[2^{\kappa n/\log n}]$ implies that $\text{NTIME}[n] \times \mathcal{U}^{\text{para}} \nsubseteq \text{AvgTIME}_{\text{DTIME}[\text{n}^{1+\varepsilon}]\text{[}n^{1+\varepsilon}\text{]}[\text{DTIME}[\text{n}^{1+\varepsilon}]}}$ for some $\varepsilon > 0$. In particular, ETH implies this conclusion.

2. $\text{NTIME}[2^{O(\sqrt{n \log n})}] \nsubseteq \text{DTIME}[2^{O(\sqrt{n \log n})}]$ implies $\text{NTIME}[n] \times \mathcal{U}^{\text{para}} \nsubseteq \text{AvgTIME}_{\text{DTIME}[\widetilde{O}(n)]}[\widetilde{O}(n)]$.

3. $\Sigma_k$TIME[n] $\nsubseteq$ DTIME $[2^{O(\sqrt{n\log n})}]$ implies NTIME[n] $\times$ $\mathcal{U}^{\text{para}}$ $\nsubseteq$ AvgTIME$_{\text{DTIME}[\widetilde{O}(n)]}$TIME[\widetilde{O}(n)]$ for every constant $k$.

## 10 Applications to NP Witness Compression

In addition to giving a fast deterministic algorithm, Theorem 7.4 implies NP has compressible witness. In fact, the proof of Theorem 7.4 allows for compression in a somewhat strong sense, as we define below.

**Definition 10.1.** Let $L \in \text{NTIME}[T(n)]$. We say that $L$ has $\ell$-compressible witnesses if for all verifiers $V$ for $L$, there exists an algorithm $A_V$ running in time $\text{poly}(T(n))$ such that on input $x \in \{0,1\}^n$ and $y \in \{0,1\}^\ell$, $A_V(x,y)$ outputs a string $z$ such that for all $x \in L \cap \{0,1\}^n$, there exists $y \in \{0,1\}^\ell$ such that $V(x,A_V(x,y)) = 1$. That is, there is some “witness” $y \in \{0,1\}^\ell$ such that $A_V(x,y)$ outputs a witness $z$ for $x \in L$ under $V$.

Note that this definition is interesting only if $\ell$ is less than the amount of nondeterminism used in the algorithm that shows $L \in \text{NTIME}[T(n)]$.

**Remark 10.2.** Here and throughout, definitions and results can also be phrased in terms of NP relations instead of verifiers to avoid focusing on a particular verifier $V$, but these formulations are essentially equivalent.
We now observe that the proof of Theorem 7.4 gives us compressible witnesses for all of NP.

**Corollary 10.3.** (Formal version of Theorem 1.5) Let \( T : \mathbb{N} \to \mathbb{N}, \epsilon > 0 \) be a constant, and assume that \( \Pi_2 \text{TIME}[n] \times \mathcal{U}^{\text{para}} \subseteq \text{Avg}^{1/2}_1 \text{TIME}[\beta(n)] \) for a good resource function \( \beta : \mathbb{N} \to \mathbb{N} \). For \( \ell = \ell(n) = \epsilon n + O(\log T(n) + \log^3 n) \), all languages \( L \in \text{NTIME}[T] \) have \( \ell \)-compressible witnesses.

In particular, if \( \Pi_2 \text{TIME}[n] \times \mathcal{U}^{\text{para}} \subseteq \text{Avg}^{1/2}_1 \mathbb{P} \), then for all constant \( \epsilon > 0 \) and for sufficiently large \( n \),

\[
\text{NP} \subseteq \text{NTIMEGUESS}[\text{poly}(n), \epsilon n].
\]

Moreover, for all \( L \in \text{NP} \) and any corresponding verifier \( V \), there is a \( \text{poly}(n) \)-time algorithm using \( \epsilon n \) bits of nondeterminism outputting witnesses for \( L \) under \( V \) (when they exist).

**Proof.** We use the proof of Theorem 7.4 with \( k(n) = 3/\epsilon \). Let \( L \in \text{NTIME}[T] \) and \( V \) be a verifier for \( L \). Following the notation of Lemma 7.2, the algorithm \( S_L \) uses \( 2\epsilon n/3 + O(\log T(n) + \log^3 n) \) bits of nondeterminism to output some witness \( y = R^D(\alpha) \) such that \( V(x, y) = 1 \), where the nondeterminism is used to guess \( \alpha \) and advice for the distinguisher \( D \). Thus, we can set \( A_V(x, y) = R^D(\alpha) \) to show the first part of the statement.

For the second part, if \( T(n) = \text{poly}(n) \), this becomes \( 2\epsilon n/3 + O(\log n + \log^3 n) \leq \epsilon n \) bits of nondeterminism for sufficiently large \( n \), as desired. \( \square \)

We give a natural class of problems for which this gives a useful notion of witness compressible.

**Definition 10.4.** Let \( p(n) \) be an arbitrary polynomial. For a language \( L \in \text{NP} \), let \( V \) be a polynomial-time verifier for \( L \) with witnesses of length \( p_1(n) \). We define

\[
L_{V,p(n)} := \{ x \in \{0,1\}^* : \exists y_1, \ldots, y_{p(|x|)} \in \{0,1\}^{p_1(|x|)} \text{ such that } \forall i, V(x, y_i) = 1 \text{ and } \forall i < j, y_i \neq y_j \}. 
\]

That is, \( L_{V,p(n)} \) is the set of all \( x \in \{0,1\}^* \) that have at least \( p(|x|) \) distinct witnesses under \( V \).

Note that \( L_{V,p(n)} \in \text{NP} \) for any polynomial time verifier \( V \), as a set of distinct witnesses \( \{y_i\}_{i \in [p(|x|)]} \) for \( L \) form a witness for \( L_{V,p(n)} \). These witnesses for \( L_{V,p(n)} \) have length \( p(|x|) \cdot p_1(|x|) \). However, Corollary 10.3 tells us the following:

**Corollary 10.5.** If \( \Pi_2 \text{TIME}[n] \times \mathcal{U}^{\text{para}} \subseteq \text{Avg}^{1/2}_1 \mathbb{P} \), then for all constant \( \epsilon > 0 \) and sufficiently large \( n \), \( L_{V,p(n)} \) has \( \epsilon n \)-compressible witnesses.

As an example, we can apply this corollary to \( \text{SAT} \in \text{NP} \).

**Corollary 10.6.** If \( \Pi_2 \text{TIME}[n] \times \mathcal{U}^{\text{para}} \subseteq \text{Avg}^{1/2}_1 \mathbb{P} \), then for all constant \( \epsilon > 0 \), sufficiently large \( n \), and polynomials \( p(n) \), there is a polynomial time algorithm \( A_{p,\epsilon} \) with the following property: if \( \varphi \in \{0,1\}^n \) is a SAT instance with at least \( p(n) \) satisfying assignments, then there exists \( y \in \{0,1\}^{\epsilon n} \) such that \( A_{p,\epsilon}(\varphi, y) \) outputs \( p(n) \) distinct satisfying assignments of \( \varphi \).
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