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Abstract

We prove a robust generalization of a Sylvester-Gallai type theorem for quadratic polyno-
mials, generalizing the result in [Shp20]. More precisely, given a parameter 0 < 6 < 1and a
finite collection J of irreducible and pairwise independent polynomials of degree at most 2, we
say that J is a (9,2)-radical Sylvester-Gallai configuration if for any polynomial F; € J, there
exist 5(|F]—1) polynomials F; such that |rad (Fi, F;) N J| > 3, that s, the radical of F;, Fj contains
a third polynomial in the set.

In this work, we prove that any (9,2)-radical Sylvester-Gallai configuration ¥ must be of
low dimension: that is

dim span {J} = poly (1/3) .

1 Introduction

Suppose vy, ...,vim € R™is a set of distinct points, such that the line joining any two points in the
set contains a third point. In 1893, Sylvester asked if such configurations of points are necessarily
colinear [Syl93]. Independently, this same question was asked by Erdos in 1943 [EBW "43]. This
was independently proved by [Mel40, Gal44], and this result is known as the Sylvester-Gallai the-
orem. A set of points satisfying the above property is called a Sylvester-Gallai (5G) configuration.

Sylvester-Gallai theorems depend on the base field. For instance, it is well known that any non-
singular planar cubic curve over C has nine inflection points, and that any line passing through
two such points passes through a third [Dic14]. These nine points are not collinear, and therefore
form a counterexample to the Sylvester-Gallai theorem when the underlying field is changed from
R to C. In 1966, Serre asked if there are configuration of points in C™ that satisfy the Sylvester-
Gallai that are not coplanar [Ser66]. In 1986, Kelly noted that no such configurations can exist,
namely, that points in C™ that satisfy the Sylvester-Gallai property must be coplanar [Kel86]. Kelly
showed that the planarity of Sylvester-Gallai configurations is a simple consequence of Hirze-
bruch’s work on line arrangements which relies on deep results from algebraic geometry [Hir83].

Over finite fields, Sylvester-Gallai configurations do not have bounded dimension. For exam-
ple, if we are working over the field F, (with p > 2) and our vector space is Fy, then the set of
points is IF] is a SG configuration of dimension n, which is not constant. In general, any subgroup
of F will form a Sylvester-Gallai configuration. Some bounds on the dimension of configurations
in this setting can be found in [Dvil2]. In this work, we only focus on fields of characteristic zero,
and to make the presentation easier we restrict our attention to C.
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Several variations and generalizations of the Sylvester-Gallai problem defined above have
been studied in combinatorial geometry. The underlying theme in all these types of questions
is the following;:

Are Sylvester-Gallai type configurations always low-dimensional?

In characteristic zero, the answer has always turned out to be yes. For a thorough survey of the
earlier works on SG-type theorems, we refer the reader to [BM90] and results therein.

While the above results are mathematically beautiful and interesting in their own right, it is
also interesting and useful in areas such as computer science and coding theory to consider higher-
dimensional analogs as well as robust analogs of SG-type theorems.

Higher-dimensional analogs of SG configurations In [Han65], a higher dimensional version of
the SG theorem was proved, with lines replaced by flats. This variant has applications in the study
of algebraic circuits, and in particular in Polynomial Identity Testing (PIT) [KS09, SS13], a cen-
tral problem in algebraic complexity theory. The works [K509, S513] use the higher dimensional
Sylvester-Gallai theorems to bound the “rank” of certain types of depth three circuits.! In simple
terms, if the linear forms of a circuit satisfy the high dimensional SG condition, then in essence the
polynomial being computed must depend on a constant number of variables, in which case it is
easy to check whether the circuit is computing a non-zero polynomial.

Robust analogs of SG configurations and applications: Robust generalizations of the Sylvester-
Gallai theorem have found applications in coding theory and in complexity theory.

In this variant, for every point v; there are at least §(m—1) points uy, ..., uy in the configuration
such that vi and u; span a third point, for 1 < j < k. The usual Sylvester-Gallai theorem is the
case when 6 = 1. Such configurations were first studied by Szemerédi and Trotter [ST83], who
proved that if & is bigger than an absolute constant close to 1, then the configuration has constant
dimension.

In [BDYW11], the authors prove that such a configuration has dimension O (1/8%), for any
0 < & < 1. This robust version also allows them to prove robust versions of the higher dimen-
sional variants mentioned above. They also define the notion of a LCC-configuration, which is
an extension of the Sylvester-Gallai configuration where points are allowed to occur with multi-
plicity. In [DSW14], the authors improve the bound on the dimension of robust Sylvester-Gallai
configurations to O (1/5).

In coding theory, these robust configurations naturally appear in the study of locally decod-
able codes and locally correctable codes [BDYW11]. These results, as well as similar results, are
surveyed in [Dvil2]. Robust SG configurations also have applications in the study of algebraic
circuits, in particular in reconstruction of algebraic circuits [Sin16].

Higher degree generalizations of Sylvester-Gallai configurations: Also motivated by the PIT
problem, Gupta in [Gup14] introduced higher degree generalizations of SG configurations, and
asked if they are also “low dimensional.” In his paper, Gupta outlines a series of SG-type con-
jectures, and gives a deterministic polynomial-time blackbox PIT algorithm for a special class of
algebraic circuits” assuming that these conjectures hold.

The first challenge in Gupta’s series of conjectures on SG type theorems is the following:

! Algebraic circuits which compute polynomials that can be written as a sum of products of linear forms.
These are circuits computed by a sum of constantly many products of constant degree polynomials.



Conjecture 1.1 (Conjecture 29, [Gupl4]). Let Q1,...,Qm € Clx1,...,xn] be irreducible, homoge-
neous, and of degree at most d such that for every pair Qi, Q; there is a k such that Qi € rad (Qi, Q;).
Then the transcendence degree of Q1, ..., Qm is O (1) (where the constant depends on the degree d).

The case d = 2 of the above conjecture was proved in [Shp20]. We henceforth refer to the
original Sylvester-Gallai theorem (the case d = 1) and its variants as the “linear case”. As in the
linear case of SG type problems, it is natural to consider the robust version of the above lemma as
a next step towards the conjectures of Gupta that give an algorithm for a special case of PIT. We
resolve the robust version of the above in the case when d = 2.

1.1 Main result

In this section, we formally state our main result: robust quadratic radical Sylvester-Gallai con-
figurations must lie in a constant dimensional vector space.” In particular, this result implies that
the forms must be contained in a small algebra, and also that they have constant transcendence
degree. Another important resultis a structural result for ideals generated by two quadratic forms.

1.1.1 Robust radical Sylvester-Gallai theorem

We first formally define robust quadratic radical Sylvester-Gallai configurations. As is customary
in the literature, we will use form to denote homogeneous polynomials. For a polynomial ring
S =ClIxq,...,xn], welet S4 denote the vector space of polynomials of degree din S, and (fy,- - -, f;)
denotes the ideal generated by polynomials fy,--- ,f,. We also use rad (fy,..., f;) to denote the
radical of this ideal, that is, the set of polynomials g such that g~ € (fy,...,f) for some k.

Definition 1.2 ((3,2)-rad-SG configurations). Let 0 < 6 < 1 and J := {Fy,...,Fu} be a set of
irreducible forms in Clxy,...,xn]. We say that J is a (§,2)-rad-SG configuration if the following
conditions hold:

1. FCcS5US, (only linear and quadratic forms)
2. for any i # j, we have that F; & (F;) (forms are “pairwise independent”)
3. for any i € [m], there are 5(m — 1) indices j € [m] \ {i} such that ‘rad(Fi, F;) N S"‘ > 3.

We are now ready to formally state the main contribution of our paper. We begin with our main
theorem, that robust quadratic radical SG configurations must have small linear span.

Theorem 1.3 ((9,2)-rad-SG theorem). If F is a (9,2)-rad-SG configuration, then
dim(span:{F}) = O (1/8°%).

To prove the theorem above, we first notice that the theorem would imply that the forms
in the configuration are contained in a subalgebra of the polynomial ring of small dimension.
With this observation at hand, we provide a principled approach to construct small dimensional
subalgebras of the polynomial ring which control the configuration (in the sense that all forms in
the configuration will become a “univariate form” with coefficients from our subalgebra).

The main property of these algebras is that they allow us to translate non-linear SG depen-
dencies (the radical dependencies) into linear SG dependencies, and therefore we can reduce our
non-linear problem to the linear version of the SG problem.

3Qur results hold for any algebraically closed field of characteristic zero. However, for simplicity of exposition, we
only state our results over C.



The main principle guiding the construction of our subalgebras is that we would like these
subalgebras to look “as free as possible” without increasing the dimension of the algebra by much.
The amount of “freeness” that we need is captured by the robust algebras defined in Section 4,
where we also elaborate on how these algebras behave with SG configurations (where we need
the notion of clean algebras). For more intuition about these algebras and about our strategy to
prove our main theorem, we refer the reader to Section 1.2.

1.1.2 Results on structure of ideals generated by two quadratics

A key step in our strategy to prove that a (§,2)-rad-SG configuration is low dimensional (as has
also been the first step in the works of [Shp20, PS20a]) is to understand the structure of ideals
generated by two quadratic forms.

The general principle at play here is that if the ideal generated by two quadratic forms is nei-
ther radical nor prime, then there must be a low-rank quadratic in their span. In [Shp20, PS20a],
the authors proved similar structural results to determine when a product of quadratic forms is
contained in an ideal generated by two quadratic forms. In Proposition 1.4, we use a different
approach to completely characterize when the ideal generated by two quadratic forms is radical
or prime, and as corollaries we obtain the structural results in [Shp20, PS20a] (see Section 3). We
use a commutative-algebraic approach to develop a further understanding of the radical of ideals
generated by two irreducible quadratics. Indeed, using the standard tools of primary decomposi-
tion and Hilbert-Samuel multiplicity we obtain a classification of the possible minimal primes of
an ideal generated by two quadratic forms. Consequently we obtain a characterization for such
an ideal to be prime or radical. This approach can also be generalized to ideals generated by cubic
forms, as was done in [OS22].

Proposition 1.4 (Radical Structure Theorem). Let K be an algebraically closed field of characteristic zero
and Q1,Qz € S =Klxq, -+, xn] be two forms of degree 2. Then one of the following holds:

1. Theideal (Q1, Q2) is prime.
2. Theideal (Q1, Q2) is radical, but not prime. Furthermore, one of the following cases occur:

(a) There exist two linearly independent linear forms x,y € Sy such that xy € span(Q1, Q2).

(b) There exists a minimal prime p of (Q1, Q2), such that p = (x,y) for some linearly independent
forms x,y € 1

3. The ideal (Q1, Q2) is not radical and one of the following cases occur:

(a) Q1,Qq have a common factor and Q1 = xy, Q2 = x(ax + By) for some linear forms x,y and
«, B € k. In this case, we have x* € span(Q1, Q2).

(b) Q1,Q2 do not have a common factor. There exists a minimal prime p of (Q1, Q2) such that
p = (x,Q), where x € S1, Q € Sy and Q is irreducible modulo x, and we also have x> €
span(Q1, Q2).

(c) Q1, Q2 do not have a common factor and there exists a minimal prime p of (Q1, Q2), such that
p = (x,y) for some linearly independent forms x,y € Sy, and the (x,y)-primary ideal q has
multiplicity e(S/q) = 2.

The proposition above is not new, and proofs of some of the statements can be found in
[CTSSD87, Section 1] and [HP94, Chapter XIII]. For completeness, we provide a proof of this
proposition using primary decomposition and Hilbert-Samuel multiplicity of an ideal. In the
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former, the authors study the cycle decomposition of the intersection of two quadric hypersur-
faces to obtain results about existence of rational points on intersection of two quadric hypersur-
faces and Chatelet surfaces over number fields. Our statements here are slightly simpler to state
(and slightly different) since in the works above the authors work in the setting of perfect fields,
whereas we are concerned with the special case of algebraically closed fields of characteristic zero.

1.2 High-level ideas of the proof of Theorem 1.3

Suppose we are given a (9,2)-rad-SG configuration F = F; U F,, where F4 is the set of forms of
degree d in our configuration.

Our strategy to prove the robust radical SG theorem is based on the following toy example:
suppose our polynomial ring is C[xy, ..., Xy, Y1, ..., Ys], where one should think of s being constant
and r > s, and every quadratic form Q in our configuration is a polynomial which is “univariate”
over the smaller polynomial ring Clys, ..., ys]. That is, for each quadratic Q, there exists a linear
form xq € spang{xy,...,xr}such that Q € Clxq,yi,...,ys]. In this case, one would hope that the
non-linear SG dependencies involving our configuration J would imply linear SG dependencies
for the set of linear forms F1 U{xq | Q € J2}. If we manage to prove that the latter set of linear
forms is a robust linear SG configuration, we can invoke the robust SG theorem for linear forms of
[BDYW11, DSW14].

In general it is not always possible to reduce the general robust radical SG problem for quadrat-
ics to the toy example above. However we will be able to construct a small subalgebra of our
polynomial ring which is just as good as the small polynomial ring Clyy, ..., ys] in the toy exam-
ple above. Additionally, we will not always be able to reduce the non-linear problem to a robust
linear SG configuration, as some forms x g may appear with multiplicity. Instead of a robust linear
SG configuration, we will reduce it to a 5-LCC configuration of [BDYW11].

Since the main counterexample to the above toy example are quadratics of large rank, the small
subalgebras that we construct will have both linear and quadratic forms as generating elements.
Therefore, it is natural to consider the vector space of forms generating the algebra, which we
denote by V := V; + V,, where V; is the vector space of linear forms in the algebra and V; is
the vector space of quadratic generators of the algebra. The main idea here is that the quadratic
generators will be composed only of quadratics of high rank, which can essentially be though of
as “free variables.” As it turns out, intuitively and informally, the only properties that we need
from the vector space above are that:

1. the quadratics in V; are “robust” against the linear forms in V;. That is, we would like each
quadratic in V; to be of very high rank even if we subtract from it polynomials from the
algebra C[V1]

2. Visin a sense “saturated” with respect to our configuration J. That is, there exists no small
vector space of linear forms that we can add to V; that would add many polynomials of J to
the algebra C[V], or “make them closer to being in C[V].”

The first condition ensures that any quadratic from our set J which “depends” on a form from
V, must be of high rank, while the second condition ensures that there is no trivial way to increase
the algebra slightly in order to have more forms from J inside of the larger algebra. We call any
vector space which satisfies both conditions above a clean vector space with respect to F.°

*For instance if the polynomial Q = Y {_, x;y; is in our SG configuration.

5In hindsight, this saturation condition resembles [BDYW11, Theorem 7.7], where they deal with -LCC configu-
rations. They show that if no element has many repetitions (the trivial case for them), they are able to non-trivially
construct a design matrix which annihilates a constant fraction of the elements in the configuration.
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To construct the subalgebra above, we need to understand in a bit more detail the structure of
the radical of an ideal generated by two quadratic forms. To this end, in Section 3 we prove Propo-
sition 1.4, generalizing the previous structure theorems from [Shp20, PS20a]. Additionally, we also
assemble results on the structure of minimal primes of these ideals to construct our algebra.

With Proposition 1.4 at hand, we proceed in a similar fashion as in [Shp20, PS20a] by parti-
tioning the quadratics in our SG configuration into subsets, each satisfying a particular case of our
structure theorem. The four subsets we have are as follows: if J is a (,2)-rad-SG configuration,
we take ¢ = §/10 and define

1. Fspan is the set of quadratics Q which satisfy a “span dependency” with at least e-fraction of
the forms. That is, there exist many quadratics F, G € 3 such that G € span {Q, F}.

2. Jlinear is the set of quadratics Q which satisfy case 3 (c) of Proposition 1.4 with at least an
e-fraction of the other forms. That is, there are many quadratics F € J and linear forms x, y
such that (Q, F) C (x,y), and this minimal prime has multiplicity > 2.

3. Fgeg is the set of quadratics Q with an e-fraction of its SG dependencies with linear forms.®

4. Fsquare is the set of quadratics Q which satisfy case 3 (b) of Proposition 1.4 with at least
(6 — 3¢)-fraction of the other forms. That is, there are many quadratics F € J such that there
is a linear form { such that (> € spang {F, Q}.

With this partition, we proceed to construct a small clean vector space V such that Fsquare and
Flinear are entirely contained in the algebra C[V], and the forms in the remaining subsets are either
in C[V], or are univariate over C[V]. Here, by univariate over C[V], we mean that there is a linear
form z ¢ Vj such that the form is in the algebra C[V][z].

We construct the subalgebra above in four steps, where in each step we construct intermedi-
ate subalgebras which handle one of the subsets of quadratics defined above. To construct the
intermediate subalgebras, we use two strategies: iterative processes similar to the ones used in
[Shp20, PS20a], and constructing double covers of the SG dependencies. These two strategies al-
low us to construct algebras generated by poly (1/6) many elements with the desired properties
for each of the subsets above. The iterative processes allow us to tightly control Fsquare and obtain
some control over Fjipear and Fspan, whereas the double covers allow us to handle F 45 and also to
prove that the remaining linear forms will become a 8-LCC configuration.

Once we have our clean subalgebra with respect to the SG configuration, and we have every
polynomial in the configuration either in the algebra or univariate over our algebra, we proceed to
prove that the “additional linear forms” that arise in this way, together with the linear forms from
our configuration, span a vector space of small dimension. While these linear forms satisfy lin-
ear relations, the linear forms corresponding to different quadratics in our set might be the same,
and therefore the set of linear forms might not form a robust linear Sylvester-Gallai configuration.
However, the fact that the vector space V is saturated implies that not too many quadratics have
the same linear form: if they did, then we could add that linear form to V; and add many poly-
nomials of F to C [V]. This saturation allows us to show that the linear forms make up a 5-LCC
configuration, and therefore span a vector space of small dimension, concluding our proof.

1.3 Related Work

The original motivation for studying higher degree SG configurations comes from [Gup14], in
order to give polynomial time PIT for a special class of depth-4 algebraic circuits. The most general

6Deg stands for the degenerate case.



SG problem/configuration that is needed towards this application is the following conjecture,
[Gup14, Conjecture 1], which we term as (k, d, ¢)-Sylvester-Gallai conjecture.

Conjecture 1.5 ((k, d, c)-Sylvester-Gallai conjecture). Let k, d, c € N* be parameters, and let F1, ..., Ty
be finite sets of irreducible polynomials of degree at most d such that

e NiFi =0,

e forevery Q1, ..., Qx—_1 each from a distinct set "J"ij, there are polynomials Py, ..., P in the remaining
set such that [[ Py € rad (Q1,..., Qx_1).

Then the transcendence degree of the union U;J; is a function of k, d, ¢, independent of the number of
variables or the size of the sets F.

As a step towards the proof of Conjecture 1.5, [Shp20] studies quadratic SG configurations
(Conjecture 1.1). The configurations we study are exactly the fractional versions of these quadratic
SG configurations. In [PS20a], the authors extend the result on quadratic SG configurations, weak-
ening the SG condition, only requiring that the radical of the ideal generated by every pair of
quadratics contains a product of four other quadratics. In [PS20b], the authors extend this further,
by proving Conjecture 1.5 for the case of k = 3,d = 2 and ¢ = 4, which gives a polynomial time
blackbox PIT for algebraic circuits computing a sum of three products of quadratic polynomials.

Our proof techniques and intermediate results generalise some of those of [Shp20], [PS20a],
[PS20b]. In [Shp20], the author proves a structural result for quadratic forms contained in the
radical of the ideal generated by two other quadratic forms. In [PS20a], this result is extended
to products of quadratic forms. Our structure result directly classifies the radical of the ideal
generated by two quadratics based on the number and degree of the minimal primes of the ideal.
Both structure theorems of [Shp20] and [PS20a] follow as immediate corollaries.

Further, our definition of clean vector spaces and the clean up procedure is a generalisation of
part of the strategy in the above works. In [Shp20, PS20a], the authors construct two vector spaces:
one of linear forms and another of quadratic forms, and then they prove that most polynomials
in the configuration can be written as the sum of a quadratic polynomial in the second vector
space, and a polynomial “close” to the algebra generated by the first vector space. Our definition
of clean vector spaces formalizes this strategy, giving us more structure which helps us unify the
case analysis in these previous works.

Another important point to notice is that in this paper we do not make use of the projection
trick used in [Shp20, PS20a]. While the parameters become slightly worse for not using the pro-
jection trick, as we now have to account for repetitions in the set of linear forms not in the algebra.
We believe that getting rid of the projection trick will make this strategy more amenable to gener-
alizations to higher degree.

Progress on Polynomial Identity Testing: Recently, there has been remarkable progress on the
PIT problem for depth 4 circuits (the same algebraic circuits considered in [Gup14]). In [DDS21],
the authors give a quasi-polynomial time algorithm for blackbox PIT for depth 4 circuits with
bounded top and bottom fanins. Their approach involves considering the logarithmic derivative
of circuits, and is analytic in nature, which allows them to bypass the need of Sylvester-Gallai
configurations. Another PIT result in this setting comes from the lower bound against low depth
algebraic circuits proved by [LST21], which gives a weakly-exponential algorithm for PIT for these
circuits via the hardness vs randomness paradigm for constant depth circuits [CKS19]. However,
the SG approach of [Gup14] is the only one so far which could yield polynomial-time blackbox
PIT algorithms for the subclass of depth-4 circuits with constant top and bottom fanins.



Comparison with [0S22]: In [OS522] the authors generalize the radical SG theorem to cubic
forms. However, the SG theorem in [OS22] is not robust. Robustness significantly increases the
combinatorial complexity of the problem (as it is the case in every setting, even in the linear case).
Some ideas in this paper are motivated by similar constructions in [OS22]. More precisely, the
construction of wide algebras motivated our construction of clean vector spaces (Section 4). Wide
algebras have stronger algebro-geometric properties and are significantly larger than the algebras
generated by clean vector spaces. Apart from this motivation, both works are distinct in their
techniques, since in our case the robustness severely constrains our choice of dependencies.

Simultaneous result [PS22]: Simultaneously and independently from this work, Peleg and Sh-
pilka have also proved that (9,2)-rad-SG configurations have poly (1/6) dimension. While the
result of [PS22] in its current form works when the configuration only has irreducible quadratics,
in our work we also allow linear forms in our configurations.

There are a number of parallels between the methods used in [’S22] and the ones used in our
paper. Both use structure theorems for ideals generated by quadratics, and structure theorems for
(x,y)-primary ideals. Further, both results divide the configuration into special sets based on the
cases of the structure theorem, and control each of these sets separately.

One key technical difference between our approach and [PS22] is the structure used to control
the above sets. In [’S22] they use an algebra generated by linear forms and quadratics with the
property that linear combinations of quadratics are high rank even after taking quotients with
the linear forms. We define the notion of clean vector spaces, which generate “special algebras”
which apart from having the above property (what we call robustness) are also saturated in the
sense that adding a few linear forms cannot bring too many polynomials in our configuration
“closer” to the vector space. We also use the notion of univariate polynomials over clean vector
spaces, and prove the existence of a small clean vector space V such that the polynomials in each
special set is univariate over V. Once we have such structure, we can assign to each univariate
polynomial a linear form ¢; (the “extra variable” from this polynomial), and we then show that
the set of linear forms {{; } corresponding to each polynomial forms a LCC configuration.

Another key technical difference is that in our work, we do not make use of the projection
method, as we believe that in higher degrees such method may not be amenable to generalization
without generalizing the SG conjectures as well. This is one of the main reasons why we can only
prove that the univariate polynomials ¢; form a LCC configuration, instead of a robust linear SG
configuration. This, and the fact that we handle linear forms, are the reasons why our bound is
worse than the one in [PS22].

Handling the linear forms presents an extra technical challenge. The main difficulty arises
when a quadratic Q satisfies the SG condition with many linear forms {, as there is less structure
between Q, { and the quadratic in rad (Q, £) than when the configurations just consist of quadrat-
ics. This lack of structure makes our analysis significantly more intricate.

1.4 Organization

In Section 2 we establish some notation and preliminary results. In Section 3 we establish the
algebro-geometric results we need to prove our structural results on the minimal primes of ideals
generated by two quadratics. In this section, we also show how our results generalize previous
structural results on SG configurations. In Section 4 we define and prove results that we need
about one of the main objects that we develop: clean vector spaces. In Section 5 we prove our
main result, that robust radical Sylvester-Gallai configurations must lie in a small dimensional
vector space. In Section 6 we conclude and state some open problems and future directions.



2 Preliminaries

In this section, we establish the notation which will be used throughout the paper and some im-
portant background which we shall need to prove our claims in the next sections.

2.1 Notation

Let S := C|xg, - - - ,xn] be our polynomial ring, with the standard grading by degree. We can write
S = @a4>0Sa, where Sq is the C-vector space of forms of degree d. For the rest of this paper,
we will use the term form to refer to a homogeneous polynomial. Given any graded vector space
V C S, we use Vq to denote the subspace of forms of degree d, thatis, V4 := V N Sq4.

2.2 Rank of quadratic forms

We now define a notion of the rank of quadratic forms, in accordance to [Shp20].

Definition 2.1 (Rank of a quadratic form). Let Q be a quadratic form. The rank of Q, denoted
rank Q is the smallest s such that we can write Q = Y {_; a;b; with a;, b; € S;. If rank Q = s, then
such a decomposition Q = Y {_; a;b; with a;,b; € S; is called a minimal representation of Q.

Remark2.2. LetQ =) ; aﬁx% +>; <j 205 XiX; be a quadratic form in S. Recall that there is an one-
to-one correspondence between quadratic forms Q € S; and symmetric bilinear forms. Let M be
the symmetric matrix corresponding to the symmetric bilinear form of Q. Note that the (i,j)-the
entry of M is given by aj;. If M is of rank 1, then after a suitable linear change of variables, we can
write Q = X + - - - + x2. Since the rank of a quadratic form is invariant under a linear change of

variables, we have rank(Q) = [r/2], if M is of rank .

In the next sections, we will need to use the following notion of a vector space of a quadratic
form, which is a slight modification on the definition first given in [Shp20]. The only modification
that we make is that we preserve the quadratic form if its rank is high enough.

Definition 2.3 (Vector space of a quadratic form). Let Q be a quadratic form of rank s, so that
Q = Y ;_; aib;. Define the vector space Lin (Q) := span-{ai,...,as, by,..., b} Define L (Q) as:

L(Q) = {span(c{Q}, ifs>5

Lin (Q), otherwise.

Note that L (Q) is always a vector space of O (1) dimension (in fact, it is of dimension at
most 10), while Lin (Q) can have non constant dimension. While a minimal representation Q =
> :_; aibj is not unique, the vector space Lin (Q) is unique and hence well-defined. The following
lemma, which appears in [PS20a, Fact 2.15] characterizes Lin (Q) as the smallest vector space of
linear forms defining the algebras that contain Q.

We also extend the definition of Lin to linear forms in the natural way as follows.

Definition 2.4. For a linear form ¢ € Sy define LL ({) := span. {{}.
Lemma 2.5. If Q = Y [ xiyi with xi,y; € S1 then Lin (Q) C span {x,yjli,j € [r]}.

Proposition 2.6. Let Q1, Q2 € Sy. Suppose rank(Qq) > d for some d. Consider the pencil of quadratic
forms formed by Q1, Qo, i.e. the set {Q¢ = Q1 + tQalt € C}. Then there are at most 2d — 1 values of t for
which the quadratic form Q¢ has rank(Q¢) < d.



Proof. Let My, M; be the matrices corresponding to the quadratic forms Q1, Q, respectively. After
a linear change of variables, we may assume that the matrix M, is a diagonal matrix. Then the
matrix corresponding to Q¢ = Q1 + tQ2 is given by My = M; + tM»,. Note that rank(Q¢) < d
if and only if rank(M;) < 2d — 1. Now rank(M;) < 2d — 1 if and only if all the determinants of
all the (2d — 1) x (2d — 1) minors are zero. Note that each such determinant is a polynomial in t.
Since rank(Qq) > d, there exists at least one such determinant that is non-zero at t = 0, and hence
it is a non-zero polynomial in t of degree < 2d — 1. Thus, there are at most 2d — 1 values of t such
that rank(Q¢) < d. O

Remark 2.7. If Qq, Q2 are irreducible quadratic forms which satisfy the conditions of the previ-
ous proposition with d = 2 and there are at least two values of t for which rank(Q¢) = 1, then
rank(Qq) = rank(Q) = 2. Further we have L (Q1) = LL (Q2), since both Q1 and Q, will be linear
combinations of the two reducible polynomials in the pencil defined by Q1, Q>.

Lemma 2.8. If Vi C Sy and x,y,u,v € Sq such that xy —uv € C[V;] then one of the following holds:
1. We have x,y,u,v € Vj.
2. There exists a linear form £ € Sy \ V1 such that x,y,u,v € spang {V1, {}.

Proof. Let P :=xy—uv. If P is irreducible, then xy —uv is a minimal representation of P. Therefore,
we have Lin (P) = span. {x,y, u, v} and Lemma 2.5 implies x, y, u,v € Vi.

Thus, we can assume P factors and xy —uv = zw for some z, w € S1. Since P = zw is a minimal
representation of P, Lemma 2.5 implies Lin (P) = span.{z,w} C Vi. If x,y,u,v ¢ Vi, we can
assume w.l.o.g. that x € Vi, and therefore zw # 0 in S/(x). By factoriality of S/(x), we have that
—uv = zw # 0 mod (x) which implies u, v € span{x, Vq}. Since xy = uv+zw, Lemma 2.5 implies
that Lin (xy) = spang {x, y} C span {u,v,z, w} C span {x, Vi} as we wanted. d

Proposition 2.9. Let Q € S, be an irreducible quadratic form. If there exists a linear form £ such that
(Q,¢) is not radical, then rank Q = 2, dimLL (Q) = 3, and any such { must be in L (Q). Moreover,
any three pairwise linearly independent linear forms {1, s, {3 such that (Q, {i) is not radical are such that
L (Q) = span {{1, {, {3}.

Proof. Since Q is irreducible, we have rank(Q) > 2 and dimL (Q) > 3. If rank(Q) > 3 then Q is
irreducible modulo {, for any linear form {. Therefore the ideal ideal (Q,{) is prime, and hence
radical for any linear form (. Hence if there exists a linear form { such that (Q, {) is not radical, then
we must have that rank(Q) = 2. If Q is reduced modulo a linear form ¢, then the ideal (Q,{) is
radical. Therefore, if (Q, £) is not a radical ideal for some linear form ¢, then we have Q = {a + b?,
for some a, b € S;. Note that this is a minimal representation of Q. Therefore, by [PS20a, Fact 2.13]
we must have that span {{, a,b} = L (Q). Hence we have £ € L (Q). Therefore dim(LL (Q)) < 3,
which together with dimLL (Q) > 3 implies dimLL (Q) = 3.

Suppose there exists a linear form x such that (Q,x) is not radical. Then, by the above dis-
cussion, we may assume that Q = xy + z> where x,y, z are linearly independent forms and
L(Q) = span:{x,y,z}. Suppose (Q,¢;) is not radical for three pairwise linearly independent
forms {1,{,¢3 € S1. Consider the projective conic defined by Q in P2, Now (Q, ¢;) not radical
implies that the line defined by {; is tangent to the conic Q at some point p;. Since {1, {,, {3 are
pairwise linearly independent, the points p1, p2, p3 are distinct. If {1, {>, {3 are linearly dependent
then the points p1,p2, p3 are collinear. Then there exists a line passing through p1, p2, p3 which
intersects the projective conic Q at three distinct points. This contradicts Bezout’s theorem, and
hence {1, {5, {3 are linearly independent. O
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2.3 Sylvester-Gallai Configurations and LCC Configurations

We now establish the notation we use for the SG configurations that we will encounter, as well
as what is known about the bounds on their dimension. We also define the notion of a 6-LCC
configuration introduced in [BDYW11], and state a bound on the rank of such configurations.

We start by restating the definition of quadratic robust Sylvester-Gallai configurations.

Definition 1.2 ((5,2)-rad-SG configurations). Let 0 < 6 < 1 and JF := {Fy,...,Fu} be a set of
irreducible forms in Clxy,...,xn]. We say that J is a (§,2)-rad-SG configuration if the following
conditions hold:

1. FCSUS; (only linear and quadratic forms)
2. for any i # j, we have that F; & (F;) (forms are “pairwise independent”)
3. for any i € [m], there are 5(m — 1) indices j € [m] \ {i} such that ‘rad(Fi, F)N 3"‘ > 3.

In the above definition, if Fi € ¥ is such that Fi € rad (F, F;), then we refer to (F;, Fj, Fi)
as a SG-triple. Note that the radical condition is not symmetric, i.e. if (F;, Fj, Fi) is a SG-triple,
it is not necessary that (F, Fy, F;) or (Fy, Fj, F;) is a SG-triple. The general form of the linear SG
configurations that we will encounter are as follows:

Remark 2.10. If F is a (3,2)-rad-SG configuration where ¥, = (), we obtain the robust linear SG
configurations from [BDYW11, DSW14]. Hence, in this case we shall simply denote the robust
linear SG configurations as &-linear SG configurations.

Theorem 2.11 (Rank Bound for Linear SG Configurations [DSW14]). If I be a d-linear SG configu-
ration, then dim (spany {F}) < 13/8.

We now define 5-LCC configurations. These are configurations that arise in the study of locally
correctable codes, and hence the name. They can be seen as extensions of SG configurations.

Definition 2.12 (5-LCC configurations, [BDYW11]). Let0 < 6 < 1 and let F := {x1,...,xm} C 1
be a multiset of linear forms, not necessarily distinct. We say that J is a 6-LCC configuration, if
for every i € [m] and every subset I' C [m] with [I'| < dm, there are indices j, k € [m] \ T" such that
either x; € span; {xj} U spang {xy} or the three linear forms x;, x;, x are pairwise independent
and satisfy x; € spang {xj,xx }.

In [BDYW11, Theorem 7.6] the authors proved the following bound for 5-LCCs.

Theorem 2.13. If F is a 5-LCC configuration then dim (spang {F}) = 0 (1/5%).

3 Structural Algebro Geometric Results

In this section we establish the necessary definitions and theorems needed from commutative
algebra and algebraic geometry. Throughout this section, we will work over an algebraically
closed field of characheristic zero K and we will denote S = K [xg, X1, -+ , Xnl.
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3.1 Algebraic preliminaries

All rings that we consider in this section are commutative rings with unity. We refer to [AMG69,
Eis95] for general background on commutative algebra, in particular for primary decomposition,
Cohen-Macaulay rings and Hilbert-Samuel multiplicities. We briefly recall some of the relevant
statements below for convenience.

Definition 3.1 (Regular sequence). Let R be ring and M an R-module. A sequence of elements
X1,X2, - Xn € Ris called an M-regular sequence if

(1) (X1/X2/ e /XH)M 7é M/ and
(2) for each 1, the element x; is a non-zerodivisor in M /(x1, -+ ,Xi_1)M.
If M = R, then we simply call x4, ..., xn a regular sequence.

Remark 3.2. Let Q1, Q2 € Sy. If Q1, Q2 do not have any common factors, then Q1, Q is a regular
sequence. Indeed, if Q1, Q2 is not a regular sequence then Q, is a zero-divisor in S/(Q1). Therefore,
PQ2 = RQ; for some forms P ¢ (Q1) and R € S. Note that Q; does not divide Q. Since S is an
UFD, and Q1, Q2 do not have any common factors, we conclude that Q; divides P, which is a
contradiction. Therefore Q1, Q2 is a regular sequence.

The following proposition tells us that ideals generated by Qi, Q, are Cohen-Macaulay, if

Q1, Q2 do not have a common factor. This is a special case of [Eis95, Proposition 18.13], which
states that complete intersections are Cohen-Macaulay.

Proposition 3.3 (Cohen-Macaulayness [Eis95]). Let Q1, Q2 € Sy such that Qq, Q2 do not have any
common factors, then the ideal (Q1, Q2) is Cohen-Macaulay, i.e. the quotient ring S/(Q1, Q2) is a Cohen-
Macaulay ring.

Proof. By Remark 3.2, we know that Q1, Q2 is a regular sequence. Therefore co-dimension of the
ideal (Qq, Q2) is 2. Since the polynomial ring S is Cohen-Macaulay, we conclude that S/(Q1, Q2)
is Cohen-Macaulay by [Eis95, Proposition 18.13]. O

Cohen-Macaulay ideals are equidimensional and unmixed. Hence, if I is a Cohen-Macaulay
ideal then every associated prime of I is a minimal prime and the codimension of every minimal
prime of I is the same [Fis95, Corollaries 18.11, 18.14]. An easy consequence is the following result.

Corollary 3.4 (Unmixedness and Equidimensionality). If Q1, Q2 € Sy without any common factors,
then the ideal (Q1, Q2) is unmixed and equidimensional. In particular, let (Q1,Q2) =q1 N --- N qn be an
irredundant primary decomposition. Let p; = rad(qi). Then

1. every associated prime of (Q1, Q2) is a minimal prime, i.e. p1,...,pn are precisely the distinct mini-
mal primes over (Q1, Q2),

2. every minimal prime of (Q1, Q2) has codimension 2, i.e. ht(pi) =2 forall i € [n].

Proof. Note that by Proposition 3.3, the ideal (Q1, Q2) is Cohen-Macaulay. Hence (Q1, Q2) is un-
mixed and equidimensional. O

Let (R, m) be a local ring and M be an R-module. The Hilbert-Samuel function of M is defined as

m*M
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By [Eis95, Proposition 12.2, Theorem 12.4], there exists a polynomial Py, am of degree dim(M) —
1 such that Pym = Hmm(n) for n > 0. The polynomial Py is called the Hilbert-Samuel
polynomial of M. Let aq be the leading coefficient of Py, m, where d = dim(M) — 1. The Hilbert-
Samuel multiplicity of M is defined as

e(m,M) =(d—1!aq.

Therefore, the leading coefficient of the Hilbert-Samuel polynomial Py, pm is %

Let R = S, be the localization of S at the irrelevant maximal ideal m = (xq, -+ ,xn). Let
I be a homogeneous ideal in S. Then the localization (S/I)y is an R-module. We will denote
e(S/1) := e(m, (S/I)m). Note that by [Eis95, Exercise 12.6], the number e(S/I) is also equal to the
degree of the projective variety defined by Iin P™.

LetI =q; N---Ngm be an irredundant primary decomposition of Iin S. Let p; =rad (q;) be a
minimal prime of I for some i. Then the localization (S/I),, is an Sy, module of finite length. We
define the multiplicity of p; in the primary decomposition of I as

m(pi) = length((S/1)p,).

Remark 3.5. Note that m(p;i) > 1. If m(p;) = 1, then we musthave q; = p;. Indeed, length((S/qi)p,)
length((S/I),,) since we have a surjective homomorphism (S/I),; — (S/qi)p;- Therefore we
have length((S/qi)p,) = 1. If i C pi, then we have a strict chain of S,,-modules given by
(0) € (pi)p; € (S/4i)p, , which is of length 2. That is a contradiction. Therefore we must have
qi = pi. Hence if we have m(p;) = 1 for all j, then I = Njp;, and I is a radical ideal.

Conversely if I is a radical ideal then m(p;) = 1 for all minimal primes. Indeed for every i the
ideal p; (R/ I)pi is the nilradical of (R/ I)pi by the minimality of p;. Since R/I has no nilpotents, we
have p; (R/ I)pi = (O)pi, which implies (R/ I)m is a field, and therefore has length 1.

We recall the basic properties of the Hilbert-Samuel multiplicity below.
Proposition 3.6. [Eis95, Exercises 12.7,12.11] Let I C S be a homogeneous ideal.
1. Let ] C S be a homogeneous ideal such that 1 C J. Then e(S/]) < e(S/1).

2. If I = (F) for some homogeneous polynomial of degree d, then e(S/1) = d.

3. If1=(Fy,---,Fm) whereFy,- - -, Fi isaregular sequence of homogeneous polynomials and deg(F;)
di. Then e(S/1) =dy--- dm.

4. If I = (Fy,---,Fm) where Fy,--- ,Fm is a reqular sequence of homogeneous polynomials, and
p1, -+, Pm are the minimal primes of 1 in S. Then

e(S/1) =) m(pi)e(S/pi).

3.2 Structural Results for Ideals generated by two quadratics

In this section we prove some results on the structure of non-radical ideals and their primary
decompositions, which will be used in our proof of the robust Sylvester-Gallai theorem.

Proposition 3.7. Let Q1, Q2 € Sy be such that they do not have any common factors and I = (Q1, Q2).
Let 1= qi N--- N qm bean irredundant primary decomposition and p; = rad (qi). Then
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1. We have e(S/qi) < 4 forall i € [m].
2. If Lis not a radical ideal, then e(S/pi) < 2 forall i € [m].
3. If Lis not a radical ideal, then for all i € [m], the minimal primes p; are of one of the following types :

(a) (Linear prime) we have p; = (x,y), for some linearly independent forms x,y € Sy

(b) (Quadratic prime) we have p; = (x, Q), for some x € Sy and Q € Sy such that Q is irreducible
modulo x.

4. If 1is a radical ideal that is not prime, then either 1 has a minimal prime that is a linear prime, or 1
has two minimal primes, both of which are quadratic primes.

Proof. Since Q1, Q2 is a regular sequence we know that e(S/I) = 4, by Proposition 3.6. Since
[ is a homogeneous ideal, the primary ideals g; and the prime ideals p; are all homogeneous.
Therefore by Proposition 3.6, we see that e(S/qi) < 4 for all i. By Proposition 3.6, we also have
2 im(pi)e(S/pi) =4

Suppose first that I is not radical. We must have gq; C p; for some j. Therefore m(p;) > 1 for
some j. Since e(S/pi) > 1 for all 1, we see that e(S/p;) < 2 for all 1.

Note that ht(p;) = 2 for all i, by Corollary 3.4. By [EG84, Page 112], any height 2 prime ideal
p in S with multiplicity e(S/p) = 1 is of the form (x,y) where x,y € S; are linearly independent.
By [Eng07, Proposition 11], any height 2 prime ideal p in S with e(S/p) = 2 is of the form (x, Q)
where x € S1, Q € S; and Q is irreducible modulo x.

Suppose next that I is radical but not prime, so every m(p;) = 1 and the number of primes m
is greater than 1. Either there is some p; such that e(S/p;) = 1 or we have m = 2 and e(S/p;) =
e(S/p2) = 2. In the first case, the ideal I has a linear minimal prime, and in the second case the
ideal I has two quadratic minimal primes as claimed. O

As an application we obtain the following structural result for ideals generated by two quadratic
forms. This result is a generalization of the structural results in [Shp20, PS20a]. In our result, in
addition to providing a new proof of the results in [Shp20, PS20a], we obtain information about
the minimal primes of the ideal (Q1, Q2) as well.

Proposition 1.4 (Radical Structure Theorem). Let K be an algebraically closed field of characteristic zero
and Q1, Q2 € S =Klxy, - -+, xn] be two forms of degree 2. Then one of the following holds:

1. The ideal (Q1, Q2) is prime.
2. Theideal (Q1, Q2) is radical, but not prime. Furthermore, one of the following cases occur:

(a) There exist two linearly independent linear forms x,y € Sy such that xy € span(Q1, Q2).

(b) There exists a minimal prime p of (Q1, Q2), such that p = (x,y) for some linearly independent
formsx,y € §4

3. The ideal (Q1, Q2) is not radical and one of the following cases occur:

(a) Q1, Q2 have a common factor and Q1 = xy, Q2 = x(ax + By) for some linear forms x,y and
«, B € k. In this case, we have x* € span(Q1, Q2).
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(b) Q1, Q2 do not have a common factor. There exists a minimal prime p of (Q1, Q2) such that
p = (x,Q), where x € S1, Q € Sy and Q is irreducible modulo x, and we also have x> €

span(Q1, Q2).

(c) Q1, Q2 do not have a common factor and there exists a minimal prime p of (Q1, Q2), such that
p = (x,y) for some linearly independent forms x,y € Sy, and the (x,y)-primary ideal q has
multiplicity e(S/q) > 2.

Proof. Suppose (Q1, Q2) is radical but not prime. If Q; is reducible, then it must factor as a product
of two linearly independent forms. The ideal then satisfies case 2.(a). The same occurs if Q2
factors, and therefore we can assume that both Q1, Q> are irreducible. By Proposition 3.7, either
(Q1,Q2) has a linear minimal prime, or we have (Qq, Q2) = (P1,£1) N (Py, {2) with (Py, ¢;) prime
and P; € Sy. In the first case, the ideal (Q1, Q2) satisfies 2.(b). Suppose we are in the second case.
Then Qi = «iP1 + {1a; for oy € K* and a; € S, which implies ax Q1 — x1Q2 = {1 (02a; — x1a2).
Note that apa; — xjay € (£1), otherwise (Q1, Q2) would not be radical. Hence we are in case 2.(a).

Suppose (Q1, Q2) is not a radical ideal. If Q, Q2 have a common factor, then we let Q; = xy,
Q2 = xz. If x,y, z are linearly independent, then we have (Q1,Q2) = (x) N (y,z) which is an
intersection of prime ideals, hence radical. Since (Q1, Q2) is not radical, we must have that x,y, z
linearly dependent. Therefore z = ax + 3y for some «, 3 € k. If x = 0, then (Q1, Q2) = (xy). Since
(Q1, Q2) is not radical, we must have x, y linearly dependent and then x2 e span(Q1, Q2). If x # 0,
then we see that x> € (Q1, Q2). Therefore we see that 3.(a) occurs in this case.

Suppose that Q1, Q2 do not have a common factor and the ideal I = (Q1, Q2) is not a radical
ideal. Let I = Njiq; be an irredundant primary decomposition and let p; = rad (qi). Then by
Remark 3.5, there exists a minimal prime p such that the multiplicity m(p) > 2. Recall that by
Proposition 3.7, all the minimal primes of I are linear or quadratic.

Suppose there exists a minimal prime p of (Q1, Q2), such that p = (x, Q) for some x € Sy,
Q € S, where Q is irreducible modulo x and m(p) > 2. By Proposition 3.6, we have

> mipe(S/pi) =4.

Note that x, Q is a regular sequence and hence e(S/p) = 2. Therefore m(p) < 2. Hence m(p) = 2,
and we must have that p is the only minimal prime and I is p-primary. Consider the chain of S-
submodules given by (0) C (x?) ¢ (x) (S/1)p. Since m(p) = length(S/I),) = 2, we must have
x2 =01in (S/ I)p. Therefore by [AM69, Corollary 10.21], we conclude that x? € L. Since Q1, Q; are
of degree 2, we must have that x2 e span(Q1, Q2). In this case, 3.(b) occurs.

Therefore we may assume that all quadratic minimal primes have multiplicity 1. Hence q; = p;
for all quadratic primes p;. If we have that q; = p; for all linear primes p;, then the ideal I would be
aradical ideal. Therefore there exists a linear prime p; such that the p;-primary ideal gj is properly
contained in pj. Then (0) C p; S (S/qj)y, is a strict chain of Sy;-submodules. Therefore we have

length((S/qj)p;) > 2 and hence, e(S/q;) = length((S/qj)y;) - e(S/p;) > 2. Thus we see that in case
3, if (a) or (b) do not occur then case (c) must occur. O

As immediate corollaries of Proposition 1.4, we obtain the structural results proved in [Shp20,
PS20a]. Note that, unlike in the results of [Shp20, PS20a], in our Proposition 1.4 we do not use the
existence of a third quadratic or a product of quadratics in the radical of (Q1, Q2).

Corollary 3.8 (Theorem 29 in [Shp20]). Let Q1, Q2, Q3 be quadratic forms such that Qs € rad (Q1, Q2).
One of the following holds:

1. The polynomial Q3 is in the linear span of Q1 and Q».
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2. There exists a linear form { such that ¢ is in the linear span of Qq and Q..
3. There exist linear forms x and y such that Qq, Q2, Q3 all belong to the ideal (x,y).

Proof. 1If Q1, Q2 satisfy condition 1 or 2 of Theorem 1.4, then we see that Q3 € rad (Q,Q2) =
(Q1,Q2). Since Q1,Q2, Q3 are all degree 2 forms, we must have Q3 € span(Qq, Q2). If Q1,Q2
satisfy conditions 3.(a) or 3.(b) of Theorem 1.4, then we see that case 2 above holds. Otherwise,
condition 2.(c) must hold, and there is a prime ideal (x,y) such that (Q1,Q2) C (x,y). Then we
also have Q3 € rad (Q1, Q2) C (x,y). O

Corollary 3.9 (Theorem 3.1 in [PS20a]). Let Q1, Q2, Py, - - - Px be quadratic forms such that TI;P; €
rad (Q1, Q2). Then one of the following cases holds:

1. There exists i € [k] such that Py € span(Q1, Q2).

2. There exists a non-trivial linear combination of the form «Qq + Q2 = xy where x,y are linearly
independent linear forms.

3. There exist two linear forms x,y such that Qq, Q2,TTiPi € (x,y).

Proof. If Qq, Q2 satisfy condition 1 of Theorem 1.4, then (Q1, Q2) is a prime ideal. Hence we have
Pi € (Q1,Q2) for some i. Since P; is of degree 2, we see that in this case we must have P; €
span(Q1, Q2). If Q1, Q2 satisfy one of the conditions 2.(a), 3.(a) or 3.(b), then we see that case 2
above holds. Otherwise, Q1, Q2 must satisfy one of conditions 2.(b) or 3.(c), then we see that case
3 above occurs. O

We now prove some structural results for quadratics with linear minimal primes.

Proposition 3.10 (Structure of (x,y)-primary ideals of (Q1, Q2)). Let Q1, Q2 € S2 be two irreducible
forms such that L (Qq) # L (Q2). Suppose (Q1,Q2) is not a radical ideal and span(Qq, Q2) does not
contain the square of any linear form. Then the following holds.

1. There exists a linear minimal prime (x,y) of (Q1, Q2) where x,y € Sy are linearly independent
forms, and (x,y?) is the (x,y)-primary component of (Q1, Qz).

2. There exist a,b € Sq such that dim(spang{x,y, a, b}) = 4 and

Q1= ax+y2, Q2 :bx—i—yz.

Proof. By our assumption the cases 1, 2.(a),2.(b) of Theorem 1.4 cannot occur. Therefore case 2.(c)
must occur and hence there exists a minimal prime p of (Q1, Q2), such that p = (x,y) for some
linearly independent forms x,y € S1, and the (x,y)-primary ideal q has multiplicity e(S/q) > 2.
Note that by Proposition 3.6, we have e(S/q) < 4. By checking the classification of (x,y)-primary
ideals of multiplicity < 4 from [MM18], we see that the only case in which q can contain two
irreducible quadratics Q1, Q2 with L (Qq) # L (Qz) is case 1 of [MM18, Proposition 1.1]. Thus,
after a linear change of variables we must have q = (x,y?) and since L (Q;) # L (Qz) we must
have (up to scalar multiplication) Q; = ax + y? and Q, = bx + y? where aq,b,x,y are linearly
independent. This concludes this proof. O

Proposition 3.11. If a,b,x,y € Sy are linearly independent forms and Q1 = ax +y?, Q2 = bx +y?,
then

rad (Q1, Q2) = (Q1, Q2,y(a—1))
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Proof. We claim that the minimal primes of the ideal (Q1, Q2) are (x,y) and (Q1, a —b). We first
show that these ideals are prime, and then show that they are the minimal primes.

That (x,y) is prime follows from the fact that it is generated by two linear forms. To show that
(Q1, a —b) is prime, it suffices to show that Q; is irreducible in the ring S/(a — b), since the latter
is isomorphic to a polynomial ring.

If Q; factors in S/(a — b), then ax + y> = cd in S/(a — b), for linear forms c,d. Quo-
tienting further by ¢, we get that a,x € (y) in S/(a — b,c). This implies spany {a,b,x,y} C
spang {a,x,y,a —b,c} = spang {y, a — b, ¢}, contradicting dim spany {a, b, x,y} = 4. This shows
that (Qq, a — b) is prime.

Suppose P is a minimal prime containing (Q1, Q2). The ideal P contains aQ,—bQ; = y*(a—b).
Since P is prime, it must contain either y or (a — b). If P contains a — b, then P clearly contains
(Q1,a —b) and by minimality we must have P = (Qy,a — b). If P contains y, then P must also
contain ax = Q1 —y? and bx = Q, — y?. If P contains x, then P contains (x,y) and by minimality
we have P = (x,y). If P does not contain x, then P contains both a, b which contradicts htP = 2.
This shows that the minimal primes of (Q1, Q2) are (x,y) and (Q1, a —b).

The radical of any ideal is the intersection of its minimal primes, and therefore rad (Q1, Q2) =
(x,y) N (Q1, a —b). Suppose f is an arbitrary polynomial in the intersection. We have f = g1x +
g2y = g3Q1 + g4(a — b) for polynomials gy, ..., gs. Since Q; is in the ideal (x,y), so is gs(a — b).
Since a, b, x,y are linearly independent, g4 is in the ideal (x,y). This shows that f is in the ideal
(Q1,x(a—Db),y(a—b)). Conversely, every element of this ideal is in the intersection of (x,y) and

(Q1, a — b). This shows that rad (Q1, Q2) = (Q1,x(a —b),y(a —b)) = (Q1, Q2,y(a —b)). O

4 Clean vector spaces

In this section, we define clean vector spaces and prove some useful properties about them, which
will be used in our robust Sylvester-Gallai proof.

4.1 Closeness and robust vector spaces

For any quadratic form P € S we would like to measure how far P is from a subalgebra C[V]
generated by a vector space of forms in S. The next definition quantifies the notion of distance
from a subalgebra generated by a vector space.

Definition 4.1 (Forms close to a vector space). Given a vector space V = Vj + V, where V; C §;,
we say that a quadratic form P is s-close to V if there is a form Q € C[V] such that rank(P — Q) =5,
and for any form Q' € C[V], we have that rank(P — Q') > s. If a form P is not r-close to V, for any
T < s, we say that P is s-far from V.

Given a linear form ¢, we say { is 1-close to Vif { ¢ V;.

With the definition above in hand, we are ready to define robust vector spaces. These are vector
spaces whose quadratic forms are in a sense far from the ideal generated by the linear forms.

Definition 4.2 (Robust vector spaces). A vector space V = Vi + V, where V; C §; is said to be
r-robust if, for any nonzero Q € V5, the following conditions hold:

1. Qis (r —1)-far from V;

2. if Q & (V1), then rank(Q) > 1, where Q € S/(V;) denotes the image of Q in the quotient ring
S/(V1).
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If a homogeneous ideal I has an r-robust generating set V; + V>, we say that I is an r-robust ideal.

Remark 4.3. Note that if Q ¢ (V1), then condition 2 implies condition 1 for Q. Indeed, suppose
rank(Q — F) < r for some degree 2 form F € C[V;]. Then rank(Q) < r, since F = 0 modulo (V).
This is a contradiction to condition 2, therefore we must have rank(Q — F) > r for any degree 2
form F € C[V4]. Therefore, in order to check that a vector space V = V; +V; is r-robust, it is enough
to ensure that condition 1 holds for all Q € V, N (V;) and condition 2 holds for all Q € V;, \ (Vq).

Example 4.4. (a) Let V; be any subspace of S1, and Vo = (0), then V = V1 + V; is an r-robust vector
space for any .

(b) Suppose Q1,- -, Qm are quadratic forms such that rank(Q) > v for any Q € span(Qq,- -, Qm).
Let Vi = (0), Vo = span(Q1,- -+, Qm). Then V = V; + V; is an r-robust vector space.

(c) Let S =Clxq, -, %r,Yy1,-++ ,Yr, w1, -+, Wl and Q1 = x1y1+- - - +%:Yr, Q2 = Wy +- - -+ UrYr.
Let Vi = span(xy, - -+ ,Xr), Vo = span(Q1, Q2). Then we can show that Vi + V, is a r-robust vector
space.

Let Q = aQq 4+ bQ2 € V; for some a,b € C. Note that Q € (V1) if and only if b = 0. Suppose,
Q & (V1). Then Q = buyy; + - - - + bu,y, where Uy, y; denote the images of wi,y; modulo (V1).

Hence rank(Q) = r. Therefore condition 2, and consequently condition 1, holds if Q € V, \ (V7).

Now suppose Q € Vo N (V1). Then Q = axyyi +- -+ axyy,. Let F =) aux% + ZK]- 2aijxiXj,
and A be the v x v matrix with the (i,j)-th entry given by aij. Let M and N denote the matrices
corresponding to the quadratic forms Q,F in S. Note that we have

0 %Ly O A 00
M=%, "0 0|,N=[0 00
0 0 0 0 00

where 1, denotes the v x v identity matrix. Note that the matrix corresponding to Q — F is given
by M — N. Note that rank(M — N) = rank M, and hence rank(Q —F) > r.

Claim 4.5. Suppose V := Vi + V, is r-robust with Vi C Si. If Q € C[V] is a quadratic form of rank less
than r, then Q € C[V41l. If P € (V) is a quadratic form of rank less than r, then P € (V1).

Proof. Since Q € C[V], and since Q has degree 2, we have Q = Q1 + Q2 with Q2 € V, and
Q1 € C[V4l. If Q2 # 0, then Q; — (—Q1) has rank less than r, which contradicts the robustness of
V. Therefore we have Q, = 0. If P = P; + P, with P; € (V1) and P, € V5, then P, has rank at most
rank P < rin S/ (V;), and therefore P, € (V7). O

Proposition 4.6. If V := V; + V, is a 5-robust vector space and x,y,u,v € Sy such that xy —uv € C[V]
then one of the following holds:

1. We have x,y,u,v € Vj.
2. There exists a linear form € € Sy \ Vi such that x,y,u,v € span {Vy, {}.

Proof. Let P := xy — uv. Note that rank(P) < 2. Since P is of degree 2, we have P € C[V;] by
Claim 4.5. Since P € C[V;], we know that Lin (P) C Vj by [PS20a, Fact 2.14]. Now, Lemma 2.8
applies and we are done. O

Another important property of robust vector spaces is that we can get a good control on the
vector spaces L (P) whenever P is almost in the algebra. This is captured by the following propo-
sition, which motivates the subsequent definition of relative space of linear forms.
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Proposition 4.7 (Quadratics close to robust vector spaces). Let V = V4V, be an r-robust vector space
and s < r/2. If P is s-close to V, then for any Q, Q' € C[V] such that rank(P — Q) = rank(P — Q') =s,
we have that

Lin(P— Q)+ Vs =Lin(P— Q') + V1.

In other words, (Lin (P — Q) 4+ V;)/V; = (Lin (P — Q') + V1) / Vi for any two decompositions.

Proof. Let R = P — Q and R” = P — Q’. Thus, we have that R— R’ = Q' — Q € C[V] and we
have rank(Q’ — Q) = rank(R — R’) < rank(R) + rank(R’) < 2s < r. Hence, by Remark 4.5, we
have that Q" — Q € C[V4]. Now, from R = R+ (Q’ — Q) and Q' — Q € C[V4], we have that
Lin (R) C Lin (R’) + V4, and similarly, we have that Lin (R’) C Lin (R) + V;. O

The above proposition motivates us to define the relative space of linear forms with respect to
a robust algebra.

Definition 4.8 (Relative space of linear forms). Let r > 9 be an integer. If V is an r-robust vector
space and P is s-close to V for s < r/2 we can define

L(P)+Vq, ifPeS;
Ly (P):=<¢L(P—Q)+Vy, ifPe Sy, s<4
span; {P}, otherwise

where Q € C[V] is a form such that rank(P — Q) = s. We also define the quotient space

Ly (P) = Ly (P)/Vy, ifs <4
v 0, otherwise

4.2 Clean vector spaces

We are now ready to define the main object of this section: Clean vector spaces.

Definition 4.9 (Clean vector spaces). Letr > 17be anintegerand ¢ € (0,1). Let J :={Qq,...,Qm} C
S<obeasetof forms. Let V = Vi +V; be a vector space with Vi C S;. We say that Visan (1, ¢)-clean
vector space over J if the following conditions hold:

1. Vis an r-robust vector space

2. For any Uy C S; such that dim(U;) < 8, there are less than em forms Q; € J such that Q; is
s-closeto V for1 < s <4 and

dim (Lv (Qj)) > dim (Lv-+u, (Qj)) -

Remark 4.10. The vector space V + U; is v — 8 robust, since U, consists only of linear forms and has
dimension at most 8. Since r — 8 > 9, the space dim (Lvu, (Q;)) is well defined.

If V= Vi + V,is an (r,¢)-clean vector space over F, then we say that the ideal (V) is an
(1, €)-clean ideal over JF, and similarly the algebra C[V] is an (1, ¢)-clean algebra over J.

Remark 4.11. Condition 2 in Definition 4.9 simply captures the concept that Q; becomes closer to
being in the algebra C[V, U;]. Thus, a clean ideal is one where no small dimensional vector space
would bring many forms in our set closer to being in the augmented algebra.
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The following lemma proves that one can clean up ideals over a set of quadratic forms without
increasing the number of generators by much.

Lemma 4.12 (Cleaning up vector spaces). Let F be a set of forms, | = J1 + ]2 be a vector space, and
di = dim(J;). Given r € Z such that v > 17 and 0 < ¢ < 1, there exists an (r, )-clean vector space
I =11 + I, over F such that:

1. C[J] c 1]
2. I, C ]2 and h cl
3. dim(I) =18 +d; +4-dy -7

Proof. Let I = {Qy,..., Qm}. Starting with the given vector space ], we will iteratively construct
a vector space I that satisfies the desired properties. Our proof consists of three steps. First, we
will define the iterative process to clean up a vector space. Second, we will show that this iterative
process actually terminates after at most 16/¢ steps. Finally, we will show that the final output of
the iterative process satisfies all the desired properties.

The iterative processes. We will devise two processes to clean up the initial vector space J, and
the final iterative process will be a combination of these two. The first process helps us achieve
robustness and the second process helps us clean up the vector space. In order to obtain the vector
space I, we will apply both these processes repeatedly.

* Robustness process: Let V' = V/ 4 V] be a vector space with V/ C S;. Start with the vector
spaces V1 = V{, Vo := VJ and V := V; + V,. Perform the following two steps till it is not
possible to perform either of them:

— If there exists a non-zero form P € V, such that rank(P — R) < r for some R € C[V;], set
Vi := Vi + Lin (P — R), and replace V, by a codimension 1 subspace of V, that does not
contain P.

— If there exists a non-zero form P € V; \ (Vp) such that P = P; + Q' with P; € (V4) and
rank(Q’) <, set V; := Vi + Lin (Q’).

The above two steps correspond to the two conditions in the definition of robustness. If we
cannot perform either of the above two steps, then the vector space V that we end up with is
r—robust. We have V, C V; and V| C V. Itis also easy to see that both steps above maintain
the inclusion C [V'] C C[V].

We now control how many times the above steps can be performed. Each time we perform
the first step, we decrease dim V, by 1, and therefore the first step can be performed a total
of dim(V,) times. Each time we perform the second step, we decrease dim V, by 1, where
V;, is the space V, quotiented by the vector space (Vi) N V,. Therefore, the second step can
also be performed at most dim(V;) times. Hence, this iterative process always halts, and it
does so in at most 2dim(V;) steps. Further, each time we perform either step, we increase
the dimension of V; by at most 2r.

* Clean-up process: Let V' = V{ + V] be a vector space with V] C S;. Start with the vector
spaces Vi :=V/, Vo .= V] and V = V; + V,. While there exists U; C S such that U, violates
the condition that V is (1, €)-clean (i.e. condition 2 of Definition 4.9), update V; := V; + Uj.
Note that we have V] C Vi C S; and V, = Vj. Thus, V' C C[V] by our construction. The
space U; has dimension at most 8, and therefore the dimension of V; increases by at most 8
whenever we apply this procedure.
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Now, we can design our main iterative process:

1. Start with our vector space W) := |

2. Apply the robustness process to W(®) to obtain U(®)
3. While U™ is not (r, ¢)-clean vector space over J

o Let W(k+1) be a vector space that we obtain after applying the clean-up process once to
ux)

e Let U**D be the space we obtain after applying the robustness process to W(k+1)

Termination. We will now show that the iterative process must terminate after at most 16/¢
steps. We define the following potential function for U := Uy + U, a r-robust vector space:

m
U) =) dimLu(Qi).
i=1
Note that this potential function is always non-negative and upper bounded by 8 - m.
Let @y = ®(F, UK)) be the potential function that we defined above applied to the robust
vector space U¥), If U(¥) violates condition 2 of Definition 4.9 (clean Vector space), there exists
L; C S; and there are at least em forms Q; € J such that Qj is s-close to u® for1<s<4and

dim Ly, (Qj) = dim <Luk (Q5) /ugk))
> dim <Lu<k>+u (Q) /(W + Ll))
> dim (Lu(k+1) (Qj) /ngﬂ)) = dimEu(kH) (Qi) :

If we denote by By be the set of such Q;’s, we have [By| > em

Let Ny be the set of forms Q; € T that are 4-far from Uk but are at most 4-close to U(*+1)
For any Q; € Ny, we have that dim Eu(k) (Q]‘) =0 and dim ]Lu (k1) (Q)) < 8. Moreover, note that
Na NNy = 0 for any a < b, since C[UM] ¢ C[UR+D]. Also, Ny, N By = 0.

Then, we have

Oy — D1 = Z (dimLy 0 (Qi) —dim Ly a1 (Q1))
i1
> Z (dim Ly (Qi) —dim Ly (Q1)) — Z dim (L) (Q4))
QieBy QieNY
|Bi| — 8Ny

2
Zem— 8|Nk|/
where the first inequality holds because for any term not in Ny, we have that dim L, (Qi) >

dim Eu(kJr]) (Q1). The second inequality holds because for the elements in By the dimension drops
by at least 1. The last inequality holds because we know that |By| > em.
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Now, if our iterative process runs for t iterations, we have that

t—1

Do~ @y =) Dy — Dy
k=0

t—1
>tem —8- Z [Nyl

k=0
>tem —8m

where the last inequality holds because the sets Ny are pairwise disjoint and contained in J. Since
0 < Oy < 8m by the discussion in the first paragraphs of the proof, we have that tem < 16m,
which implies t < 16/¢. In particular, this shows that our process will terminate.

Desired properties. Let I := Ut be the final vector space we obtained at the end of this process.
By the above, we have that I is (1, ¢)-clean over F, as the process terminated. Moreover, note
that C[J] C C[I], as the inclusion C[U®¥] C C[U**+1V] is preserved throughout the process, and
ClJ] C Ccu) by construction. We also have that I, C ], since the robustness process preserves
Uékﬂ) - Uék), and the clean-up process preserves Uékﬂ) = Uék), and U ¢ J2. Additionally,
we have that J; C Ij, as both processes only increase the size of utkd,

Now, all we have left is to bound the dimension of I;. For this, note that each run of the clean-
up process adds a space of linear forms of dimension at most 8, and therefore the total contribution
from the clean-up process is 128/¢. To see that the total contribution of the robustness process is

at most 4r - dp, note that the first step of the process strictly decreases dim(U.ék) ), whereas the

second step of the process strictly increases dim(Uék) N (Uik) )). Moreover, if dim(Uék) N (Uik) )) =

dim(Uék)) from this point on we can only apply the first step of the process. Finally, note that the
clean-up process does not change the degree two part of the vector space. Hence, we can apply
the first step of the process at most d, times, and the second process at most d, times throughout
the entire iterative process. Note that each time we apply the foregoing steps, we increase the
dimension of the linear piece by at most 2r. Putting everything together, we have that dim(I) <
d; +128/¢ + 4r - dy, as we wanted. O

Remark 4.13. Note that in the process above, if I C (]), then F C (I).

The clean up process is similar to a process used in [PS20a] and [PS20b], where they find an
ideal V generated by linear forms, and a subset J of quadratics forms such that every quadratic in
their configuration is in the span of elements of J, and elements of ¥ N (V). They then iteratively
find quadratic forms in JF that have rank 2 in S/ (V;). If such a form is found, they add the linear
forms to Vi, and remove a quadratic from J. This iterative process does not preserve the algebra
generated by V and J. In other words, a form Q € J that lies in C [V, J] might not be in the algebra
after one step of the iterative process (although Q is still guaranteed to be in the ideal generated
by V,J, and Q satisfies the stronger property that it is spanned by elements of J and N (V)). We
require that all forms remain in the algebra, and therefore our clean up process is more involved.

4.3 Univariate forms over clean vector spaces

We now turn our attention to a special case of forms which are 1-close to a robust vector space.

Definition 4.14 (Univariate forms over robust vector spaces). Let V := V; + V; be an r-robust
vector space, where r > 3 and V; C S, for i € {1,2}. We say that a form P is univariate over V if P
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is 1-close to V and dim (Lv (P)) = 1. Moreover, we define zp € S1/V; to be the linear form such
that Ly (P) := span. {zp}”

Once again, given a 3-robust vector space V, we will also say that a form P is univariate over
the algebra C[V] if P is univariate over V as in the definition above.

Remark 4.15. An immediate consequence of the definition above is that if P is a quadratic form
univariate over V, then P € C[V, zp]. Moreover, we can write P = Q + z(«z + v) where Q € C[V],
xeCandv e Vy. Thus,Pe (V) < a=0.

Having univariate forms over a clean vector space is desirable because if our SG configuration
only has univariate forms over a clean vector space, one would expect the “extra variables” to
behave as a LCC configuration. As mentioned in the proof outline, this is indeed the case, and in
the next section we will formalize this intuition about the extra variables.

5 Proof of the robust Sylvester Gallai theorem

In this section we prove our main theorem: (§,2)-rad-SG configurations (Definition 1.2) have con-
stant dimension as a C-vector space. Throughout this section, we will assume ¢ := 5/10.

Theorem 1.3 ((3,2)-rad-SG theorem). If JF is a (5, 2)-rad-SG configuration, then
dim(span:{F}) = O (1/8°%).

Before we prove the theorem above, we need some definitions. Let & be our (§,2)-rad-SG
configuration, where we write F = 37 U J; such that F; = N S; and let m := [F]. We will assume
that m > 1/8°*, since the statement trivially holds if it is not.

For a form Q € 3, define the sets

F2(Q) =={Q’ € F||rad (Q,Q") N F| > 3}
F1(Q) ={x € F1 | [rad (Q,x) N F| > 3}.

The sets above account for the quadratic and linear Sylvester-Gallai pairs related to Q. We also
partition F(Q) into three sets, Fspan (Q) , Flinear (Q) and Fsquare (Q). These are the sets of forms in
J that satisfy the span case, linear case, and the square case of Proposition 1.4 with Q. The formal
definitions of the sets are as follows.

Tspan (Q) = {Q" € 2(Q) | [(Q, Q") NT| >3}
Srsquare(Q) = {Ql € SFZ(Q) \gjspan (Q) | SRS Sl/€2 = (XQ + BQI}
S:linear (Q) = {Ql € ?Z(Q) \ (EFspan (Q) Ug:square (Q)) | = X,y € Slr QI Ql € (X/y)}

Since J is a (§,2)-SG configuration, for each Q € J, we have

|3~span (Q) U 9jlinear (Q) U 9jsquare (Q) U 9jl(Q)‘ > dm.

We define sets Fspan, Flinear, Fsquare and Fgeg that partition F; as follows.

"More precisely, we can take zp in the S canonically simply by identifying the quotient polynomial ring with a
polynomial ring in less variables. For simplicity, we will abuse notation in this setting.
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Fopan = {Q € F2 | |Fspan (Q)| = em}
Flinear = {Q € T2\ Fopan | [Frinear (Q) = em }
Faeg = {Q € F2\ Fopan U Flinear | [F1(Q)] = em}
Foquare = {Q € T2\ (Fspan U Flinear U Fdeg) | |Fsquare (Q)| = (8 —3e)m}

By Proposition 1.4, every form in J; belongs to one of the above sets. We will now begin
constructing small algebras which control the sets defined above.

5.1 Controlling Fsquare

The following lemma from [Shp20, Corollary 43] controls the vector space dimension of the set of
forms satisfying the square case with two quadratic forms.

Lemma 5.1. Let Q1, Q2 € Sy be linearly independent and Fy, ..., Fm € Sy such that
Fi=Qi1+8=p:iQy+b?

where i, by € Sy and B € C. Then, there is a vector space V of dimension at most 4 that contains every
t; and by. In particular, every Fy € C[Qq, VI, which implies dim span{Q1, Q2, Fy, ..., Fim} < 7. We will
denote this vector space V as V(Q1, Q2).

If P1,P,,...,Pp are the forms in Fsquare, Lemma 5.1 implies that for every 1,j there exists
V(Py, P;) C S1 with dim(V(Py, Pj)) < 4 such that

\(frsquare (Pi) N 9:square (Pj) cC [L (Pi) + V(Pi/ Pj)] .
We use these spaces in order to control Fsquare- We begin by proving an auxiliary lemma.

Lemma 5.2. Suppose P1, P2, P3 € F, satisfy
‘\’-:quuare (Pl) N -rfsquare (PZ) N Equuare (PB)} = 2.
Then P3 € C[L (P1), V(Py, P2)].

Proof. Let R; and Ry be two distinct forms in the intersection. After scaling Ry, Ry appropriately,
we have the equations

Ry =Py — ] = P, — g} = B1P3 — h}
R2:P1—€%:oc2P2—g%: Bng—h%.

By Lemma 5.1 each of the linear forms {, {, g and g, is contained in V(Py, P;). Further, we
have 31P3 = P; — Q% + h2, whence P3 € C[L (P;), V(P1,P2), hyl. It therefore suffices to show that
h; € CIL (P1), V(P1, P2)]. We perform a case analysis based on the coefficients {3;.

Suppose first that 31 = 32 = 3. We then have P; — BP3 = (’,% — h% = E% — h%, which implies

(€1 —8) (& +€2) = (hqy —hy)(hy +ho),

which implies that hy, hy € span. {{;, {2}, proving the result in this case.
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Suppose then that 31 # (3. We have
(B2 — B1)P1 + B143 — B2ff = hi —hj.

Note that in this case, we must have rank(P;) < 4. Therefore, L (P;) = Lin (P;). Now h‘% — h% =
(h1 + h2)(hy — hp) is a minimal representation. By Lemma 2.5

spang {hy, hp} C L (P1) + span {¢;, {2} .
This in particular shows that h; € C[L (P;), V(P1, P2)]. O
With the lemma above, we can show that Fsquare is contained in a small subalgebra.

Lemma 5.3. There exist vector spaces Vi C Sy and Vo C S, of dimensions at most O(1/ 52) such that
F. square S C[Vll Vz]-

Proof. Let Fsquare = {F1,...,Ft}. Set U = J7 and S; = Fsquare (Fi) for i € [t]. In this case, we
have [U| < m, each [Fsquare (Fi)| > em, and therefore we can apply Lemma B.2 to these sets with
parameter ¢ to obtain a collection of subsets of Fsquare given by I, 3y, ..., I, where v := |H] < 2/¢
and r; := |H;| < 8/¢.

Letting H :={Py, ..., P+}, and H; :=={Qjy, ..., Qir.}, we define our vector space V as

vie Y (Lpo+ 3 virLQu)
i=1

j=1

Define Vi and V; to be VN §; and V N S, respectively. The dimension of V is O (1 / 82), since
L (P),L(Q) and V(P;, Qi) each have dimension < 8.

By construction, every P; and Qy; is contained in the algebra C [V]. Suppose R € Fyquare is not
in 3 or H(;. By Lemma B.2, there are i, j such that

‘gjsquare (R) N 9:square (Pi) N gjsquare (Ql])| > €3m/43 =2

Thus, Lemma 5.2 implies that R € C[L (P;), V(P;, Qi;)], and therefore in C[V]. ]

5.2 Controlling Fjinear

The following lemma, proved in [PS20a, Claim 4.4], shows the existence of a small ideal generated
by linear forms containing Fjineay-

Proposition 5.4. There exists V C Sy such that Fjjpear C (V) and dimV = O (1/9).

We strengthen the above lemma in two key ways. First, we show that every form in Fjjne,r
is univariate over the algebra of any clean vector space W such that Fjjpeor C (W). If we further
assume that every form in F is univariate over C[W], then Fjipeor C C[WI.

Lemma 5.5. If W = W +W, isany (17, ¢/2) clean vector space such that Fiypear C (W) then every form

in Finear that is not in C (W] is of the form ax +y?, with x,y € Wy. In particular Q is univariate over W
and Ly (Q) is spanned by a.
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Proof. Let Q be a form in Fjjpeq, \ C [W]. Since W is 17-robust, and since Q has rank 2, we have Q €
(W1) by Claim 4.5. We also have L (Q) ¢ Wi, that is dim (Lo (W)) > 1. If every P € Finear (Q)
is such that L (Q) = L (P), then the clean condition is violated, since dim (Lw (P)) > 1 for every
such P, while dim (L7 (P)) = 0 where Z = L (Q) + W. Hence, there exists P € Fjipear (Q) such that
L (P) # L (Q), which by Proposition 3.10, implies Q = y? + ax and P = y? + bx for independent
linear forms a, b, x,y.

Consider now the equation y2 + ax = 0 in the quotient ring S/ (W;). Suppose y € Wj. In this
case, ax = 0in S/ (W;) = x € Wj or a € W;. In either case, after potentially swapping the roles
of a and x we have the required statement. Suppose now that y ¢ W;. The equation y? + ax = 0
implies that yy = a in S1/W; for some nonzero constant y. We then have y2 + ax = y(y +yx) = 0
in S/ (W;). Sincey ¢ Wi, we must have y+yx € W;. We can write Q = (y+yx)2+x(a—2yy—yx?).
After changing y, x, a, this is equivalent to the case of y € W1, and the required result holds. [

Claim 5.6. Let U C Sy be a vector space and Q = ax +y? wherex,y € U, a & U. Suppose P1, Py are two
distinct forms in Fpipear (Q) N C [U, and suppose Ry € rad (Q, P1) N Fp and Ry € rad (Q, P2) N Fa. Then
R1 and Ry are distinct elements of F,. Further, R, Ry ¢ C[U], and Ry, Ry € C[U+L (Q)].

Proof. Since L (Q) # L (P;) for i € {1,2}, we can use Proposition 3.10, to write Q = aixi + y% and
Pi =bix;y + y% for independent linear forms a;, b, xi,yi. We now show that after a linear change
of coordinates we can make x; € (x) and y; € (y), fori € {1,2}.

Since P; € C[U], we have x;,yi,b; € U. From Q = xa +y? = xja; + y%, we have y? — yi =
xiay mod (x). If xi & (x), then by factoriality of S/(x) we have a; € (x,y,yi) C U= L(Q) Cc U
which is a contradiction. Hence, we have that x; = ox for some « € C*. This implies x(a —xa;) =
y? —y? and if a # w«a;, factoriality implies that y; € spang{x,y}. Moreover, we know that
Yi € (x) since Q is irreducible, so writing y; = xix + 31y we have 3; # 0 and hence after a change
of coordinates we can map y; — y, as we wanted.

After scaling appropriately, we have Q = ax + y? and P; = bx +y? and P, = cx + y°. By
Proposition 3.11, rad (P1, Q) = (P1,Q,y(a — b)) and thus R; € rad (P1,Q) = Ry = 1 Q + 31P1 +
d1y(a —b). If R € C[U] then «yax + d1ay € C[U], which implies that a(x;x + d1y) € C[U].
Since x and y are linearly independent, this implies a € U which is a contradiction, so Ry ¢ C [U].
Similarly, we have Ry = x2Q + 2P2 + d2y(a — c¢). This proves the last part of the claim.

Suppose R; = pR; for some pn € C. After rescaling xy, 32,52 we have

o1Q + B1P1 +01yla—b) = xQ + B2P2 + d2y(a —c).

Plugging in the formulae of Q, Py, P, and rearranging, we get a ((x; — a2) x + (81 — 82)y) € C[U].
Since a ¢ U, we must have (o; — oz) x + (81 — 02) y = 0, which by the independence of x and y
implies o; = oz and &; = 8. The equation therefore implies 31P; — f2P2 = 81y(b — c). We also
have 31P; — B2P2 = (B1 — B2)y? + x(B1b — Bac). Equating the two and rearranging, we get

x (B1b —B2c) =y (81 (b —c) — (B1—PB2)y).

If (B1b —PBac) = (81 (b —c) — (B1 — B2)y) = 0 then b = (B2/B1)c and B2 # B (otherwise P; = Py),
and y € (b), contradicting irreducibility of P;. Otherwise, y € span. {b,c} and x € span {b, c,y}
which together imply that x,y € spani{b,c}. This implies that Py is bivariate, contradicting its
irreducibility. Therefore, Ry # uR; for any p, that is, Ry and R; are distinct elements of 5. ]

Lemma 5.7. Let W = W + W, be a (17, €/3) clean vector space such that Fjpeay C (W) and such that
every form in F is either in C [W] or univariate over W. Then Fjipear C C [Wi].
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Proof. Assume that there is Q € Fjipear \ C [W1]. By Lemma 5.5, we know that Q = ax + y?, with
x,y € Wjand a ¢ Wj. Let Z := L (Q) + W. Every form in Fjjpe,, (Q) has rank 2, and any such
form that is in C [W] is also in C [W]. Also, if a form in Fj;e,r has rank 2 and it is univariate over
W then it is univariate over W4.

Let{P1,..., Po} = Flinear (Q) N C [W1]. If Ry € rad (Q, Pi), then by Proposition 3.11 R; € ¥, and
Claim 5.6 shows that Ry, ..., Ry are distinct. It also shows that R; ¢ C [W;], thatis, dim (EW (Ri)) >
0 and that R; € C [Z], that is, dim (Lz (R;)) = 0. By the clean condition, we have b < em/3.

Hence, we have |Fjinear (Q) \ C[W1]| > 2em/3. By the clean condition there are at most em/3
forms P’ € F such that Ly (Q) = Lw (P’), since for each such form we have dim (Lw (P’)) =1
while dim (Lz (P’)) = 0. We can therefore find a form P € Fjnesr (Q) \ C [W4] and such that
Lw (Q) # Lw (P). Note that this latter condition also implies L. (Q) # L (P). Also we must have
L(Q)NL(P) C spani{x,y}. Indeed, suppose u € L (Q) NL (P). As L(Q) = span;{a,x,y}, we
must have @ = At € Ly (P) for some non-zero A. This is a contradiction since Ly (Q) # L (P)
and both are one dimensional.

Since L (P) N L (Q) C spang {x,y} and L (Q) # LL (P), after a linear change of variables we can
write Q = y? + ax and P = y? + bx for independent linear forms a, b, x,y by Proposition 3.10.

Let R € rad (Q,P) N F,. As R € F,, we have that R is irreducible and univariate over Wj or
R € C[Wj]. By Proposition 3.11 we have

R=aQ +pBP+vyyla—b) = (x+ B)yz—i—x(oca—i— Bb) +vy(a—D>).

Let R’ := x(xa+Bb)+yy(a—b),so R—R’ = (a+p)y? € C[W;]. The form R is either univariate over
W or in C[W] by assumption, and therefore so is R’. Since a, b, x,y are independent, if x # —f
then x,y, xa+ b, a—b are independent, and R’ is irreducible with L (R") = span. {x, y, a, b}. This
would imply that dim (Lw (R’)) = 2, with basis a, b contradicting the fact that R’ is univariate
over Wj or in C [W;]. Therefore, we have o = —3 and we get R = (ax+vyy)(a—b). This contradicts
irreducibility of R and completes the proof. ]

5.3 Controlling F g

Now we control Fyes. The proof is similar to the proof in Lemma 5.7, where we construct a double
cover of the dependencies to be able to find a small vector space of forms to add to our algebra.
Before we execute the above plan, we need to clean-up the quadratics in F4eg, which is the purpose
of the following two propositions.

Proposition 5.8. Let N C Fyeg be the set of quadratics Q such that there are at least £2m,/100 other forms
P € F such that . (Q) = L. (P). There exists W C Sy with dim W = O(1/6?) such that N c C[W].

Proof. For each Q € N, we must have rank(Q) < 4, otherwise L. (Q) = span;{Q} and by the SG
condition there is no other form P € J such that L (P) = LL (Q), as that would imply P € span{Q}.
Let N(Q) be the set of forms P € F such that L (P) =L (Q).

Start with A = (), and W = {0}. Iterate over the elements of N, and whenever Q € N is not in
the algebra C [W], we add Q to A, and update W <~ W +1L (Q). At the end of the process, we have
N C C[W] by construction.

Since dim(W) < 8 - |A], it is enough for us to bound the size of A. Suppose the forms of A are
Q1, ..., Q¢ in the order they were added. Since we add Q; to A, it must be that N (Q) NN (Q;) =0
for every j < i. We therefore have

Ui (Qu)| = 1Uk<iN (Qi)| = €2m,/100.
Since |Uk<iN (Qk)| < 1F] < m, these equations together with ¢ = 5/10 imply t = O (1/5%). O

27



Proposition 5.9. Let M C Fyeg be the set of quadratics Q such that (Q,x) is not radical for at least em/3
linear forms x € F1(Q). There is U C Sy such that dim(U) = O(1/8) and M C C[U].

Proof. By Proposition 2.9, if two forms Qq, Q> € J> do not form a radical ideal with at least 3

linear forms from 3, then rank(Q;) = rank(Q,) = 2 and L (Q1) = L (Q2). Moreover, the same

proposition implies that each form in M has rank 2. In particular, . (Q) C Sy for each Q € M.
Denote M :={Py,...,P.}and for each i € [r], let

Hi :={x € F1(Py) | (Py,x) not radical}.

By definition of M, |Hi| > em/3 for each i € [r]. Since |F1] < m, Proposition B.1 applies. Let
Q1,..., Q¢ be the forms from M which we obtain from Proposition B.1, where t < 6/¢.

For any Q € M, there exists i € [t] such that |F1(Q) N F1(Q;)| = €2m/36 > 2. In particular, the
above together with Proposition 2.9 implies that L (Q) = L (Q4).

Therefore, if we take U := Z;‘:l L (Q;i), we have that dim(U) < 8-t < 48/¢ = O(1/8) and
M c C[U] by the previous paragraph. O

By the previous two propositions, we are left with the forms P € Fyey such that:
1. (P,x) is radical with at least 2em/3 of the linear forms x € F;(P)
2. L(P) =L (Q) for at most ¢2m,/100 forms Q € .
Let R denote the set of such forms. The next remark shows that for any P € Fge,, we can find

many distinct quadratic dependencies corresponding to the linear forms satisfying item 1 above.

Remark 5.10 (Quadratic dependencies). For each form P € R and x; € J1(P) such that (P,x;) is
radical, the SG condition implies that there is Q; € > such that Qi € (P,xy). By Proposition 2.6
there are at most 6 linear forms x; such that Q; € (P, x;). Hence, in the set

T(P) :={(Qyi,xi) € F2 x F1(P) | Qi € (P,xi) and (P, x;) radical}

we have that a quadratic form Q € J, can appear in at most 6 tuples, and each x € J;(P) has a
Q € F, such that (Q, x) € T(P). Thus, we know that there is a subset

9deg (P) = {(Qllx’l)l (R (Qtlx’t)} C T(P)

with t > em/10 such that for every i € [t] we have L(Q;) # L(P) and for i # j we have Q; ¢ (Q;)
and x; & (xj). With this at hand, we can define the set

5"Ndeg (P) = {Q | Ix € Stl(P) s.t. (Q/X) € 9deg (P)}

By the above, we have that [Fgeg (P) | > em/10 for any P € R.

Now, to control the forms in R, we will construct a small dimensional (17, ¢3/100)-clean vector
space V such that every form P € R is either in C[V] or P is univariate over V. Moreover, if the
latter happens, we can prove that all but ¢3m/100 of the SG dependencies in Fdeg (P) are also
1-close to V. Before we construct this vector space V, we need the following proposition.

Lemma 5.11. Let Py, Py, P3 be quadratics in R such that I (P;) # L (P3) fori € {1,2}and let V = V1 +V,
be a (17,7y)-clean vector space with respect to J such that P1, P, € C[V].
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1. If P3 ¢ C[V], then |Fgeg (P3) NCIV]| < ym.

2. Suppose
| Faeg (P1) N Faeg (P2) N Faeg (P3)] = B > 3ym +2.

Then P3 is univariate over C[V]. Moreover, if P3 ¢ C[V], there exist x € C*,z € S;\ Vi, a € V;
such that one of the following holds:

(a) P3 = oPq + az, and there exist t > B —3ym — 2 forms Ry, ..., Re € Fgeg (P1) N Fygeg (P2) N
Fdeg (P3), such that

Ri = «P; —xija =P3; — aja

where x; € F1(P1) \ Vq and a; € F1(P3) \ V1.

(b) P3 = Py + z(z + a), and there exist t > B —3ym — 2 forms Ry,..., Rt € Fygeg (P1) N
Fdeg (P2) N Fgeg (P3), such that

Ri = O(Pl — Xi(Xi + O(iCl) = P3 — aibi
where o €C, x4 € fTrl(P]) \V1 and a; € fFl(P(;) \V].

Furthermore, in both cases above, we have that z,Xi, a; € S1/Vi are pairwise linearly independent
and dim spang {z, Xy, @i} = 2.

Proof. We begin by proving item 1.

Proof of item 1:  Suppose |Fgeg (P3)NC[VI| > ym. Let Ry € [Fgeq (P3)NCVI[fori € [ym+1]. In this
case, we will show that P3 € C[V]. After proper scalar multiples, we may assume R; = P3 — a;b;
where a; € F1(P3) and by € S;. Assume for the sake of contradiction that P3 ¢ C[V]. Suppose
there is i € [ym + 1] such that a; € V;. Without loss of generality we can assume that i = 1. If
P; ¢ C[V] then b; ¢ Vi. However, we have a;b; — aib; = Ry — Ry € C[V4], which implies that
b; € (a1) and a; € spang{Vy, b} \ Vi, since a; ¢ (ar). This happens forall 2 < i < ym + 1.
We therefore have dim Ly (P3) > dim Ly, (3,3 (P3) and dim Ly (a;) > dim Ly, (,} (a;) for every
2 < 1 < ym, which contradicts the clean condition.

We are left with the case where a; ¢ V; for each i € [ym + 1]. In this case, a1b; — a;b; =
Ri — Ry € C[V4] and Proposition 4.6 imply that there is z; € S; \ Vj such that a;, by, ai,b; €
spang{ Vi, zi}. Since a1 € Vi, we must have that span{V1, zi} = span {V1, a1}, which implies that
a; € spanc{Vj, a1} foralli € [ym]. Equivalently, we have dimLy (a;) = 1and dim Ly, (4} (ai) =
0 or all such i, which violates the clean condition. Therefore, this case cannot happen.

Proof of item 2: We can assume that P3 ¢ C[V], otherwise we are done. Let R; be elements in the
intersection Fyeg (P1) N Fyeg (P2) N Fyeg (P3), where i € [B]. After proper scalar multiples, we have:

Ri = otiP1 — xiyi = BiP2 — uivi = P3 — aib; (1)

where «;, 31 € C*, x4 € F1(P1), uwy € F1(P2) and a; € F1(P3). Moreover, by Remark 5.10 we know
that for any i # j we must have x; € (x;), wi € (u;) and a; € (a;).

By the first item and the fact that P3 ¢ C[V], at least B; := B — ym forms R; not in the algebra.
(Say Ri ¢ C[V] for i € [B1].) Recall also that L (P3) # L (Py).

Since P3 — aiP1 = xiyi — aibi, we know that rank(P; — «iP;) < 2. For any i € [B4] such
that rank(P3 — «iP;) = 2, we have that P3 — «;P1 = xiyi — aib; is a minimal representation of
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P3 — i P1, and therefore spang {xi, ai,yi, bi} = L (P3 — «;Pq). Let £ C [B4] be the indices i such
that rank(P; — oy P1) = 2.

If there were 1 # j € £ such that o; # «;, wl.o.g. we can say «; # o, then L (P3),LL (P1) C
W := span;{x1,X2,Y1,Y2, a1, az, by, ba}. For every other k € £, as rank(xxyx — axby) = 2, then
Xi,Yi,ai,bi € W. This would imply that R; € C[V + W], or equivalently that dimLy (R;) >
dimLy 1w (Ri) = 0 The above cannot happen for more than ym indices, as it would contradict
the clean condition, since dim(W) < 8.

If ; = o foralli # j € £, we obtain the same conclusion as above, but now with W :=
spang {x1,Y1, a1, b1}. Therefore, we know that [{| < ym.

We have just proved that there must be at least B, := B; — ym indices with P3 — a;P; =
XiYi — aibj being rank 1. Moreover, by Remark 2.7 and L (P;) # L (P3) there is a unique rank 1
element in the pencil P; — AP;. In particular, this implies o; = o for all i € [Ba].

After rescaling P; and reordering the indices, we can assume that P3 — Py is of rank 1, and that
XiYi — aibi has rank 1 for every i € [By]. Hence, Eq. (1) becomes:

Ri =P1 —xiyi = BiP2 —uivi =Pz —aib; 2)

We now have two cases to analyze:

Case (a): P3; < (V).

In this case, we can write P3 = Py + za, where a € V; and z € §1 \ V;. Since xiyi — uyvy =
P1 — BiP2 € C[Vi], and by our assumption we know that x;y; ¢ C[V], Proposition 4.6 implies
that there is z; € S; \ Vi such that xi,yi, ui, vi € spang{Vy,zi}. By the clean condition on V, we
have that z; € spany {Vy, z} for at most ym indices. Thus, if B3 := B, — ym, we can assume that
zi & spany {V1,z}, for i € [Bs].

As P; — xiyi = P3 — a;bi, we have that a;b; — xyy; = P3 — P; = za for all i € [B,]. Hence,
aibi = xqyi mod (a). If xjy;i # 0mod (a), by the factoriality of S/(a) we have that aib; =
(xi + Bia)(yi +via), which implies that

za = aib; —x4yi = alyixi + Piyi + Bivia),

which in turn implies that z = yix; + Biyi + Biyia. Since ajb; # xiyi, we have that one of
B1,vi is nonzero, which implies that z € Vi + span {xi, yi} = V1 + span. {zi}, which implies that
zi € Vi+spang{z}, contradicting our choice of z;. This contradiction implies x;y; € (a). Note that
for every such i, we also have a;b; = za — x3y; € (a).

Since the forms x;, ay for all j, k are pairwise linearly independent, there can be at most one
index with x; € (a) or a; € (a). Therefore, for i € [B3 — 2], we have yj, b; € (a). In particular, this
implies that spany {V1,xi} = spany {V1,zi} for i € [Bz — 2], and therefore x; ¢ spany {Vi,z}. After
rescaling the x; and aj;, this implies

Ri =Py —xija =P3 —a;a

for each such index, completing the first part of the proof in this case.

For each index satisfying the above, the condition za = ajb; — x;y; now implies that z =
aiai — Bx; for nonzero «, 3. Since x; ¢ spany {Vi, z} by our choice of indices, we also have that
a € Vq. If z, @y, Xi are not pairwise linearly independent, then z; € Vi + span. {z}, contradicting
the choice of indices. This completes the proof of the moreover part in this case.
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Case (b): P3¢ (V).

In this case, we have P3 — P; = pq with neither p nor q in V;. Let W be the space spanned by
P, qin §1/Vq. Also, let z; € §1\ Vi be such that x;,yi, ui, vi € span{Vy,zi} and let i, vi € Cbe
such that x; = piz; and y; = vizi in S1/Vj. Since Ry ¢ C [V], at most one of i, v; can be zero for
each i. We have equation pq = P3 — Py =v; p.iz% — aib; in the ring Sq/ (V1).

Let £1 C [By] be the set of indices such that z; € V; + W. This implies Ry € C[V, W] fori € £;.
By the clean condition, we have that [£1] < ym. Let £, C [Ba] \ £1 be the set of indices such that
ai or by € Vi + W. In this case, we have that pq — a;b; = piviz%, and since z; ¢ Vi + W, we
have that pivi = 0 and thus both aj, b; € Vi + W, hence R; € C[V,W]. However, this implies
Ri — P1 =xyi € C[V, W] = z; € V1 + W, which is a contradiction, so £, = ().

Without loss of generality, we can assume that [B3] = [By] \ £;. By definition, i € [B3] = z; ¢
Vi+Wand aib; € (Vi +W). Since xiyi = pq—aibi = —aibi # 0 mod (V1 + W), this also implies
that both xi,yi ¢ (V1 + W). Therefore, for every i € [B3] we have xi,yi, ai, by € Vi + W.

We now show dim W = 1. Assume towards a contradiction that dim W = 2. For each 1 € [B3],
let Wi := spani{aj, by, zi} over S1/Vi. From x;y; — aib; = pq, wehavep,q € W; = W C W;.
Since z;, a; € W, this inclusion is strict, and dim W; = 3.

For every i,j € [Bs] we have aib; — ajb; = xy; —xjy; € C [Vl + spang {zi,z,-}]. Hence,
by Proposition 4.6 there is {;; € S; such that ay, bi, aj,b; € span, {zi,zj,ﬁij} + V;. Therefore,
spani{ai, by, zi}+ Vi = span; {zi,zj, Ly } + Vi = span {a]-, bj, z; } +V1 = W; = W;. This implies
that R; € C [V + W] for every i € [B3], or equivalently that dim Ly (R;) > dim Ly w, (R;). This
contradicts cleanliness, since B3 > ym.

Therefore, it must be that dim(W) = 1, or equivalently (after rescaling) that ¢ = p + a for some
a € Vj. Setting z = p, we get that W = span. {z} and the first part of case 1 of the lemma holds,
that is P3 = P; + z(z + a). For each i € [B3], we also know that y;,x; ¢ Vi, and therefore, we
have y; = aixq + fi for some oy € C* and f; € V; (since x4, y; are spanned by z; in S1/V;). Since
XiYi — aib; = z(z+ a), by Proposition 4.6 and x; ¢ V1 +W, we have x;,yj, ai, bi € spang{z, a, xi}.
Since f; = yi — aix; € spanc{z, a,xi}and x; € Vi + W, it must be that f; € span. {a}.

From z(z + a) = xi(xi + fi) — aib;, we have z? — x% = aiby mod (V1) = a; = Bi(xy £ z) and
by = B L(xi F z) over S/(V;). Thus, a3, Z and X; form a linear dependence. Combined with the
fact that ai, Xy € (z), we also deduce that a;j and X;j are linearly independent over S/(V1). O

Lemma 5.12 (Controlling Fgeg). There exists a (17, (¢/ 100)3)-clean vector space V := Vi + V,, where
Vi C S; of dimension dim(V) = O(1/ 83) such that each form in Fyeg is either in C[V] or univariate over
V. Moreover:

1. When P € Fgeg \ CILV], if zp spans Ly (P) then there is t > (¢/100)3>m and distinct linear forms
X1,...,x¢ € F1, and distinct linear forms ai,...,ar € Fy such that for every i € [t], we have
xi, ai € Vi, zp, Xy, @y are pairwise linearly independent in S1/V1, and zp € spang {Xi, ai}.

2. If Wis (17, (e/100)3)-clean such that C[V] C C[W], then the above condition holds with W too.

Proof. Partitioning Fgeg = MUNUR as defined in this subsection, Proposition 5.9 implies that there
exists a vector space U C S; such that dim(U) = O(1/8) and M C C[U]. Similarly, Proposition 5.8
implies that there is a vector space W C S such that dim(W) = O(1/5?) and N C C[W]. Thus, we
are only left with the forms in R.

Remark 5.10 implies that [Fgeg (P)| > em/10 for each P € R. Thus, applying our double cover
lemma Lemma B.2 with the sets Fgeg (Pi), for Pi € R, and parameter v = ¢/10, we obtain a set of
forms § C R with |G| < (200/¢)? such that for any form P € R, we have that either P € § or there
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exist Py, P, € G such that
‘deeg (P) N 9:'deg (Pl) N gjdeg (PZ)‘ > (‘\//4)3111 = 83111-/403-

Now, letting V' := U + W + span {9}, and applying the cleanup lemma Lemma 4.12 with ro-
bustness parameter T = 17 and clean parameter (¢/100)> to V/ and obtain our (17, (¢/100)3)-clean
vector space V. By part 1 of Lemma 4.12, we have that § C C[V] and by part2 we have U+W C V;.
By Lemma 5.11 applied to Py, P, and P we deduce that either P € C [V], or that P is univariate over
V. In the latter case, the moreover part of Lemma 5.11 gives us the distinct linear forms xy,...,x¢
and aj, ..., a;. Note that t > ¢3m/40% —4(e/100)>m > (¢/100)>m. As the choice of P was arbitrary,
the above holds for every P € R, and therefore for every P € Fye,. The last condition follows from
the fact that Lemma 5.11 does not depend on how the clean vector space was constructed.

By part 3 of Lemma 4.12, we have dim V = 128 - (100/¢)® + dim(V{) +4 -17 - dim(V;), which
implies dim(V) = 0(1/€3) = 0(1/83), since dim(V{) = dim(U + W) = 0(1/68) and dim(V;) =
|G| = O(1/8%). This concludes the proof. O

5.4 Controlling Fpan

We now construct a clean vector space V where any form in Fgpay is either in C[V] or is univariate
over V. We shall use the previous vector spaces for Fsquare, Flinear and Fyeg to help us in this case.

Before we prove the main lemma of this subsection, Lemma 5.15, we need to understand the
structure of the forms in Fypan relative to the current clean vector space that we have. To that
end, throughout this section, we will work with W := W; + W, being a (17, (¢/ 100)3)-clean vector
space such that Fsquare C C[W], and the forms in Fjinear U F qeg are either in the algebra C[W] or are
univariate over W. We will also define H as the set of forms in F, which are in C[W] or univariate
over W,and § = 35 \ H. Note that by the properties of W we have that § C Fgpan.

Proposition 5.13. If Q € Fpan is 2-far from W, then one of the following holds:

1. there are at least em/3 linear SG triples (Q,Fi, Gi) where Fy € H and Gi € G, where all forms
Fi, Gj are distinct

2. there are at least em /3 distinct linear SG triples (Q, Fy, Gi), where Fi, G; € §

Proof. Since Q is 2-far from W, rank(Q — P) > 3 for any P € C[W]. Let F € JFgpan (Q) and
G € span{F,Q} N J2. Both F and G cannot be in H: if that was the case, there would exist
Pf, Pg € C[W] withrank(F—Pf) < 1and rank(G—Pg) < 1, which implies rank(Q—(Pr+Pg)) <2,
contradicting Q being 2-far from W. Thus, either F and G are both in G, or one of them is in H{ and
the otherisin G.

Suppose we have Fi, F2 € HNJFgpan (Q) and G € spani-{Q, F1}Nspan{Q, F2} N F7. In this case,
we would have span {G, Q} = span. {Fy, F2}, which implies Q € span. {Fy, F2}, which contradicts
Q being 2-far from W. Thus, if there are at least em/3 forms Fy, ..., F¢ in Fpan (Q) N I, then there
are at least em/3 distinct forms Gy, ..., Gt € § such that (Q, Fi, Gi) is a linear SG triple.

We are now left with the case where [Fpan (Q) N H| < em/3. Hence, [Fspan (Q) N G| = 2em/3.
Let Py, ..., Pq be the forms in Fgpan (Q) NG such that span {Q, Pi} does not contain a third form in
Fspan (Q) N G. If R; is the form spanned by Q and P;, we must have R; € K, and further it must be
that R; ¢ (R;): if not then P; and Q span P;, contradicting our assumption on the P;’s.

By the pigeon hole principle, and by the assumption that Fspan (Q) N I has less than em/3
forms, it must be that a < em/3, and therefore that there are at least em/3 forms in Fgpan (Q) N G
such that the form they span with Q also lies in G. O
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Proposition 5.14. If Q € Fypan is either 1-close or 2-close to W and satisfies dim (Lg (W)) > 2 then
there are at least (e — 2(e/100)3)m distinct linear SG triples (Q, Fi, Gi) with Fi, G; € §.

Proof. Let Q = Fg + Eg with Fo € C[W] and rank (EQ) < 2. We have Ly (Q) = Ly (EQ). Let
P € Fepan (Q) and let R € F, Nspan{Q,P}. Let Z:=L (Eq) + W, s0 Z; = W; + L (Eq).

Assume both P and R are in . If either P or Ris in C [W], then Q is a univariate over W which
is a contradiction, so we have dim (Lp (W)) = dim (Lw (R)) = 1. We can write P = Fp +ypzp and
R = Fr+yrzg with Fp, Fg € C[W]. Let R = «P+BQ for some &, 3 € C*. Wehave Fqo+aFp—BFr =
Byrzr —aypzp — Eq, and this form is in C [W]. Since the rank of fyrzg — aypzp — Eq is bounded
by 4, this form is in C[W;]. Combining this with the fact that yp,yr are spanned by zp, zg in
S1/W1 we get Eq € C[Wi,zp,zg] and L (Eq) € Wi + (zp,zg). Since dim (Lw (Q)) > 2, the
image of L (EQ) in S1/Wi has dimension at least 2, and therefore is spanned by zp,zg. We then
get zp, zg € Lw (Q), and that dim (Lz (P)) = dim (Lz (R)) = 0.

Suppose now that P € H{ and R € §. We again write P = Fp 4+ ypzp, where yp = zp = 0 if
P € C[WI. Since Q is at most 2-close and since P is at most 1-close, the form R is at most 3-close
from W. We can therefore write R = Fg + Eg, with Fg € C[W] and rank (Eg) < 3. Since R ¢ H
we have dim (Lw (R)) > 2. Combining the equations again we get Er —Eq —ypzp € C[W4], and
therefore Eq € C[W, zp, L (Eg)]. This implies that Ly (Q) C (zp) + L (R). Combining this with
the facts that dim (Lw (R)) ,dim (Lw (Q)) > 2 we get that dim ((Lw (Q)) N (Lw (R))) > 1. This
in turn implies that dim (L (R)) > dim (Lz (R)). In the case when P € § and R € H, we can
repeat the above analysis to deduce dim (Lw (P)) > dim (Lz (P)).

We now use the clean condition to bound how many times the above two cases can occur. Let
P1,...,Pa be the forms in Fspan (Q), and let Ry € F N span:{Q, Pi}. Let Py,..., Py, be the forms
such that P; € ¥ and R; € §. For every i < b we have dim (Lw (R;)) > dim (Lz (R;)) by the
above. If R; = R; then Q € span. {P;, P; }. From the above analysis, this implies dim (L (P;)) =
dim (Ew (Pj)) = 1, while dim (Ez (Pi)) = dim (EZ (Pj)) = 0. Therefore, among the 2b forms
Pi,...,Pv, Ry, ..., Rp, there are at least b distinct forms whose relative space of linear forms with
respect to Z has lower dimension than that with respect to W, and by the clean condition b <
(¢/100)>m. Let Py41,..., Py be the forms with Ry € . By the above analysis, for every such i
we have dim (Lw (P)) > dim (Lz (P)), whence b’ — b < (¢/100)*>m. For every P; withi > b’ we
must have P;, R; € G, completing the proof. O

Lemma 5.15. Let W := Wy +W, be a (17, (£/100)3)-clean vector space such that Fsquare C CIWI, and the
forms in Fyeg U Ftinear are either in C[W] or are univariate over W. Then there exists a (17, (¢/ 100)3)-clean
vector space U := Uy + Up with C[W] C C[U] such that every form in Fspan is either in C[U] or is uni-
variate over U. Moreover, dim U, = dim W, + O (1/¢) and dim Uy = dim W; + O (dim Wy /e +1/ s4).

Proof. We use an iterative process to construct U. Start by setting U®) := W. Let H(?) consist
of all forms univariate over U(®) and §(© := 3, \ (9. Suppose Q € G© satisfies case 1 of
Proposition 5.13, that is, there are at least em/3 linear SG triples (Q, Fi, Gi) with F; € & (0) and
Gi € §'9. We then set U'M) := U(® + span.{Q}, and set U1 to be the result of applying the clean
up procedure (Lemma 4.12) to U’ with parameters 1, (¢/100)3. We also set (1) to be the subset
of F, that is univariate over U1, and set §V) := F, \ H). The form Qisin C [Um], and the
forms Gj are univariate over U1, and therefore ‘J—C“) } — |fH(0) ‘ > em/3. By Lemma 4.12, we have

dim WY < dim U +1and

dim U < dim Uy” +128 - (100/¢)° + 68 - (dim U} +1).
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We repeat the above process as long as we can find such a form Q. After t steps, we have vector
space Ut and subset 3 (*) such that ‘J—C(t)‘ — |IH(O)‘ > etm/3, and dim Uét) < dim Uéo) +t,and

(t+1)

dimU") < dimU® 128 (100/¢)> -t +68 - t - dim U + 68 - *

Since }fH ®) ‘ < m, the process must stop after t = 3/¢ steps.

Once we can no longer find such a form Q, every form in () satisfies either case 2 of Proposi-
tion 5.13 or Proposition 5.14, and therefore G(t) is a robust linear SG configuration with parameter
/6. By Theorem 2.11 there are forms Py, ..., Py with b < 78/¢ such that gt) ¢ spanc{P1,..., Py}
We set U/ := ult) 4+ span:{P1,...,Pp}, and set U to be the result of the clean up procedure
(Lemma 4.12) to U’ with parameters 1, 3/48. By construction, every form in Fspan is either in C [U]
or univariate over U. Since C [W] C C [U], every form in J is also either in C [U] or univariate over
U. Finally, using the bound on dim U*) and b we get dim U, < dim W, + C/e and
dim W2 1

13

dimU; <dimw; +C- —|—C-£—4

for some universal constant C. O

5.5 Proof of Theorem 1.3

We now prove our main theorem: (§,2)-rad-SG configurations must lie in a constant dimensional
vector space. We prove our result by first constructing an auxiliary algebra where the forms of
our configuration J are either in the algebra, or are univariate over this algebra, and then prove
that we can augment this algebra slightly to contain all forms from J. The first step follows from
the lemmas we have proved in the last four subsections. The second step is to show that extra
variables corresponding to the forms form a LCC configuration, allowing us to bound their rank.

Lemma 5.16 (Reduction to Base Configuration). Let 0 < & < 1 be a constant, and let ¢ := 6/10.
Let F be a (8,2)-rad-SG configuration. There exists a (17, (¢/100)3)-clean vector space with respect to F,
denoted by V, such that:

1. every form in F is either in C [V] or univariate over V, and dim(V) = O(1/¢&*).
2. F square U 5 linear & C[V].

3. For every form P € Fgeg \ C[V], if Ly (P) = span {zp} then there are at least (e/100)3 distinct
linear forms x1, ..., x¢ € F1 and distinct linear forms ay, ..., ax € F1 such that for every i, the linear
forms zp, Xy, @y are pairwise linearly independent in S1/V1, and zp € spang {Xi, ai}.

Proof. Let V1 be the vector space obtained by applying Lemma 5.3 to F. Let V() be the vector
space obtained by applying Proposition 5.4 to F. Let V(%) be the vector space obtained by applying
the clean up procedure (Lemma 4.12) to V(?), with parameters 17, (¢/100)>. We have dim V1(3) =
O (1/53) and dim V2(3] =0 (1/&2). By Lemma 5.3 we have Fsquare € C [V(3)}, and by Lemma 5.5
every form in Fjipe,y is either in C [V(3 )] univariate over V(3),

Now let V) be the (17, (e/100)3)-clean vector space obtained by applying Lemma 5.12 to
Fdeg- Let V) be the result of applying the clean up procedure (Lemma 4.12) to V(3 + V) with
parameters 17, (¢/100)3. We have dim V1(5) = 0 (1/€%) and dim VZ(S) = 0 (1/€%). Every form in
Fdeg is now either in C [V(5 )] or univariate over V(). The conditions on Fsquares Ftinear still hold
with V©®) in place of V().
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Finally, let V be the result of applying Lemma 5.15 to V(5). Every form in Fpay is either in C [V]
or univariate over V. The vector space V is (17, (¢/100)3)-clean, and we have dimV; = O (1 / 54)
and dimV, = O (1/¢%).

By construction, we have Fsquare € C [V] and that every form in J is either in C [V] or univariate
over V. Note that this condition trivially holds for the forms in ;. We can now apply Lemma 5.7
to deduce that Fjpear € C[V]. Since C [V(5 )] C C|[V], the condition for forms in Fgee \ C[V] holds
by the last statement of Lemma 5.12. O

Lemma 5.17 (Base Configuration). Let 0 < & < 1, € := 8/10 be constants. If F is a (9,2)-rad-SG
configuration, and V := Vq + Va is (17, (¢/100)3)-clean vector space with F that satisfies the conditions of
Lemma 5.16, then there exists U C Sy with dim(U) = O(1/6%) such that ¥ c C[V, U].

Proof. For every Q € J3, we use zg to denote the linear form in S;/V; that spans Lv (Q). For
linear forms ¢ € F1, we use z; to denote the image of { in S;/V;. If a form is in C[V] then zg =0,
and if a linear form is in V; then zy = 0. Let A := % - (¢/100)3. We now show that the set of nonzero
linear forms zq, z¢ form a A-LCC configuration, which allows us to bound their dimension.

Let F/ be the subset of J that consists of forms not in C[V]. Define ] := 3’ NSy and F; =
F' N Sy. Let Py,..., Py be the forms in F; and let £y1,...,{c be the forms in F]. By definition,
the linear forms zp, and zy; are all nonzero, although they might not all be distinct. In order to
show that these linear forms form a A-LCC configuration, we have to show the following: given
aform P € F’ and a subset I' C JF’ of size at most Am, there are forms F,G € JF’ \ T such that
zp € spang{zf, zg}.

Suppose P € F;. Since Fiinear, Fsquare € C [VI we have P € Fgpan U Fdeg- We handle each of these
two cases separately. Let Z := V + zp.

* Suppose P € Fypan, and suppose (P, Fi, Gi) are the SG triples corresponding to P. If F; €
C[V], then zp € (zg,). If Gi = Gj then P € spang {F;, F;}, contradicting P ¢ C[V]. This
implies that G; and Gj are distinct if F;, F; € C[V]. Therefore, by the clean condition there
are at most (¢/100)%m SG triples with F; € C[V] since for each of these triples we have
dimLy (Gi) = 1 and dimLz (G;) = 0. The clean condition also implies that there are at
most (£/100)3m SG triples with zr, € (zp), since for each of these we have dim Ly (F;) = 1
and dimLy (F;) = 0.

We only consider the remaining (e — 2(¢/100)%)m triples, where we have zr, # 0 and
zr, & (zp). The latter condition also implies G; ¢ C[V]. Therefore, every triple we con-
sider satisfies Fi, Gi € F'. Let I' be any subset of F’ of size at most Am. After removing at
most Am SG triples, since ¢ —2(¢/ 100)® — A > 2A there are still 2Am triples with Fy & T. If
Gi = G;, for two of such triples, then P € span {Fi, F; } and we are done. If the forms G; are
all distinct for these 2Am triples, then after removing at most Am more triples we can also
assume that G; ¢ I for any triple. In either case, P is spanned by two forms Q1, Qx> € F/\ T,
and zp is spanned by zq,,zq,. Hence zp satisfies the condition of the A-LCC configuration.

* Suppose now that P € Fges. By assumption, there are at least (e/ 100)3m linear forms
X1,...,X¢ € F{, and linear forms ay, ..., a; € Fj such that zp € span;{zy,,zq,}. Lemma 5.11
also guarantees that each of the x; are distinct, and that each of the a; are distinct. Let " C &’
of size at most Am. Since the x; are distinct, and since the a; are distinct, there are at most
2Am indices with either x; € T or a; € T". Since (¢/100)3>m — 2Am > 0, we can find an index
i such that zp € spang{zy;,zq,} With xi,a; € F] \ T, proving that zp satisfies the A-LCC
criterion.

Now let ¢ € F{ and ' C F’ such that [I'| < Am.
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* Suppose { satisfies the SG condition with at least em/2 linear forms, that is, there are at least
em/2 SG triples (¢, gi, Hi) with g; € 1. If H; € F;, then{ € L (H;), and since H; is univariate
over V we get zy, € (z¢). By the clean condition, there can be at most (¢/ 100)*>m triples
with H; € 5, since dim Ly (H;) > dim Ly (,,; (H;). We therefore restrict our attention to
the em/2 — (¢/100)3m triples ({, gi, Hi) where Hj; is a linear form. By the same argument
as the case of P € Jgpan above we get either { € span; {9i,9;} with gi,9; € F/\T or
t € span;{gi, Hi} with g;, H; € F] \T. This step requires (¢/2 — 3(¢/100)3 —2A)m > 0 which
holds by the choice of A.

¢ Finally suppose { satisfies the SG condition with at least em/2 quadratics, that is, there are
at least em/2 triples ({, F;, Hi) with F; € &,. By Proposition 2.9, the ideal (¢, F;) is not radical
only if £ € L (F;). Since F; is univariate over V, and since £ ¢ Vj, this condition implies
zr, € (z¢). By the clean condition, this can happen for at most (¢/100)*m triples, since
dimLy (F;) > dimEVHZZ} (Fi). For the remaining triples, we have H; = F; + th; for some
linear form h;. If F; € C[V], then Ly (H;) is spanned by {, h;, and since H; is univariate over
V, we get zy, € (z¢). If Fi, Fj € C[V], then H; # H;, otherwise 0 # {(h; — uh;) € C[V{] for
some constant u € C, contradicting ¢ ¢ V;. Therefore, by the clean condition, there are at
most (£/100)3m triples with F; € C[V], since for each such index we have dim Ly (H;) >
dimEvHZ@} (Hi). For every other triple we have thy + zr, yr, — zn,yn, € CI[V1], whence
z¢ € spang{zf,zH,}. By the same argument as the case of P € Fypan above we get either
z¢ € spang {zf,, zf, } with Fi, Fj € FJ\ T or z¢ € spang {zr, zi,} with F;, H; € 5\ T. This
step also requires (¢/2 — 3(e/ 100)® — 2A)m > 0 which holds by the choice of A.

Therefore, the set {zp,, zy | Py, €5 € F'} forms a A-LCC configuration. By Theorem 2.13, there is
a vector space U of S1/V; of dimension O (?\9) such zp,, z¢; € W. Since zp =0 for every P € I\ F/,
we can say zp € U for every P € J. Finally, since every form P € J is univariate over V, we have
P € C[V,zp], whence P € C[V, U] as required. O

Theorem 1.3 ((9,2)-rad-SG theorem). If F is a (5,2)-rad-SG configuration, then
dim(spang{F}) = O(1/8%).

Proof. Let € := 5/10. Given a (§,2)-rad-SG, apply Lemma 5.16 to obtain V, a (17, (¢/100)3)-clean
vector space with respect to F such that dimV = O (1/¢*), and every form in ¥ is either in C [V],
or univariate over V. We now apply Lemma 5.17 with vector space V, to obtain a vector space
U C S such that dim(U) = O (1/8%), and F C C [V, UI.

Since the generators of C [V, U] are homogeneous, the set of linear forms C [V, U]; in the vector
space U + V. Further, every quadratic in this algebra is a linear combination of elements of V;
and products of the form {10,, where {; € U+ V;. Therefore, dim C [V, U], = O (1/5°*). The vector
space C [V, U], + C[V, U], contains F and has dimension O (1/5>). O

6 Conclusion and Open Problems

In this paper, we prove a robust version of the radical Sylvester-Gallai theorem for quadratics,
generalizing [Shp20]. Just as in the linear case of the Sylvester-Gallai problem, robustness plays
an important role in generalizing Sylvester-Gallai results to higher dimensional variants, such as
the flats version in [BDYW11]. We similary expect our robust variant to allow us to generalize the
Sylvester-Gallai problem to “higher codimension” tuples of quadratic polynomials. For instance,
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instead of requiring rad (F;, F;) to intersect F non-trivially, one would only require that for many
triples (i,j, k), we would require rad (Fi, F;, Fk) to intersect J non-trivially. Just as in the linear
case, properly defining such higher codimension variants requires some careful thought, espe-
cially since the non-linear aspect will introduce more subtlety than the linear case. These higher
dimensional variants have applications in algebraic complexity, as they can be instrumental in
proving the main conjectures posed in [Gup14] about such SG configurations.

Another important open problem is to generalize the above result to prove a robust version
of the “product version” of the Sylvester-Gallai problem - a robust version of [Gup14, Conjecture
1] with k = 3 and r = 2. In this work, we made a somewhat strong use of the fact that we
have an extra polynomial in the radical ideal, and having a product of polynomials in the ideal
instead seems to require a strengthening of several arguments in this paper to address it. Just as
in [PS20a], we believe that our general structure theorem, which gives us a deeper look in the
minimal primes, could shed some light into a different way to construct robust algebras.

It is important to remark that higher codimension variants of the Sylvester-Gallai problem,
even for quadratics, involves the study of schemes which are not equidimensional, which may re-
quire stronger structural results on the structure of such ideals. However, one could hope that our
structure theorems might suffice, just as in [BDYW11] the robust linear Sylvester-Gallai theorem
was sufficient to induct on the higher-dimensional analogs.

Another interesting direction and potential application of robust SG configurations is in the
study of non-linear locally correctable codes (LCCs) over fields of characteristic zero. While lower
bounds for linear LCCs have been out of reach for current techniques even over characteristic
zero,® it would be interesting to know if robust non-linear SG configurations have bounded tran-
scendence degree. If a robust form of Gupta’s general conjecture is false, it could yield the first
constructions of non-linear LCCs with non-constant dimension over characteristic zero, which are
not known to exist.
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A Elaborating on the proof of Proposition 3.10

The results of [MM18] classify the low degree parts of (x,y) primary ideals of degrees at most 4.
We are interested in the ideals primary to (x,y) that can contain two irreducible quadratics Q1, Q2
such that L (Q1) # L (Qz). Suppose | is an ideal primary to (x,y) that contains Q; and Qz. The
degree of (Q1, Q2) is at most 4, and therefore the same is true of J. Since Q1, Q2 have degree two,
and since | is homogeneous, we are only interested in the generators of ] of degree at most 2. Note
that every irreducible homogeneous forms in two variables is reducible.

Suppose | has degree 2. It then satisfies either case 1 or case 2 of Proposition 1.1 from [MM18].

We can rule out case 2, since if a,b have degrees higher than 2 then ] contains only reducible
polynomials, and if a, b have degree 1 then L (Q1) = LL (Q2), and these are spanned by a, b, x, y.
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Suppose | has degree 3. It satisfies one of the eight cases from Theorem 2.1 of [MM18]. We can
rule out case 1 and case 2, since quadratic polynomials in these ideals cannot be irreducible. We
can rule out case 3 since every irreducible polynomial in such ideals have the same linear space.
For the remaining cases, we focus only on the generators of degree at most 2. Cases 4 and 5 are
ruled out by irreducibility. The other cases are ruled out since they have no generators of degree
less than 3.

Suppose | has degree 4, so it satisfies one of the 23 cases of Theorem 3.1 in [MM18]. We
can rule out cases 1,2, 3,4 by irreducibility. We can rule out case 5 since our polynomials satisfy
L (Q1) # L (Q2). The other cases have generators of higher degree, so we focus on the low degree
parts. In each of the cases, the degree two parts are either empty, or can only contain reducible
polynomials. This rules out all the cases.

B Covering Lemmas

In this section, we state and prove the combinatorial covering lemmas that we will need in the
Sylvester-Gallai proof in Section 5.

We begin with an easy proposition on the basic covering of a set. The following lemma states
that given a family of large subsets, we can find a small subfamily such that every subset has large
intersection with some element of the subfamily.

Proposition B.1. Let U be a set of size at most n, and let 0 < v < 1 be a constant. Let Sy,...,S¢ C Ubea
family of subsets of U such that for each i € [t], we have |S;| > vn. There exists a subset 3 C [t] satisfying
|H| < 2/v such that for any i € [t],

sin | sj| = /2.
jEH

In particular, there exists j € H such that |S; N Sj| > v*n/4.

Proof. We construct the subset H greedily. Start with H := (). As long as there is an index i € [t]\ H
such that the intersection of S; and Ujcg¢S;j is less than vn/2, we add i to J{. Each time we add
an index to H, we increase the size of Uicy¢S; by at least vn/2, thus we have at any point of the
process above we have

|H| - vn/2 < <n= |H <2/v.

U s

iedH

Therefore this iterative process must end after at most 2/v steps, and at the end of the process we
must have |H(| < 2/v. Further, at the end of the process, for every i ¢ H, we must have that

sin | sj| = vn/2.
jeXH

By the pigeonhole principle, there is an index j € H such that |S; N S;| > > v2n/4. O

Z\H-fl

We now apply the above lemma to obtain a larger subfamily of sets that form a “double cover”
of the elements of the universe, that is, such that every subset in our family has large simultaneous
intersection with two elements of the subfamily.
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Lemma B.2 (Double covering lemma). Let U be a set of size at most n, and let 0 < v < 1 be a constant.
Let Sy,...,S¢ C U be a family of subsets of U such that for each i € [t], we have [Si| > vn. There exist
h < 2/vand subsets 3, 3y, ..., Hn C [t] such that the following properties hold:

* |H| = hand 3 satisfies the properties of Proposition B.1
o |Hil <8/v

e forany k € [t] such that k & H U Uigh H;, there exist i € H and j € H; such that
Si N'S; N Skl = vPn/4

Proof. For every i, define S/ to be a subset of S; of size exactly vn. For any i,j,k we have
{Si nS;nN Sk‘ > ‘S{ N Sj’ N S]Q‘ If the result is proved for the family S{,...,S{, then the result

also holds for the original family Sy, ..., S¢, with the same 7 and J{; acting as witnesses. We can
thus assume that the original family consists of sets of size exactly vn.

In order to obtain 3, we apply Proposition B.1 to the family. After relabelling the subsets S;,
we can assume that H ={1,2,...,h}.

We now partition the remaining subsets Sy11,...,S¢ as follows. For each i > h, let g; be
an index between 1 and h such that [S; N Sy, | > v2n/4. The construction of H guarantees the
existence of at least one such index for every 1, and if there are multiple such indices, we pick one
arbitrarily. Define Gy :={i| gi = k}, so each Gy is a collection of subsets that has large intersection
with Sk.

In order to construct 3y, ..., My, we apply Proposition B.1 to each of the families Gy, ..., Gn.
We will show how to construct 3y, as the construction of the other {;’s are analogous.

In this case, the set U is S1, which is of size |S1| = vn. The sets that make up the family are S;NS;
for every j in G1, which have size at least v>n/4. The parameter is v/4. Applying Proposition B.1
we obtain H{;, a subset of G; of size at most 8/v. For any j € Gy, either j € H(; or thereis a k € H;
such that }Sj NS N 51] > vin/43. We similarly get Ho, ..., H.

The first, second, and third claimed properties follow by construction. The fourth property
follows by the argument in the previous paragraph, and the fact that the G; \ 7(; cover the indices
{h+1,...,n} that are not in any ;. O
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