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#### Abstract

We study the polynomial equivalence problem for orbits of read-once arithmetic formulas (ROFs). Read-once formulas have received considerable attention in both algebraic and Boolean complexity and have served as a testbed for developing effective tools and techniques for analyzing circuits. Two $n$-variate polynomials $f, g \in \mathbb{F}[\mathbf{x}]$ are equivalent, denoted as $f \sim g$, if there is an $A \in \mathrm{GL}(n, \mathbb{F})$ such that $f=g(A \mathbf{x})$. The orbit of $f$ is the set of all polynomials equivalent to $f$. We investigate the complexity of the following two natural problems on ROFs: - Equivalence test for ROFs: Given black-box access to $f$, check if it is in the orbit of an ROF. If yes, output an ROF C and an $A \in \operatorname{GL}(n, \mathbb{F})$ such that $f=\mathrm{C}(A \mathbf{x})$. - Polynomial equivalence for orbits of ROFs: Given black-box access to $f$ and $g$ in the orbits of two unknown ROFs, check if $f \sim g$. If yes, output an $A \in \operatorname{GL}(n, \mathbb{F})$ such that $f=g(A \mathbf{x})$. These problems are significant generalizations of two well-studied problems in algebraic complexity, namely reconstruction of ROFs and quadratic form equivalence. In this work, we give the first randomized polynomial-time algorithms (with oracle access to quadratic form equivalence) to solve the two problems. The equivalence test works for general ROFs; it also implies an efficient learning algorithm for random arithmetic formulas of unbounded depth and fan-in (in the high number of variables setting). The algorithm for the second problem, which invokes the equivalence test, works for mildly restricted ROFs, namely additive-constant-free ROFs.

The equivalence test is based on a novel interplay between the factors and the essential variables of the Hessian determinant of an ROF, the essential variables of the ROF, and certain special structures in the ROF that we call "skewed paths". To our knowledge, the Hessian of a general ROF (or even a depth-4 ROF) has not been analyzed before. Analyzing the Hessian and combining the knowledge gained from it with the skewed paths to recursively discover formulas in the orbits of sub-ROFs of lower depth (without incurring an exponential blow-up due to unbounded depth) constitute the main technical contributions of this work.
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## 1 Introduction

The study of isomorphism or equivalence of two mathematical objects, such as graphs, groups, rings, algebras, tensors, polynomials, and formulas, under natural bijective transformations has a rich history. The corresponding computational problems of determining isomorphism between two such entities are not only interesting from a theoretical standpoint but also important for their potential applications in other areas - most notably, in cryptography [Pat96,IQ19,JQSY19].

Our focus, in this work, is on the isomorphism or equivalence of polynomials. Two $n$-variate polynomials $f(\mathbf{x})$ and $g(\mathbf{x})$ over a field $\mathbb{F}$ are said to be equivalent (denoted as $f \sim g$ ) if they are equal under the action of an invertible linear transformation on the variables, i.e., if $f=g(A \mathbf{x})$ for an $A \in \mathrm{GL}(n, \mathbb{F})$. The orbit of $f$ (denoted as $\operatorname{orb}(f))$ consists of all polynomials that are equivalent to $f$. Equivalent polynomials share many common algebraic and geometric properties. The computational task of checking if two polynomials - given as lists of coefficients - are equivalent is known as the polynomial equivalence or isomorphism problem (PE). PE is one of the most important problems in algebraic complexity and is also widely studied in cryptography.

The exact computational complexity of PE remains an enigma despite decades of research. Over finite fields, PE is in NP $\cap$ coAM [Thi98, Sax06], and so, it is not NP-complete unless the polynomial hierarchy collapses. But, no subexponential-time algorithm is known for PE over $\mathbb{F}_{q}$. The best-known complexity of PE over other fields, such as $\mathbb{C}$ and $\mathbb{R}$, is the same as that of checking solvability of a system of polynomial equations, which is a potentially harder problem. Research on PE has therefore focused on understanding the complexity of the problem for restricted (yet interesting) classes of polynomials; see Section 1.4 for a brief account of known results on PE.

### 1.1 Motivations

### 1.1.1 Generalizing quadratic form equivalence

One of the very few natural classes of polynomials for which PE is known to be efficiently solvable is the class of quadratic forms or homogeneous polynomials of degree 2 (see Section A. 2 for the complexity of quadratic form equivalence over various fields). Are there bigger classes of polynomials for which PE is easy? An obvious way to generalize quadratic form equivalence is to solve PE for higher degree forms. Unfortunately, even cubic form equivalence is at least as hard as graph isomorphism and possibly harder (see Section 1.4 for a discussion on this). But there is another natural way to generalize quadratic form equivalence: Over $\mathbb{C}$, an $n$-variate quadratic form with no redundant variables ${ }^{1}$ is in the orbit of $x_{1} x_{2}+x_{3} x_{4}+\ldots+x_{n-1} x_{n}$, if $n$ is even ${ }^{2}$. The expression $x_{1} x_{2}+x_{3} x_{4}+\ldots+x_{n-1} x_{n}$ is a read-once arithmetic formula (ROF) ${ }^{3}$. An ROF is an arithmetic formula in which every leaf node is labelled by a distinct variable or a constant (see

[^1]Section 2.1.4). The quadratic form equivalence problem (QFE) over $\mathbb{C}$ can thus be viewed as PE for orbits of quadratic ROFs. Is PE for orbits of higher degree ROFs easy? More generally, we ask:

## Can we solve PE for orbits of general ROFs efficiently?

In other words, is there an efficient algorithm which, when given black-box access to $f$ and $g$ in the orbits of two unknown ROFs of unbounded degree and depth, decides if $f \sim g$ ? Theorem 2 answers this question (almost entirely) positively, thereby implying a vast and rare generalization of efficient quadratic form equivalence.

### 1.1.2 Learning orbits of well-studied circuit classes

Learning or reconstructing arithmetic circuits is one of the three most fundamental problems in arithmetic circuit complexity alongside proving circuit size lower bounds and polynomial identity testing (or constructing hitting-sets). While learning general circuits or formulas is believed to be a hard problem, significant progress has been made in designing efficient learning algorithms for various interesting special classes of circuits. Sparse polynomials (or depth-2 circuits) ${ }^{4}$, ROFs, and read-once algebraic branching programs (ROABPs) ${ }^{5}$ are notable instances of such classes (see Section 1.5 in [GKS20] for a brief account of known results on circuit reconstruction).

As two equivalent polynomials are essentially the same function (up to a choice of the coordinate system), it is natural to wonder if the known learning algorithms for the above-mentioned circuit classes can be generalized to work for their orbits ${ }^{6}$. Unfortunately, the techniques used to learn these classes do not extend in a straightforward manner to learning their orbits. So, studying these orbits may lead to strengthening of existing techniques and discovery of new ones in the process. But there is also a deeper reason to investigate orbits of simple-looking circuit classes that originates from a connection between affine projections ${ }^{7}$ and orbits.

Affine projections of apparently weak circuit classes can be extremely powerful. For instance, affine projections of sparse polynomials constitute depth-3 circuits - a surprisingly powerful class [GKKS16, Tav15]. Likewise, affine projections of ROFs and ROABPs capture general formulas and ABPs, respectively. It turns out that the affine projections of a polynomial $f$ are contained in the closure ${ }^{8}$ of $\operatorname{orb}(f)$. In this sense, $\operatorname{orb}(f)$ is a dense subset of affine projections of $f$. Therefore, it is necessary to analyze orbits of the above-mentioned classes to better understand their affine projections. Spurred by these reasons, [MS21], [ST21], and [BG21] have recently given hittingset constructions for orbits of sparse polynomials, ROFs, and bounded width ROABPs. Can we design learning algorithms for the same orbits? In this work, we answer the question for ROFs. To our knowledge, learning orbits of sparse polynomials and, more generally, ROABPs remain open.

Formally, the learning problem for orbits of ROFs is as follows: Given black-box access to a polynomial $f$, check if it is in the orbit of an ROF. If yes, then output an invertible $A$ such that $f(A \mathbf{x})$ has an ROF. We call this problem equivalence test (ET) for ROFs.

## Can we solve equivalence test for ROFs efficiently?

[^2]Theorem 1 answers the question completely in the affirmative. ET for ROFs is a substantial generalization of the well-studied problem of learning or reconstructing ROFs [HH91, BHH95a, SV14, Vol16, MV18]. Indeed, the proof of the theorem requires significantly new ideas on top of those used for ROF reconstruction (see Section 1.3).

The above question is closely related to the question posed in Section 1.1.1. A typical algorithm to solve the search version ${ }^{9}$ of QFE over $\mathbb{C}$ finds invertible linear transformations that map the two input quadratic forms to the canonical ROF $x_{1} x_{2}+x_{3} x_{4}+\ldots+x_{n-1} x_{n}$. In other words, such an algorithm solves the ET problem for quadratic ROFs. Similarly, our algorithm in Theorem 2 invokes the ET given by Theorem 1 to map the input polynomials to certain canonical ROFs and then solve the PE problem for canonical ROFs.

### 1.1.3 Learning random or non-degenerate formulas

As mentioned before, a formula is an affine projection of an ROF. Learning formulas in the worstcase is a potentially hard problem (see Section 1.2 in [KS19] and Section 1.4 in [GKS20] for discussions on this). However, it may be possible to formulate natural distributions (or non-degeneracy conditions) under which formulas are learnable. ${ }^{10}$ A natural distribution on formulas is defined as follows: pick a tree of size s arbitrarily, label the internal nodes by + and $\times$ operations to form alternating layers of + and $\times$ gates, and label the leaves by random linear forms in $n$ variables. The corresponding learning problem asks to reconstruct a random formula - picked according to this distribution - from black-box access to the formula. This problem was studied in [GKQ14] by fixing the underlying tree to be a complete binary tree; the formulas we thus get are called formulas in alternating normal form (ANF). [GKQ14] gave an efficient learning algorithm for random ANFs. On the other hand, an ET for ROFs gives a learning algorithm for random formulas, irrespective of the underlying tree, provided $n \geq s$. This is because a random formula is in the orbit of an ROF with high probability if $n \geq s$ and $|\mathbb{F}|$ is sufficiently large. Thus, ET for ROFs provides supporting evidence for efficient learnability of random formulas (that are not necessarily ANFs).

### 1.2 Main results

Our results hold over any field $\mathbb{F}$ of characteristic 0 or of sufficiently large characteristic and size. As for the computation model, we assume that it allows basic field operations in unit time and univariate polynomial factoring in randomized polynomial time. We say an algorithm is efficient if it runs in randomized polynomial time. Also, we will work with a slightly general definition of the orbit of a polynomial that allows translation (see Definition 2.4).

For the ease of stating the theorems, we consider ROFs in canonical form (see Definition 2.6). The orbit of every ROF contains a canonical ROF (Observation 2.6). So, by removing redundant variables from the input polynomial (see Observation 2.7 and Claim 2.2), we can assume without any loss of generality that the underlying ROF is canonical. $x_{1} x_{2}+x_{3} x_{4}+\ldots+x_{n-1} x_{n}$ is a canonical ROF. Other natural examples of canonical ROFs are read-once formulas in alternating normal form (ROANF) (see Definition 2.7) and the sum-product polynomial SP $:=\sum_{i \in[s]} \prod_{j \in[d]} x_{i, j}{ }^{11}$.

[^3]Our first result gives an efficient algorithm to solve ET for general ROFs. The algorithm is randomized and has oracle access to the search version of QFE. In subsequent discussions, we will mention "QFE" to mean "the search version of QFE". We will also identify an ROF with the polynomial it computes and denote the set of $n \times n$ matrices with entries in $\mathbb{F}$ by $M(n, \mathbb{F})$.

Theorem 1 (ET for ROFs). Let $n \in \mathbb{N}$, char $(\mathbb{F})=0$ or $\geq n^{2}$, and $|\mathbb{F}| \geq n^{13}$. There is a $\operatorname{poly}(n)$ time randomized algorithm (with oracle access to QFE over $\mathbb{F}$ ) that takes input black-box access to an $n$ variate polynomial $f \in \mathbb{F}[\mathbf{x}]$, which is in the orbit of an unknown canonical ROF C , and outputs (with high probability) an $A \in G L(n, \mathbb{F})$ such that $f(A \mathbf{x})=C(P S \mathbf{x}+\mathbf{b})$, where $P \in M(n, \mathbb{F})$ and $S \in M(n, \mathbb{F})$ are permutation and scaling (i.e., diagonal) matrices respectively, and $\mathbf{b} \in \mathbb{F}^{n}$.

Remarks. 1. As $\mathrm{C}(P S \mathbf{x}+\mathbf{b})$ is an ROF, we can apply any of the known polynomial-time ROF reconstruction algorithms [HH91, BHH95a,SV14,MV18] to first get an ROF for C $(P S \mathbf{x}+\mathbf{b})$, and then obtain a formula for $f$ by applying $A^{-1}$ on the variables of the reconstructed ROF. We present a randomized polynomial-time ROF reconstruction algorithm in Appendix F as we need to use some of its properties in the proof of Theorem 2.
2. QFE can be solved efficiently over $\mathbb{C}, \mathbb{R}, \mathbb{F}_{q}$ and also over $\mathbb{Q}$ with oracle access to integer factoring (see Fact A.3). Hence, ET for ROFs can be solved efficiently over these fields.
3. Although ET has been studied for polynomial families like the determinant and IMM (see Section 1.4), to our knowledge no ET was known for any natural circuit class of unbounded depth, degree and fan-in (or even depth-4 ROFs) before this work.
4. Recently, [MS21] showed that ET for ROANFs and sum-product polynomials can be solved efficiently. As ROANFs are special fan-in 2 ROFs and sum-product polynomials are depth-2 ROFs, the theorem generalizes these two results considerably. Also, our proof approach is entirely different from the ones in [MS21] (see Sections 1.3.1 and 1.3.4).
5. The constraints on char $(\mathbb{F})$ and $|\mathbb{F}|$ originate primarily (but not solely) from the use of the black-box multivariate polynomial factorization algorithm [KT90] in the equivalence test. We have not made an attempt to optimize these constraints.

The second result gives an efficient algorithm to solve PE for orbits of ROFs that are additive-constant-free. An ROF is additive-constant-free if no $\mathbb{F}$-constant appears as a child of a + -gate. For e.g., the canonical ROF $x_{1} x_{2}+x_{3} x_{4}+\ldots+x_{n-1} x_{n}$ is additive-constant-free. ROANFs and sumproduct polynomials are also examples of additive-constant-free canonical ROFs. An additive-constant-free ROF is in the orbit of an additive-constant-free canonical ROF (see Observation 2.6).

Theorem 2 (PE for orbits of additive-constant-free ROFs). Let $n \in \mathbb{N}$, char $(\mathbb{F})=0$ or $\geq n^{2}$, and $|\mathbb{F}| \geq n^{13}$. There is a poly ( $n$ ) time randomized algorithm (with oracle access to QFE over $\mathbb{F}$ ) that takes input black-box access to two n-variate polynomials $f_{1}, f_{2} \in \mathbb{F}[\mathbf{x}]$, which are in the orbits of two unknown additive-constant-free canonical ROFs, and checks if $f_{1} \in \operatorname{orb}\left(f_{2}\right)$. Furthermore, if $f_{1} \in \operatorname{orb}\left(f_{2}\right)$, then the algorithm outputs (with high probability) an $A \in \mathrm{GL}(n, \mathbb{F})$ and $a \mathbf{b} \in \mathbb{F}^{n}$ such that $f_{1}=f_{2}(A \mathbf{x}+\mathbf{b})$.

Remarks. 1. As mentioned before, the above result is a broad generalization of efficient QFE.
2. We strongly believe that the additive-constant-free restriction is mild and can be dispensed with entirely with some more technical effort. To support this belief, we show in Section E that this indeed possible for depth-4 ROFs.

### 1.3 Proof ideas

First, an example. The algorithm in Theorem 1 is based on a few crucial properties of the Hessian determinant of an ROF (see Definition 2.9). The effectiveness of the Hessian, in this context, is best demonstrated by an equivalence test for the sum-product polynomial SP $:=\sum_{i \in[s]} \prod_{j \in[d]} x_{i, j}$, which is an ROF of product-depth 1 . Assume that $d \geq 3$. The algorithm takes input an $f=\operatorname{SP}(B \mathbf{x})$, where $B \in \mathrm{GL}(s d, \mathbb{F})$ is unknown. It computes the Hessian determinant of $f$, which is denoted as $\operatorname{det}\left(H_{f}\right)$. By Fact 2.8, $\operatorname{det}\left(H_{f}\right)$ is a non-zero $\mathbb{F}$-multiple of $\operatorname{det}\left(H_{\mathrm{SP}}\right)(B \mathbf{x})$ - the Hessian determinant of SP evaluated at $B \mathbf{x}$. Now, it can be shown that $\operatorname{det}\left(H_{\mathrm{SP}}\right)$ factorizes as follows:

$$
\operatorname{det}\left(H_{\mathrm{SP}}\right)=(-1)^{s(d-1)} \cdot(d-1)^{s} \cdot \prod_{i \in[s], j \in[d]} x_{i, j}^{d-2} .
$$

So, the algorithm factorizes $\operatorname{det}\left(H_{f}\right)$ into irreducible factors and figures out ${ }^{12} B$ from the factors. The test can be implemented in the black-box setting by observing that black-box access to the second-order partials of $f$ can be computed efficiently (see Fact A.1) and by invoking a black-box polynomial factorization algorithm (see Fact A.2). The running time is polynomial in $s$ and $d$.

### 1.3.1 A basic approach

Can the Hessian determinant be exploited to devise an equivalence test for ROFs of arbitrary product-depth and fan-in? A rudimentary approach is outlined in [Kay11]: Let $g=g_{1}\left(x_{1}, \ldots, x_{i}\right)+$ $g_{2}\left(x_{i+1}, \ldots, x_{n}\right)$, where $g_{1}$ and $g_{2}$ are variable disjoint polynomials. Given black-box access to $f=g(B \mathbf{x})$, where $g$ and $B \in \mathrm{GL}(n, \mathbb{F})$ are unknown, can we find an $A \in \mathrm{GL}(n, \mathbb{F})$ such that $f(A \mathbf{x})$ can be expressed as a sum of two variable disjoint polynomials? ${ }^{13}$ [Kay11] gave an algorithm that finds such an $A$ provided the number of essential variables ${ }^{14}$ of $\operatorname{det}\left(H_{g}\right)$ is exactly $n$.

The algorithm uses the fact that $\operatorname{det}\left(H_{g}\right)=\operatorname{det}\left(H_{g_{1}}\right)\left(x_{1}, \ldots, x_{i}\right) \cdot \operatorname{det}\left(H_{g_{2}}\right)\left(x_{i+1}, \ldots, x_{n}\right)$, and so, $\operatorname{det}\left(H_{f}\right)$ is a non-zero $\mathbb{F}$-multiple of $\operatorname{det}\left(H_{g_{1}}\right)(B \mathbf{x}) \cdot \operatorname{det}\left(H_{g_{2}}\right)(B \mathbf{x})$. It turns out that an $A \in$ $\mathrm{GL}(n, \mathbb{F})$ can be found efficiently from black-box access to $\operatorname{det}\left(H_{f}\right)$ such that $\operatorname{det}\left(H_{g_{1}}\right)(B A \mathbf{x})$ and $\operatorname{det}\left(H_{g_{2}}\right)(B A \mathbf{x})$ are variable disjoint; this step involves black-box factorization of $\operatorname{det}\left(H_{f}\right)$ [KT90] and elimination of redundant variables from the irreducible factors of $\operatorname{det}\left(H_{f}\right)$ in a careful way (see Claim 2.4). Now, it can also be shown that if the number of essential variables of $\operatorname{det}\left(H_{g}\right)$ is exactly $n$, then $g_{1}(B A \mathbf{x})$ and $g_{2}(B A \mathbf{x})$ are variable disjoint (see Observation 2.2).

The correctness of the algorithm depends critically on the condition that the number of essential variables of $\operatorname{det}\left(H_{g}\right)$ is exactly $n$. If this condition does not hold, then the algorithm fails completely. The approach can be viewed as a generalization of the algorithm given in the above example for the SP polynomial. Indeed, the number of essential variables of $\operatorname{det}\left(H_{\text {SP }}\right)$ is $n=s d$.

Can the basic approach be used to learn orbits of ROFs? At a high level, the basic approach is encouraging as a + -rooted ROF is a sum of variable disjoint polynomials. Let $\mathrm{C}=T_{1}+\ldots+T_{s}$ be a + -rooted canonical ROF, where $T_{1}, \ldots, T_{s}$ are the terms of C , i.e., the polynomials computed

[^4]by the second (from the top) layer of gates in C. Given black-box access to $f=\mathrm{C}(B \mathbf{x})=T_{1}(B \mathbf{x})+$ $\ldots+T_{s}(B \mathbf{x})$, where C and $B \in \operatorname{GL}(n, \mathbb{F})$ are unknown, we hope to apply the approach in [Kay11] to find an $A \in \mathrm{GL}(n, \mathbb{F})$ such that $T_{1}(B A \mathbf{x}), \ldots, T_{s}(B A \mathbf{x})$ are variable disjoint. If we succeed in finding $A$, then we wish to obtain efficient black-box access to $T_{1}(B A \mathbf{x}), \ldots, T_{s}(B A \mathbf{x})$ by exploiting their variable disjointness. From black-box access to $T_{i}(B A \mathbf{x})$, we get black-box access to $Q_{i, 1}(B A \mathbf{x}), \ldots, Q_{i, m_{i}}(B A \mathbf{x})$, where $Q_{i, 1}, \ldots, Q_{i, m_{i}}$ are the irreducible factors of $T_{i}$. Claim 2.3 then lets us find a $C \in G L(n, \mathbb{F})$ such that $Q_{i, 1}(B A C \mathbf{x}), \ldots, Q_{i, m_{i}}(B A C \mathbf{x})$, for all $i \in[s]$, are variable disjoint. At this point, we plan to recurse on $Q_{i, 1}(B A C \mathbf{x}), \ldots, Q_{i, m_{i}}(B A C \mathbf{x})$ that are in the orbits of variable disjoint +-rooted ROFs of smaller size and depth.

Although the method looks promising, there are a few significant hurdles that render the basic approach almost useless. First, we shall see (in the next section) that the number of essential variables of the Hessian determinant of a canonical ROF can be dramatically smaller than $n$, although the ROF itself has no redundant variable. This is indeed a serious problem for the approach as the step of making $T_{1}(B A \mathbf{x}), \ldots, T_{s}(B A \mathbf{x})$ variable disjoint may break down completely. Second, even if we manage to make $T_{1}(B A \mathbf{x}), \ldots, T_{s}(B A \mathbf{x})$ variable disjoint, the complexity of the recursive algorithm may grow exponentially with the product depth of the ROF unless we generate super-efficient black-box access to $T_{1}(B A \mathbf{x}), \ldots, T_{s}(B A \mathbf{x})$. In the next section, we elaborate on these (and more) hurdles and explain how we overcome them and salvage the basic approach.

### 1.3.2 Outline of the ROF equivalence test: Salvaging the basic approach

Without loss of generality, assume that the root node of an ROF C is a +-gate; if not, use black-box polynomial factorization to reduce to the + -rooted case. We need to answer two questions:
(A) How do we efficiently find a transformation that makes the terms variable disjoint?
(B) How do we get efficient black-box access to the terms once they are variable disjoint?

We now elaborate on the technical hurdles that we encounter and deal with while answering these.

## A. Making the terms variable disjoint

We know that the terms can be made variable disjoint if the number of essential variables in $\operatorname{det}\left(H_{\mathrm{C}}\right)$ is exactly $n$. But this need not be the case. In fact, we face an even more basic hurdle.

- Hurdle 1: The Hessian determinant of a non-zero canonical ROF can be identically zero.

For instance, the Hessian determinant of $\left(x_{1} x_{2}+x_{3} x_{4}\right)\left(x_{5} x_{6}+x_{7} x_{8}\right)+\left(y_{1} y_{2}+y_{3} y_{4}\right)\left(y_{5} y_{6}+y_{7} y_{8}\right)$ is identically zero over $\mathbb{F}_{3}$; the Hessian determinant of $x_{1} x_{2} x_{3}+x_{4}$ is zero over any $\mathbb{F}$. None of these ROFs have redundant variables (see Observation 2.7), and yet their Hessian determinants are zero.

When is the Hessian determinant non-zero? We show in Lemma 3.1 that the Hessian determinant of a non-zero $n$-variate canonical ROF C is non-zero provided $\operatorname{char}(\mathbb{F})=0$ or $\geq n$ and none of the children of the top +-gate of C is a variable ${ }^{15}$. Henceforth, we assume that char $(\mathbb{F})=0$ or $\geq n$. We call a variable that is directly connected to a +-gate a dangling variable, and a variable that is directly connected to the top +-gate the top dangling variable. Since C is in canonical form (see Definition 2.6), it can have at most one top dangling variable.

[^5]Few words on the proof of Lemma 3.1: We show that the coefficient of a certain high degree monomial in $\operatorname{det}\left(H_{\mathrm{C}}\right)$ is a product of "small", non-zero numbers. Depending on the structure of C, we first carefully pick a variable $x$ in it and treat $\operatorname{det}\left(H_{\mathrm{C}}\right)$ as a univariate polynomial over $\mathbb{F}[\mathbf{x} \backslash\{x\}]$. We then show that the coefficient of the highest degree term in $x$ is a product of the Hessian determinants of "smaller", $\times$-rooted ROFs. We repeat this process inductively on these smaller ROFs to show that their Hessian determinants are non-zero. The inductive process constructs a high degree monomial implicitly. The base case of the induction deals with Hessians of monomials of degree at least 2. The Hessian determinant of a degree $d$ monomial is itself a monomial with a non-zero coefficient. Thus, the coefficient of the special monomial constructed by the inductive process is a product of the coefficients of the Hessian determinants of monomials.

The presence of a top dangling variable makes $\operatorname{det}\left(H_{\mathrm{C}}\right)$ zero. We will see shortly how to prevent $\operatorname{det}\left(H_{\mathrm{C}}\right)$ from vanishing. At first, let us assume that C has no top dangling variable. Now, even if the Hessian determinant of C is non-zero, there is no guarantee that the number of essential variables of $\operatorname{det}\left(H_{\mathrm{C}}\right)$ is the maximum possible. This poses the second and the main hurdle.

- Hurdle 2: The number of essential variables of $\operatorname{det}\left(H_{\mathrm{C}}\right) \neq 0$ can be much smaller than $n$.

For example, the Hessian determinant of $x_{1}\left(x_{2} x_{3}+x_{4}\right)+y_{1}\left(y_{2} y_{3}+y_{4}\right)$ has merely two essential variables; the Hessian determinant of $x_{1} x_{2} x_{3}+x_{4} x_{5}$ has only three essential variables. For ease of explanation, we split the above hurdle into two questions. The first one is,

- Hurdle 2a: Which variables of a canonical ROF C are essential for its Hessian determinant?

The notion of "skewed paths" turns out to be quite useful in answering this question.
Skewed paths, truly essential variables, and good and bad terms: A skewed path in C is a special structure that can be identified with a unique "marker" monomial (see Definition 3.1). In Claim 3.2, we show that every variable other than the dangling variables along skewed paths, the variables in quadratic forms along skewed paths, and the variables in the (top) quadratic form of C , are truly essential for $\operatorname{det}\left(H_{\mathrm{C}}\right)$ (see Definition 2.2) ${ }^{16}$. This knowledge enables us to categorize the terms of C into three types - good, bad, and the quadratic form of C . A bad term looks like $x \cdot Q$, where $x \in \mathbf{x}$ and $Q$ is a + -rooted ROF. In the example, both $x_{1}\left(x_{2} x_{3}+x_{4}\right)$ and $y_{1}\left(y_{2} y_{3}+y_{4}\right)$ are bad terms. In $x_{1}\left(x_{2} x_{3}+x_{4}\right)$, the "marker" monomial $x_{1}$ (which is a variable in this simple case) defines a skewed path, $x_{2}$ and $x_{3}$ are the variables of the quadratic form along this skewed path, and $x_{4}$ is the dangling variable along this skewed path. Terms that are not bad and have degree $\geq 3$ are good.

Making good terms variable disjoint. If $T$ is a good (similarly, bad) term of C , then we say $T(B \mathbf{x})$ is a good (respectively, bad) term of the input $f=C(B \mathbf{x})$. It follows from Definition 3.1 that the skewed paths in C occur only in the bad terms of C , and so, from Claim 3.2, all the variables of the good terms of C are truly essential for $\operatorname{det}\left(H_{\mathrm{C}}\right)$. This fact along with Claim 2.4 and Observation 2.2 help us infer that a slight variant of the basic strategy given in Section 1.3.1 succeeds in finding an $A_{0} \in \mathrm{GL}(n, \mathbb{F})$ such that the good terms of $f$ become variable disjoint under the action of $A_{0}$. See Step 1 in Section 4.1 and Appendix G for a more detailed and pictorial overview of this step.

[^6]Making the good terms of $f$ variable disjoint is the first step towards overcoming Hurdle 2. But it is far from sufficient even if C is devoid of bad terms, the top quadratic form, and the top dangling variable. This is because the algorithm may encounter bad terms, quadratic forms and dangling variables at deeper levels of the recursion, whence the basic strategy will fail. Therefore, we must answer the following (second) question to tackle the acute loss of essential variables in the Hessian determinant due to the presence of skewed paths in bad terms.

- Hurdle 2b: How do we handle the bad terms and the quadratic form of C ?

We call the dangling variables along skewed paths, the variables in quadratic forms along skewed paths, and the variables of the top quadratic form of C the bad variables of C . The remaining variables are the good variables. Note that a good term of $C$ has only good variables, whereas a bad term has both good and bad variables. For example, $x_{1}$ is a good variable of the bad term $x_{1}\left(x_{2} x_{3}+x_{4}\right)$, and $x_{2}, x_{3}, x_{4}$ are its bad variables. By Claim 3.2, the good variables are truly essential for $\operatorname{det}\left(H_{\mathrm{C}}\right)$, but they need not be the only essential variables. Some bad variables can be truly or ordinarily essential for $\operatorname{det}\left(H_{\mathrm{C}}\right)$ or totally absent from $\operatorname{det}\left(H_{\mathrm{C}}\right)$; this complicates the matter a bit.

Making the bad terms and the top quadratic form variable disjoint. It turns out that Claim 3.2, Claim 2.4 and Observation 2.2 together imply that the transformation $A_{0}$ is such that $B A_{0}$ maps every good variable of a (good or bad) term $T_{k}$ to a linear form in $\mathbf{z}_{k} \subseteq \mathbf{x}$, where the variable sets $\mathbf{z}_{k}$ (as $T_{k}$ runs over all good and bad terms) are disjoint. Let $\mathbf{z}$ be the disjoint union of these sets $\mathbf{z}_{k}$, and $\mathbf{y}:=\mathbf{x} \backslash \mathbf{z}$. Let $\ell_{x}:=B A_{0} \circ x$ for $x \in \mathbf{x}$. Observe that the $\mathbf{y}$-variables appear only in the linear forms $\ell_{x}$ where $x$ is a bad variable. Let $\left[\ell_{x}\right]_{y}$ be $\ell_{x}$ restricted to the $y$-variables. Loosely speaking, we make the bad terms and the top quadratic form of $f$ variable disjoint in three (implicit) steps: "access" the linear forms $\left[\ell_{x}\right]_{y}$, map them to distinct $\mathbf{y}$-variables, and then remove "external variables" from each of the terms. Let us elaborate on these steps by focusing on the bad terms.

Mapping " $g$ arbled" skewed paths back to monomials to access $\left[\ell_{x}\right]_{\mathbf{y}}$ : How do we access $\left[\ell_{x}\right]_{\mathbf{y}}$, where $x$ is a variable in a quadratic form along a skewed path or a dangling variable along a skewed path? The answer lies in the fact that a skewed path is identified with a unique "marker" monomial $\mu$. This monomial can potentially help us access $\left[\ell_{x}\right]_{y}$, where $x$ a quadratic form or a dangling variable along the skewed path $\mu$. But the problem is that the transformation $B A_{0}$ may have "garbled" the variables of $\mu$. If for every variable $z$ of $\mu$, we find $\ell_{z} \in \mathbb{F}[\mathbf{z}]$, then we can map $\ell_{z}$ to a distinct $\mathbf{z}$-variable and get back a marker monomial - this works as $z$ is a good variable. By Claim 3.1, such an $\ell_{z}$ is a factor of $\operatorname{det}\left(H_{f}\right)\left(A_{0} \mathbf{x}\right)$. We can factorize $\operatorname{det}\left(H_{f}\right)\left(A_{0} \mathbf{x}\right)$ and try to find $\ell_{z}$, but there is a problem: $\operatorname{det}\left(H_{f}\right)\left(A_{0} \mathbf{x}\right)$ might have other spurious linear factors that are not $\ell_{z}$ for any $z \in \mathbf{x}$. Fortunately, we can distinguish $\ell_{z}$ from spurious linear factors of $\operatorname{det}\left(H_{f}\right)\left(A_{0} \mathbf{x}\right)$ by examining the number of essential variables of $f\left(A_{0} \mathbf{x}\right)$ modulo affine forms; this crucial result is proved in Claim 2.1. So, we can safely assume without any loss of generality that $\ell_{z}=z$ for every variable $z$ in $\mu$.

Processing quadratic forms along skewed paths and the top quadratic form: We focus on a quadratic form $\bar{q}=y_{1} y_{2}+\ldots+y_{l-1} y_{l}$ along a skewed path $\mu$, and let $\widetilde{q}=\left[\ell_{y_{1}}\right]_{\mathbf{y}}\left[\ell_{y_{2}}\right]_{\mathbf{y}}+\ldots+\left[\ell_{y_{l-1}}\right]_{\mathbf{y}}\left[\ell_{y_{l}}\right]_{\mathbf{y}}$. We can access $\widetilde{q}$ as follows: Treat $f\left(B A_{0} \mathbf{x}\right)$ as a polynomial in $\mathbf{y}$ over $\mathbb{F}[\mathbf{z}]$ and extract out black-box access to the homogeneous degree- 2 component in $\mathbf{y}$; call it $\hat{q}$. As the degree- 2 monomials in $\mathbf{y}$ are contributed only by the quadratic forms on skewed paths and the quadratic form of C , and there are at most $n$ different skewed paths, $\widehat{q}$ is $n^{3}$-sparse as a polynomial in $\mathbb{F}[\mathbf{y}, \mathbf{z}]$. We find the dense representation of $\widehat{q}$ using the sparse polynomial interpolation algorithm of [KS01]. Observe that the coefficient of $\mu$ in $\widehat{q}$ (as a polynomial in $\mathbf{z}$ over $\mathbb{F}[\mathbf{y}]$ ) is $\widetilde{q}$. Once we collect all the $\widetilde{q}$ for quadratic
forms along skewed paths, we map them simultaneously to quadratic SP polynomials in distinct $\mathbf{y}$-variables using Claim 2.3 and the QFE oracle. The existence of such a map $A_{1}$ is ensured by Claim 3.3 which shows that the variables of a quadratic form are either all truly essential for $\operatorname{det}\left(H_{\mathrm{C}}\right)$ or they are absent from $\operatorname{det}\left(H_{\mathrm{C}}\right)$. We then argue (in Claim 4.5) that $q\left(B A_{0} A_{1} \mathbf{x}\right)$ can be expressed as $\left(y_{1}+h_{1}\right)\left(y_{2}+h_{2}\right)+\cdots+\left(y_{l-1}+h_{l-1}\right)\left(y_{l}+h_{l}\right)$ for some (hitherto unknown) linear forms $h_{1}, \ldots, h_{l} \in \mathbb{F}[\mathbf{z}]$. A similar process for $\mu=1$ takes care of the top quadratic form of C . See Step 2.1 in Section 4.1 and Appendix $G$ for a more detailed and pictorial overview of this step.

Handling dangling variables on skewed paths: Now let $\ell_{x}:=B A_{0} A_{1} \circ x$ and $\mathbf{u}$ be the $\mathbf{y}$-variables that have not been 'used up' by the QFE oracle in the previous step. Consider a dangling variable $x$ along a skewed path $\mu$. We can access $\left[\ell_{x}\right]_{\mathbf{u}}$ using $\mu$, just as we accessed $\widetilde{q}$ before, by treating $f\left(B A_{0} A_{1} \mathbf{x}\right)$ as a polynomial in $\mathbf{u}$ over $\mathbb{F}[\mathbf{x} \backslash \mathbf{u}]$ and extracting out the homogeneous degree- 1 component in $\mathbf{u}$. However, unlike the variables of a quadratic form along a skewed path, a dangling variable $x$ might not enjoy the property that it is either truly essential for $\operatorname{det}\left(H_{\mathrm{C}}\right)$ or it is absent from $\operatorname{det}\left(H_{\mathbf{C}}\right)$. So it may not be possible to map all the linear forms $\left[\ell_{x}\right]_{\mathbf{u}}$ for dangling variables along skewed paths to distinct $\mathbf{u}$-variables. This makes the argument here a bit subtle: We show, using Observation 4.2, Claim 4.7 and Observation 4.4, that it is sufficient to work with any basis $\mathscr{B}$ of the vector space spanned by the linear forms $\left[\ell_{x}\right]_{\mathbf{u}}$ as $x$ varies over dangling variables along skewed paths. Mapping the elements of $\mathscr{B}$ to distinct $\mathbf{u}$-variables, using a transformation $A_{2}$, automatically 'takes care of' the linear forms outside $\mathscr{B}$. At a high level, this strategy works because the elements of $\mathscr{B}$ essentially corresponds to a set of redundant variables of $\operatorname{det}\left(H_{\mathrm{C}}\right)$. See Step 2.2 in Section 4.1 and Appendix $G$ for a more detailed and pictorial overview of this step.

Removing external variables from the terms: Let $\ell_{x}:=B A_{0} A_{1} A_{2} \circ x$ for $x \in \mathbf{x}$. For a bad term $T_{k}$, let $\mathbf{y}_{k}$ be the union of the $\mathbf{y}$-variables appearing in all $\ell_{x}$, where $x$ is a variable of a quadratic form along a skewed path in $T_{k}$, and the $\mathbf{u}$-variables present in all $\ell_{x}$, where $x$ is a dangling variable along a skewed path in $T_{k}$. The variables not in $\mathbf{z}_{k} \uplus \mathbf{y}_{k}$ are the external variables of $T_{k}$. Observe that the external variables appear in $\ell_{x}$ only if $x$ is a dangling variable along a skewed path in $T_{k}$ or a variable of a quadratic form along a skewed path in $T_{k}$. In this step, we intend to remove these external variables and complete the process of making the bad terms and the top quadratic form of $f$ variable disjoint. At a high level, this is done by examining some carefully chosen first-order partials of $f\left(B A_{0} A_{1} A_{2} \mathbf{x}\right)$ and engaging the skewed paths again to access the external variables. The proof of correctness of this step involves a few "disambiguation arguments" (see Observations 4.5, 4.6 and 4.7) which ensure that relevant monomials are generated "uniquely". See Step 2.3 in Section 4.1 and Appendix G for a more detailed and pictorial overview of this step.

Handling the top dangling variable. If $\operatorname{det}\left(H_{\mathrm{C}}\right)=0$ (which, by Lemma 3.1, happens if and only if C has a top dangling variable) then we can reduce to the non-zero Hessian determinant case as follows: Apply a random transformation on the variable set $\mathbf{x}=\left\{x_{1}, \ldots, x_{n}\right\}$ and consider the Hessian of the resulting $f$ with respect to only $x_{1}, \ldots, x_{n-1}$. Intuitively, the random transformation lets us assume two facts - one, the top dangling variable of C is $x_{n}$, i.e., $\mathrm{C}=\mathrm{C}_{1}\left(x_{1}, \ldots, x_{n-1}\right)+x_{n}$, where $\mathrm{C}_{1}$ is a canonical ROF with no top dangling variable; two, $f=\mathrm{C}_{1}(B \mathbf{x})+\ell(\mathbf{x})$ for some $B \in \mathrm{GL}(n, \mathbb{F})$ such that $B \circ x_{n}=x_{n}$ and $\ell$ is an affine form. Now observe that the determinant of the Hessian of $f$ with respect to $x_{1}, \ldots, x_{n-1}$ is an $\mathbb{F}$-multiple of $\operatorname{det}\left(H_{C_{1}}\right)(B \mathbf{x})$, which is nonzero as $\mathrm{C}_{1}$ has no top dangling variable. We can then remove the redundant variable $x_{n}$ from $\operatorname{det}\left(H_{\mathrm{C}_{1}}\right)(B \mathbf{x})$ and hope to find a $D \in G L(n, \mathbb{F})$ such that $T_{1}(B D \mathbf{x}), \ldots, T_{s-1}(B D \mathbf{x})$ are variable disjoint, where $T_{1}, \ldots, T_{s-1}$ are the terms of $\mathrm{C}_{1}$. Once $D$ is obtained, we are left with finding $\ell(D \mathbf{x})$
from black-box access to $f(D \mathbf{x})=\mathrm{C}_{1}(B D \mathbf{x})+\ell(D \mathbf{x})$. Indeed, the knowledge of $D$ and $\ell(D \mathbf{x})$ is sufficient to construct an $A \in G L(n, \mathbb{F})$ such that $T_{1}(B A \mathbf{x}), \ldots, T_{s}(B A \mathbf{x})$ are variable disjoint (here, $T_{s}=x_{n}$ ). See Step 3 in Section 4.1 for a more detailed overview on how to find $\ell(D \mathbf{x})$ by exploiting the Hessian determinant again! A special case of this problem when $\ell$ is a constant also arises in the resolution of the final hurdle (stated below). We give the proof idea for this special case next.

## B. Obtaining efficient black-box access to the terms

The above process finds an $A \in G L(n, \mathbb{F})$ such that the terms $T_{1}(B A \mathbf{x}), \ldots, T_{s}(B A \mathbf{x})$ are variable disjoint. Let $r_{i}\left(\mathbf{x}_{i}\right):=T_{i}(B A \mathbf{x})$.

- Hurdle 3: How do we get efficient black-box access to $r_{1}\left(\mathbf{x}_{1}\right), \ldots, r_{s}\left(\mathbf{x}_{s}\right)$ ?

In other words, how do we simulate a black-box query to $r_{i}\left(\mathbf{x}_{i}\right)$ using only one query to the blackbox for the input polynomial $f$. It is important to use only one query to $f$, as otherwise the time complexity of the recursive algorithm will become exponential in the product-depth of the ROF. The product depth of an $n$-variate ROF can be as high as $\Omega(n)$. We address this issue as follows.

At first, we examine the second-order derivatives of $f$ to learn the variable sets $\mathbf{x}_{1}, \ldots, \mathbf{x}_{s}$ (see Claim 4.13). Then, we set the variables in $\mathbf{x}_{1}, \ldots, \mathbf{x}_{i-1}, \mathbf{x}_{i+1}, \ldots, \mathbf{x}_{s}$ to arbitrary field constants to reduce the problem to securing black-box access to $r_{i}\left(\mathbf{x}_{i}\right)$ from black-box access to $g_{i}:=r_{i}\left(\mathbf{x}_{i}\right)+c$, where $c \in \mathbb{F}$ is unknown. If $r_{i}$ is quadratic or linear, then we simply interpolate $g_{i}$ and know $r_{i}$. Otherwise, we can still hope to learn $c$ as it is the unique constant such that $g_{i}-c$ is reducible ${ }^{17}$. The uniqueness of $c$ follows from the irreducibility of a + -rooted ROF (see Fact 2.5). But how do we learn $c$ efficiently? The Hessian determinant comes in handy again.

Finding $c$. Suppose $r_{i}\left(\mathbf{x}_{i}\right)=r_{i, 1}\left(\mathbf{x}_{i}\right) \cdot \ldots \cdot r_{i, m_{i}}\left(\mathbf{x}_{i}\right)$, where $r_{i, 1}, \ldots, r_{i, m_{i}}$ are the irreducible factors of $r_{i}$, and $\operatorname{deg}\left(r_{i}\right) \geq 3$. It follows from Corollary 3.1 that $\operatorname{det}\left(H_{r_{i}}\right)$, which equals $\operatorname{det}\left(H_{g_{i}}\right)$, has as one of its irreducible factors an $\mathbb{F}$-multiple of $r_{i, j}$ for some $j \in\left[m_{i}\right]$. The efficient black-box polynomial factorization algorithm [KT90] gives us black-box access to all the irreducible factors of $\operatorname{det}\left(H_{g_{i}}\right)$. Now suppose we pick the irreducible factor $\alpha \cdot r_{i, j}$, where $\alpha \in \mathbb{F}^{\times}$, from among the irreducible factors of $\operatorname{det}\left(H_{g_{i}}\right)$. Define a random substitution map $\pi$ on the variables of $\mathbf{x}_{i}$ as follows: $\pi(x):=c_{x} t$, where $c_{x} \in_{r} \mathbb{F}$ and $t$ is a fresh variable, for every $x \in \mathbf{x}_{i}$. Interpolate the univariate polynomials $\pi\left(g_{i}\right)(t)$ and $\pi\left(\alpha \cdot r_{i, j}\right)(t)$ that are non-constant with high probability, if $|\mathbb{F}|$ is sufficiently large. The degrees of $\pi\left(g_{i}\right)$ and $\pi\left(\alpha \cdot r_{i, j}\right)$ are upper bounded by $n$. To find $c$, we set up and solve a linear system via the equation $\pi\left(g_{i}\right)=\left(a_{n-1} t^{n-1}+\ldots+a_{0}\right) \cdot \pi\left(\alpha \cdot r_{i, j}\right)+c_{0}{ }^{18}$ by pretending that $a_{n-1}, \ldots, a_{0}$ and $c_{0}$ are variables. The system has a solution that is obtained by choosing $a_{n-1} t^{n-1}+\ldots+a_{0}=\pi\left(\alpha^{-1} \cdot \prod_{l \in\left[m_{i} \backslash\{j\}\right.} r_{i, l}\right)$ and $c_{0}=c$. This solution is unique. To see this, suppose $a_{n-1,1}, \ldots, a_{0,1}, c_{0,1}$ and $a_{n-1,2}, \ldots, a_{0,2}, c_{0,2}$ are two different solutions. Then,

$$
\left(\left(a_{n-1,1}-a_{n-1,2}\right) t^{n-1}+\ldots+\left(a_{0,1}-a_{0,2}\right)\right) \cdot \pi\left(\alpha \cdot r_{i, j}\right)+\left(c_{0,1}-c_{0,2}\right)=0
$$

indicating that $\pi\left(\alpha \cdot r_{i, j}\right)$ divides $\left(c_{0,1}-c_{0,2}\right)$. But this is not possible as $\pi\left(\alpha \cdot r_{i, j}\right)$ is not a constant. So, we solve the above system and declare the solution for $c_{0}$ as $c$. This procedure works if we pick an irreducible factor of $\operatorname{det}\left(H_{g_{i}}\right)$ that is an $\mathbb{F}$-multiple of $r_{i, j}$ for some $j \in\left[m_{i}\right]$. But what if we

[^7]pick a "wrong" factor? Indeed, the Hessian determinant can have other "spurious" factors. The point is that irrespective of what factor we choose, we can run the above procedure and find some $c_{0}$. If no $c_{0}$ is found, then we know immediately that a wrong factor is chosen. Otherwise, we check if $g_{i}-c_{0}$ is reducible, and if so, then take $c_{0}$ as $c$. The uniqueness of $c$ implies that we always find the right $c$. Once we know $c$, we can simulate a black-box query to $r_{i}$ using only one query to $f$.

Preparing for recursion. From efficient black-box access to $r_{i}$, we need to gain efficient black-box access to the irreducible factors of $r_{i}$ as the algorithm essentially recurses on these factors. This is done as follows: Use the efficient black-box polynomial factorization algorithm [KT90] to get (not necessarily efficient) black-box access to $\alpha_{j} \cdot r_{i, j}$ for every $j \in\left[m_{i}\right]$, where $\alpha_{j} \in \mathbb{F}^{\times}$and $\alpha_{1} \cdot \alpha_{2}$. $\ldots \cdot \alpha_{m_{i}}=1$. Claim 2.3 then allows us to find a $C_{i} \in G L\left(\left|\mathbf{x}_{i}\right|, \mathbb{F}\right)$ such that $\alpha_{1} \cdot r_{i, 1}\left(C_{i} \mathbf{x}_{i}\right), \ldots, \alpha_{m_{i}}$. $r_{i, m_{i}}\left(C_{i} \mathbf{x}_{i}\right)$ are variable disjoint. Notice that we can easily get efficient black-box access to $r_{i}\left(C_{i} \mathbf{x}_{i}\right)$ from the efficient black-box for $r_{i}$. It is now sufficient to create an efficient black-box for $\alpha_{j} \cdot r_{i, j}\left(C_{i} \mathbf{x}_{i}\right)$ from the black-box for $r_{i}\left(C_{i} \mathbf{x}_{i}\right)$. Substitute the variables in $\alpha_{l} \cdot r_{i, l}\left(C_{i} \mathbf{x}_{i}\right)$ by random field constants for every $l \in\left[m_{i}\right] \backslash\{j\}$; denote this substitution map by $\rho$. Let $\beta_{l}=\rho\left(\alpha_{l} \cdot r_{i, l}\left(C_{i} \mathbf{x}_{i}\right)\right)$. Observe that we know $\beta_{l}$ from the already acquired (possibly inefficient) black-box for $\alpha_{l} \cdot r_{i, l}\left(C_{i} \mathbf{x}_{i}\right)$. Also, $\beta_{l} \neq 0$ with high probability. Then, the relation $\alpha_{j} \cdot r_{i, j}\left(C_{i} \mathbf{x}_{i}\right)=\rho\left(r_{i}\left(C_{i} \mathbf{x}_{i}\right)\right) \cdot \prod_{l \in\left[m_{i}\right] \backslash\{j\}} \beta_{l}^{-1}$ produces an efficient black-box for $\alpha_{j} \cdot r_{i, j}\left(C_{i} \mathbf{x}_{i}\right)$. The algorithm recurses on $\alpha_{j} \cdot r_{i, j}\left(C_{i} \mathbf{x}_{i}\right)$ with this black-box.

To summarize, irrespective of the level of the recursion, a required black-box can be obtained as an expression $\alpha f(C \mathbf{x}+\mathbf{c})+\beta$, where $C \in M(n, \mathbb{F}), \mathbf{c} \in \mathbb{F}^{n}$, and $\alpha, \beta \in \mathbb{F}$ are known. Thus, the black-box query time is independent of the recursion depth. Moreover, the time taken to prepare a black-box for a subsequent level of the recursion (i.e., to make ready the knowledge of a relevant affine projection $C, \mathbf{c}$ and appropriate constants $\alpha, \beta$ ) is independent of the recursion depth.

### 1.3.3 The approach for PE for orbits of ROFs

Let $f_{1}, f_{2} \in \mathbb{F}[\mathbf{x}]$ be polynomials in the orbits of additive-constant-free ROFs. We can assume that they are equivalent. If not, then we run the algorithm on input $f_{1}$ and $f_{2}$, obtain an $A \in \operatorname{GL}(n, \mathbb{F})$ and $\mathbf{b} \in \mathbb{F}^{n}$ and check if $f_{1}=f_{2}(A \mathbf{x}+\mathbf{b})$ using the Schwartz-Zippel lemma [Sch80,Zip79]. This check will fail with high probability and we will conclude that $f_{1}$ and $f_{2}$ are not equivalent.

If $f_{1} \sim f_{2}$, there exists a additive-constant-free ROF $C$ such that $f_{1}, f_{2} \in \operatorname{orb}(\mathrm{C})$. Using Theorem 1, we find $A_{1}, A_{2} \in \mathrm{GL}(n, \mathbb{F})$ such that there exist permutation matrices $P_{1}, P_{2} \in M(n, \mathbb{F})$, scaling matrices $S_{1}, S_{2} \in M(n, \mathbb{F})$, and translation vectors $\mathbf{d}_{1}, \mathbf{d}_{2} \in \mathbb{F}^{n}$ satisfying $f_{1}\left(A_{1} \mathbf{x}\right)=$ $\mathrm{C}\left(P_{1} S_{1} \mathbf{x}+\mathbf{d}_{1}\right)$ and $f_{2}\left(A_{2} \mathbf{x}\right)=\mathrm{C}\left(P_{2} S_{2} \mathbf{x}+\mathbf{d}_{2}\right)$. We reconstruct the ROFs $f_{1}\left(A_{1} \mathbf{x}\right)$ and $f_{2}\left(A_{2} \mathbf{x}\right)$ that are in the PS orbit (see Definition 2.5) of C. It turns out that an ROF in the PS orbit of a canonical ROF can be reconstructed uniquely up to scaling of the leaves (see Section F). As C is additive-constantfree, all leaves of $f_{1}\left(A_{1} \mathbf{x}\right)$ and $f_{2}\left(A_{2} \mathbf{x}\right)$ are either variables, or constants that act as translation or scaling of the variables. Let $\mathrm{C}_{1}$ and $\mathrm{C}_{2}$ be the ROFs obtained by reconstructing $f_{1}\left(A_{1} \mathbf{x}\right)$ and $f_{2}\left(A_{2} \mathbf{x}\right)$ respectively. Once we recover the scaling and the translation of all the variables in $\mathrm{C}_{1}$ and $\mathrm{C}_{2}$ (see Section F.3), we can transform $C_{1}$ and $C_{2}$ in such a way that they resemble $C$ and differ by only a permutation of the variables. We find this permutation using the tree isomorphism algorithm in [AHU83] (see Fact A.4). Then, an $A \in G L(n, \mathbb{F})$ and $\mathbf{b} \in \mathbb{F}^{n}$ such that $f_{1}=f_{2}(A \mathbf{x}+\mathbf{b})$ can be found using this isomorphism, the recovered scaling and translation, and $A_{1}, A_{2}$.

We believe that the additive-constant-free restriction can be completely removed with some more technical effort. As an evidence supporting this belief, we show in Section E that the additive-constant-free restriction can be dispensed with for depth-4 ROFs.

### 1.3.4 Brief comparison with other approaches

The Lie algebra associated with a polynomial ${ }^{19}$ has been used extensively to design equivalence tests for a number of important polynomial families [Kay12,Gro12,KNST19,GS19,GGKS19,MNS20]. Can Lie algebras be used for ROF equivalence tests? It turns out that the Lie algebra of the sumproduct polynomial SP is sufficiently rich and one can indeed devise an equivalence test for SP based on it (provided $\operatorname{deg}(S P) \geq 3$ ). But this is not the case for an arbitrary ROF. For example, the Lie algebra of the ROF $\left(x_{1}+1\right)\left(x_{2}+2\right)\left(x_{3}+3\right)+\left(x_{4}+4\right)\left(x_{5}+5\right)\left(x_{6}+6\right)$ is trivial; it gives practically no information about the ROF.

It was observed in [MS21] that the average-case ANF reconstruction algorithm from [GKQ14] already gives an equivalence test for ROANFs. But the time complexity of the algorithm in [GKQ14] degrades rapidly with increasing fan-in of the +-gates. An arbitrary ROF has no fanin restriction. So, it is unclear if the algorithm in [GKQ14] can be easily adapted to give an ROF equivalence test while preserving its efficiency.
[MS21] also observed that the average-case homogeneous depth-3 circuit reconstruction algorithm in [KS19] gives an equivalence test for the sum-product polynomial ${ }^{20}$. The approach in [KS19, GKS20] is based on a scheme for obtaining an average-case learning algorithm for a circuit class from lower bounds for the same class. The scheme is potentially useful in developing an average-case formula reconstruction algorithm from formula lower bounds. Average-case formula reconstruction being a (possibly) stronger objective, it is likely to imply an equivalence test for ROFs. But currently, no super-polynomial lower bound is known for formulas. So the approach in [KS19, GKS20] does not yet provide an equivalence test for general ROFs.

### 1.4 Related work

Cubic form equivalence and associated problems. It has long been known that the polynomial equivalence problem can be solved efficiently for quadratic forms (see Section A.2). But the difficulty of the problem increases sharply for cubic forms. Cubic form equivalence is at least as hard as the graph isomorphism problem and possibly harder [AS05]. Several other important problemsalgebra isomorphism, matrix space isometry, matrix space conjugacy, group isomorphism for certain $p$-groups, 3-tensor isomorphism, and trilinear form equivalence-are polynomial-time equivalent to cubic form equivalence [GQ21, FGS18, BW15, AS06, AS05]. The best-known worst-case complexity of cubic form equivalence is not significantly better than that of polynomial solvability. However, a moderately exponential-time algorithm is known for a natural average-case version of the cubic form equivalence problem over finite fields [GQT21].

The supposed hardness of constant-degree form equivalence (even in the average case) led to the development of a cryptographic authentication scheme [Pat96]. The main problem studied in this context is known as isomorphism of polynomials with one secret (IP1S). In the IP1S problem, we are given two tuples of polynomials $\left(f_{1}, \ldots, f_{m}\right)$ and $\left(g_{1}, \ldots, g_{m}\right)$ and we wish to check if there is an invertible $A$ such that $f_{i}=g_{i}(A \mathbf{x})$ for all $i \in[m]$. Efficient algorithms are known only for the quadratic IP1S problem [IQ19, BFP15], i.e., when $f_{1}, \ldots, f_{m}$ and $g_{1}, \ldots, g_{m}$ are quadratic forms ${ }^{21}$.

[^8]Special polynomial families. Spurred by applications in algebraic and geometric complexity theory, [Kay11] studied an interesting variant of the polynomial equivalence problem for wellknown polynomial families. In this setting, we fix a polynomial family (say, the determinant), take input black-box access to a polynomial $f$, and check if $f$ is in the orbit of a polynomial in the family. Starting with the algorithms in [Kay11], efficient equivalence tests were given for a number of polynomial families, namely the power symmetric polynomials, the elementary symmetric polynomials, the sum-product polynomials, the determinant, the permanent, the iterated matrix multiplication (IMM) polynomials, the design polynomials, and the continuant polynomials [Kay11,Kay12, Gro12,KNST19, GS19, GGKS19,MNS20,MS21]. Some of these equivalence tests have interesting applications in circuit reconstruction [KNS19,BGKS21]. [GKP18] gave an efficient equivalence test for the family of sums of univariates, which is a generalization of the family of power symmetric polynomials. Recently, [KS21b,KS21a] gave a randomized polynomial-time algorithm (in the Turing machine model) to solve the decision version of equivalence testing for the power symmetric polynomials over $\mathbb{C}$, where the input polynomial has rational coefficients.

Results on ROFs. Reconstruction algorithms and hitting-sets have been intensely studied for ROFs [HH91, BHH95a, BC98, BB98, SV14, Vol16, MV18]. Deterministic polynomial-time reconstruction and hitting-sets are known for ROFs [MV18, SV14]. Recently, [MS21,ST21] gave quasipolynomial time hitting-sets for orbits of ROFs. It is worth noting that despite its apparent weakness, the ROF model has served as a testbed for developing effective tools and techniques for analyzing circuits. For example, a construction of $k$-independent polynomial maps that played a vital role in hitting-set constructions for several important circuit classes originated from a study of ROFs [SV14]. [RS11] studied a special case of ET for ROFs; they gave a polynomial-time algorithm to check if two constant-free ROFs are permutation equivalent ${ }^{22}$. They also observed that permutation equivalence for read-2 formulas and PE for read-4 formulas are graph isomorphism hard. Efficient learning algorithms are also known for Boolean read-once formulas [AHK93, BHH95b]. Read-once formulas have been used as "hard functions" in finer lower bounds and separation results for low-depth Boolean circuits [Sip83,HRST17,HHTT22]. [Gur77, KLN ${ }^{+}$93] gave a characterization of functions computable by Boolean ROFs, and [Vol16] gave a characterization of polynomials computable by arithmetic ROFs.

Other results on PE. Two natural special cases of the polynomial equivalence problem are translation equivalence and scaling equivalence. In the translation equivalence problem, we are given black-box access to two $n$-variate polynomials $f$ and $g$ and we wish to determine if there is a $\mathbf{b} \in \mathbb{F}^{n}$ such that $f=g(\mathbf{x}+\mathbf{b})$. In the scaling equivalence problem, we wish to find out if there a diagonal matrix $S \in \operatorname{GL}(n, \mathbb{F})$ such that $f=g(S \mathbf{x})$. Efficient algorithms are known for both translation and scaling equivalence tests [DdOS14,Kay12, BRS17].
[Kay11] gave an efficient algorithm to check if a given $n$-variate polynomial $f$ is equivalent to a multilinear polynomial, provided the dimension of the space spanned by the second-order partials of $f$ is $\binom{n}{2}$. This result implies that equivalence test is easy for random multilinear polynomials. But notice that the dimension of the second-order partials of a typical ROF (for e.g., the sum-product polynomial) is substantially smaller than $\binom{n}{2}$.

[^9]
## 2 Preliminaries

Notations. For $n \in \mathbb{N},[n]=\{1, \ldots, n\}$ and $\mathbf{x}=\left\{x_{1}, \ldots, x_{n}\right\}$. For $g \in \mathbb{F}[\mathbf{x}], \operatorname{var}(g)$ is the set of variables appearing in $g$. The space of polynomials having degree at most $d$ will be denoted as $\mathbb{F}[\mathbf{x}]_{\leq d}$. For $S \subseteq \mathbb{F}[\mathbf{x}],\langle S\rangle$ is the $\mathbb{F}$-linear space spanned by $S$. $\mathrm{GL}(n, \mathbb{F})$ is the set of $n \times n$ invertible matrices over $\mathbb{F}$. For $A \in \operatorname{GL}(n, \mathbb{F}), A \mathbf{x}$ is the column vector obtained by multiplying $A$ with $\left(x_{1} \cdots x_{n}\right)^{T}$. A detailed list of other notations is given in Table 1 of the appendix.

### 2.1 Structural preliminaries

### 2.1.1 Essential and redundant variables

Definition 2.1 (Essential and redundant variables). The number of essential variables of an $n$-variate $g \in \mathbb{F}[\mathbf{x}]$ is $s:=\min _{A \in \mathrm{GL}(n, \mathbb{F})}|\operatorname{var}(g(A \mathbf{x}))|$. The number of redundant variables of $g$ is $(n-s)$.

Following [Car06], we denote the number of essential variables of $g$ by $N_{\text {ess }}(g)$. [Car06] gave a polynomial-time algorithm that takes input the coefficient vector of $g$ and finds an $A \in \mathrm{GL}(n, \mathbb{F})$ such that $|\operatorname{var}(g(A \mathbf{x}))|=N_{\text {ess }}(g)$. [Kay11] gave a randomized polynomial-time algorithm that does the same given black-box access to $g$. These algorithms use a neat relation between $N_{\text {ess }}(g)$ and $\operatorname{dim}\left\langle\frac{\partial g}{\partial x}: x \in \mathbf{x}\right\rangle$. See Claim 2.3 in [KNST19] for a proof of the following fact.

Fact 2.1 (Essential variables and partials). Let $d \in \mathbb{N}$ and $\operatorname{char}(\mathbb{F})=0$ or $>d$. If $g \in \mathbb{F}[\mathbf{x}]_{\leq d}$, then $N_{\text {ess }}(g)=\operatorname{dim}\left\langle\frac{\partial g}{\partial x}: x \in \mathbf{x}\right\rangle$. For $\mathbf{z} \subseteq \mathbf{x},\left\{\frac{\partial g}{\partial z}: z \in \mathbf{z}\right\}$ is a basis of $\left\langle\frac{\partial g}{\partial x}: x \in \mathbf{x}\right\rangle$ if and only if there is an $A \in \mathrm{GL}(|\mathbf{x}|, \mathbb{F})$ that maps every variable in $\mathbf{x} \backslash \mathbf{z}$ to itself, $\operatorname{var}(g(A \mathbf{x}))=\mathbf{z}$, and $N_{\text {ess }}(g(A \mathbf{x}))=|\mathbf{z}|$.

We say a set $\mathbf{z} \subseteq \mathbf{x}$ is a set of essential variables of $g$ if $\left\{\frac{\partial g}{\partial z}: z \in \mathbf{z}\right\}$ is a basis of $\left\langle\frac{\partial g}{\partial x}: x \in \mathbf{x}\right\rangle$; variables in $\mathbf{x} \backslash \mathbf{z}$ are redundant for $g$. We categorize the essential variables further as follows.
Definition 2.2 (Truly and ordinary essential variables). An $x \in \mathbf{x}$ is a truly essential variable of $g \in \mathbb{F}[\mathbf{x}]$ if for every $A \in \mathrm{GL}(|\mathbf{x}|, \mathbb{F})$ that maps $x$ to itself, $x \in \operatorname{var}(g(A \mathbf{x}))$. If $\mathbf{z}$ is a set of essential variables of $g$, then a $z \in \mathbf{z}$ that is not truly essential is an ordinary essential variable of $g$ in $\mathbf{z}$.

Observation 2.1 (Characterizing truly essential variables using partials). Let $d \in \mathbb{N}$ and $\operatorname{char}(\mathbb{F})=$ 0 or $>d$. If $g \in \mathbb{F}[\mathbf{x}]_{\leq d}$, then $x \in \mathbf{x}$ is a truly essential variable of $g$ if and only if $\sum_{x^{\prime} \in \mathbf{x}} \alpha_{x^{\prime}} \frac{\partial g}{\partial x^{\prime}}=0$ for $\alpha_{x^{\prime}} \in \mathbb{F}$ implies $\alpha_{x}=0$, i.e., no $\mathbb{F}$-linear dependence of $\left\{\frac{\partial g}{\partial x^{\prime}}: x^{\prime} \in \mathbf{x}\right\}$ involves $\frac{\partial g}{\partial x}$.

It follows that every set of essential variables of $g$ contains all the truly essential variables. The proof of the observation is in Section B.1. The next fact follows from the proof of Fact 2.1.

Fact 2.2 (Structure of a matrix for removing redundant variables). Let $d \in \mathbb{N}, \operatorname{char}(\mathbb{F})=0$ or $>d$, and $g \in \mathbb{F}[\mathbf{x}]_{\leq d}$. Let $\mathbf{z}$ be a set of essential variables of $g, \mathbf{z}_{1}$ the set of truly essential variables of $g$, $\mathbf{z}_{2}=\mathbf{z} \backslash \mathbf{z}_{1}$, and $\mathbf{y}=\mathbf{x} \backslash \mathbf{z}$. Then, there is an $A \in \mathrm{GL}(|\mathbf{x}|, \mathbb{F})$ that maps every variable in $\mathbf{z}_{1} \uplus \mathbf{y}$ to itself, maps every $z \in \mathbf{z}_{2}$ to a linear form in $\mathbf{y} \uplus\{z\}$, and $\operatorname{var}(g(A \mathbf{x}))=\mathbf{z}$.

The proofs of the following observations are given in Sections B.2, B.3, and B.4.
Observation 2.2 (Truly essential variables map to linear forms in essential variables). Let $d \in$ $\mathbb{N}, \operatorname{char}(\mathbb{F})=0$ or $>d, \mathbf{x}$ and $\mathbf{y}$ be disjoint sets of variables, and $h \in \mathbb{F}[\mathbf{x}]_{\leq d}$. Let $\mathbf{z} \subseteq \mathbf{x} \uplus \mathbf{y}$ and $A \in \mathrm{GL}(|\mathbf{x}|+|\mathbf{y}|, \mathbb{F})$ such that $|\mathbf{z}|=N_{\text {ess }}(h)$ and $h\left(A \cdot(\mathbf{x}, \mathbf{y})^{T}\right) \in \mathbb{F}[\mathbf{z}]$ (where we pretend that $h$ is a polynomial in $\mathbf{x} \uplus \mathbf{y}$ ). Then, A maps every truly essential variable of $h$ to a linear form in $\mathbf{z}$.

Observation 2.3 (Truly essential variables from factors). Let $d \in \mathbb{N}, \operatorname{char}(\mathbb{F})=0$ or $>d$, and $\mathbf{x}$ and $\mathbf{y}$ be disjoint sets of variables. Let $h(\mathbf{x}, \mathbf{y})=g(\mathbf{x})^{e} \cdot p(\mathbf{x}, \mathbf{y}) \in \mathbb{F}[\mathbf{x}, \mathbf{y}]$, where $g(\mathbf{x}), p(\mathbf{x}, \mathbf{y})$ are coprime, $\operatorname{deg}(h) \leq d$, and $e \geq 1$. If $N_{e s s}(g)=|\mathbf{x}|$, then every $\mathbf{x}$-variable is truly essential for $h$.
Observation 2.4 (Truly essential pairs of variables). Let $d \in \mathbb{N}, \operatorname{char}(\mathbb{F})=0$ or $>d$, and $\left\{x_{1}, x_{2}\right\}$ and $\mathbf{y}$ be disjoint sets of variables. Let $h\left(x_{1}, x_{2}, \mathbf{y}\right)=\sum_{i \geq 0} p_{i}(\mathbf{y}) \cdot\left(x_{1} x_{2}\right)^{i}$ be a polynomial of degree at most $d$ such that $p_{i}(\mathbf{y}) \neq 0$ for some $i \geq 1$. Then, $x_{1}$ and $x_{2}$ are truly essential for $h$.

### 2.1.2 Essential variables modulo affine forms

Let $g \in \mathbb{F}[\mathbf{x}]$ and $\ell=\sum_{i \in[n]} \alpha_{i} x_{i}+\beta$, a non-constant affine form in $\mathbb{F}[\mathbf{x}]$. Let $I=\left\{i \in[n]: \alpha_{i} \neq 0\right\}$, and $\prec$ a monomial ordering on $\mathbb{F}[\mathbf{x}]$. Suppose, $x_{j}$ has the highest precedence among $\left\{x_{i}: i \in I\right\}$ according to $\prec$. There is a natural ring isomorphism between the quotient ring $\mathbb{F}[\mathbf{x}] /\langle\ell\rangle$ and $\mathbb{F}\left[\mathbf{x} \backslash\left\{x_{j}\right\}\right]$, where $\langle\ell\rangle$ is the ideal generated by $\ell$. We define $g$ modulo $\ell$ (denoted $g_{\ell}$ ) as:

$$
g_{\ell}:=g\left(x_{1}, \ldots, x_{j-1},-\alpha_{j}^{-1}\left(\sum_{i \in[n] \backslash\{j\}} \alpha_{i} x_{i}+\beta\right), x_{j+1}, \ldots, x_{n}\right) .
$$

Definition 2.3. The number of essential variables of $g$ modulo $\ell$ is defined as $N_{e s s}\left(g_{\ell}\right)$.
Notice that the ordering $\prec$ is implicit in the above definition. But, the following observation shows that the exact choice of $\prec$ is unimportant here. Its proof is given in Section B.5.

Observation 2.5 (Soundness of Definition 2.3). For $j \in I$, let $W_{j}=\left\langle\frac{\partial \varphi_{j}(g)}{\partial x}: x \in \mathbf{x}\right\rangle$, where $\varphi_{j}(g)$ is obtained by substituting $x_{j}$ in $g$ by $-\alpha_{j}^{-1}\left(\sum_{i \in[n] \backslash\{j\}} \alpha_{i} x_{i}+\beta\right)$. Then, for $j_{1}, j_{2} \in I, \operatorname{dim} W_{j_{1}}=\operatorname{dim} W_{j_{2}}$.

### 2.1.3 Orbit of a polynomial

Definition 2.4 (Orbit of a polynomial). The orbit of $g \in \mathbb{F}[\mathbf{x}]$, denoted $\operatorname{orb}(g)$, is defined as $\operatorname{orb}(g):=$ $\left\{g(A \mathbf{x}+\mathbf{b}): A \in \mathrm{GL}(|\mathbf{x}|, \mathbb{F}), \mathbf{b} \in \mathbb{F}^{|\boldsymbol{x}|}\right\}$.

Remark. Our results, especially Theorem 1, hold even if we consider a more general definition of the orbit of a polynomial: Let $\mathbf{x}, \mathbf{y}$ be sets of $n$ and $m$ variables, where $n \geq m$, and $h \in \mathbb{F}[\mathbf{x}], g \in \mathbb{F}[\mathbf{y}]$. Then, $h \in \operatorname{orb}(g)$ if there is exist a $A \in \mathbb{F}^{m \times n}$ of rank $m$ and $\mathbf{b} \in \mathbb{F}^{m}$ such that $h=g(A \mathbf{x}+\mathbf{b})$.

Definition 2.5 (PS orbit of a polynomial). Let $g, h \in \mathbb{F}[\mathbf{x}]$. We say that $h$ is in the PS orbit of $g$, denoted PS-orb $(g)$, if there exist a $|\mathbf{x}| \times|\mathbf{x}|$ permutation matrix $P$, a $|\mathbf{x}| \times|\mathbf{x}|$ invertible diagonal (scaling) matrix $S$, and $\mathbf{a} \mathbf{b} \in \mathbb{F}^{\mid \mathbf{x |}}$ such that $h=g(P S \mathbf{x}+\mathbf{b})$.

The following facts are easy to prove.
Fact 2.3. If $h \in \operatorname{orb}(g)$, then $N_{\text {ess }}(g)=N_{\text {ess }}(h)$.
Fact 2.4. Let $d \in \mathbb{N}, \operatorname{char}(\mathbb{F})=0$ or $>d, g \in \mathbb{F}[\mathbf{x}]_{\leq d}, \ell \in \mathbb{F}[\mathbf{x}]$ a non-constant affine form, $A \in$ $\mathrm{GL}(|\mathbf{x}|, \mathbb{F}), \mathbf{b} \in \mathbb{F}^{|\mathbf{x}|}, g^{\prime}=g(A \mathbf{x}+\mathbf{b})$, and $\ell^{\prime}=\ell(A \mathbf{x}+\mathbf{b})$. Then, $N_{\text {ess }}\left(g_{\ell^{\prime}}^{\prime}\right)=N_{\text {ess }}\left(g_{\ell}\right)$.

### 2.1.4 Read-once formulas

An arithmetic formula $C$ over $\mathbb{F}$ is a tree whose leaves are labelled by variables and $\mathbb{F}$-constants, other nodes (gates) are labelled by + and $\times$ operations, and edges by $\mathbb{F}$-constants. A node $v$ computes a polynomial naturally: if $v$ is a leaf, it computes its label; if $v$ is a + gate (similarly, a $\times$ gate) having $v_{1}, \ldots, v_{m}$ as children such that for every $i \in[m], v_{i}$ computes $g_{i} \in \mathbb{F}[\mathbf{x}]$ and the edge connecting $v$ and $v_{i}$ is labelled by $\alpha_{i} \in \mathbb{F}$, then $v$ computes $\sum_{i \in[m]} \alpha_{i} g_{i}$ (respectively, $\prod_{i \in[m]} \alpha_{i} g_{i}$ ). We will identify a node with the polynomial it computes and C with the polynomial computed by its root node. Without loss of generality, C has alternate layers of + and $\times$ gates, every non-leaf gate has fan-in at least two, and every child of a $\times$ gate computes a non-constant polynomial.

An arithmetic formula $C$ over $\mathbb{F}$ is a read-once formula (ROF) if every leaf in $C$ is labelled by either a distinct variable or an $\mathbb{F}$-constant. The product-depth of C , denoted $\Delta$, is the number of $\times$ gates in a longest path in C from the root to a leaf. We call C a + -rooted (similarly, a $\times$-rooted) ROF if the root of C is a + gate (respectively, $\mathrm{a} \times$ gate). The following fact is easy to verify.

Fact 2.5 (Irreducibility of an ROF). The polynomial computed by a + -rooted ROF is irreducible over $\mathbb{F}$.
Definition 2.6 (Canonical ROF). An ROF C is canonical if it satisfies the following properties:

1. $C$ has alternate layers of + and $\times$ gates.
2. Every non-leaf gate in C has fan-in at least 2 .
3. Every child of a $\times$ gate computes a non-constant polynomial.
4. There are no labels on the edges of C .
5. A + gate has at most one constant and at most one variable among its children, but not both.
6. Suppose there is a + gate that has among its children a variable and $\mathrm{a} \times$ gate $v$ such that $v$ has two children - a variable and a + gate $v^{\prime}$. Then, $v^{\prime}$ has no constant among its children.

Let C be a + -rooted canonical ROF over $\mathbb{F}$. The equation $\mathrm{C}=T_{1}+\cdots+T_{s}+\gamma$ means that $T_{1}, \ldots, T_{s}$ are the non-constant children and $\gamma \in \mathbb{F}$ is the constant child of the root + gate. Note that a constant in a canonical ROF C only appears as a child of a + gate. Thus, all constants present in C are additive-constants. An example of a canonical ROF is an ROANF.

Definition 2.7 (ROANF). A canonical ROF C is in the read-once alternating normal form (ROANF) if it is a complete binary tree, the root of C is a + gate, the bottom-most layer of C contains $\times$ gates, and all the leaves are labelled with distinct variables.

Definition 2.8. An ROF is additive-constant-free if it has no additive-constants.
The following observations are proved in Section B. 6 and B. 7 respectively.
Observation 2.6 (Orbit of a canonical ROF). Let $\mathbb{C}$ be an ROF over $\mathbb{F}$. Then, there is a canonical ROF $\mathrm{C}^{\prime}$ over $\mathbb{F}$ such that $\mathrm{C}^{\prime} \in \operatorname{orb}(\mathrm{C})$. If C is additive-constant-free, then so is $\mathrm{C}^{\prime}$.

Observation 2.7 (Essential variables of a canonical ROF). The set of variables labelling the nonconstant leaves of a canonical ROF C is the set of essential variables of C, i.e., C has no redundant variable.

If C is not canonical, then all the variables of C need not be essential. For e.g., $x_{1}+\cdots+x_{n}$ is an ROF with only one essential variable. The above observations imply the following:

Observation 2.8. Let C be an ROF, $\mathrm{C}^{\prime}$ a canonical ROF, and $\mathrm{C}^{\prime} \in \operatorname{orb}(\mathrm{C})$. Then, $\mathrm{N}_{\text {ess }}(\mathrm{C})=\left|\operatorname{var}\left(\mathrm{C}^{\prime}\right)\right|$.
We now state an important property of a canonical ROF which will be used in the equivalence test in Section 4. A proof of this is given in Section B.8.

Claim 2.1 (Canonical ROF modulo an affine form). Let $n \in \mathbb{N}, \operatorname{char}(\mathbb{F}) \neq 2,|\mathbb{F}|>n$, C be $a+-$ rooted n-variate canonical ROF, and $\ell$ an affine form which is not a constant multiple of some variable. Then, $N_{\text {ess }}\left(\mathrm{C}_{\ell}\right) \geq n-2$.

### 2.1.5 Hessian of a polynomial

Definition 2.9 (Hessian of a polynomial). The Hessian of $g \in \mathbb{F}[\mathbf{x}]$, denoted as $H_{g}$, is the $n \times n$ matrix whose $(i, j)$-th entry is $\frac{\partial^{2} g}{\partial x_{i} \partial x_{j}}$. The determinant of $H_{g}$ is called the Hessian determinant of $g$.

The Hessian matrix appears naturally in the Taylor expansion of a polynomial and has important applications in optimization, second derivative tests, etc. In algebraic complexity, the rank of the Hessian plays a crucial role in the best known lower bound on the determinantal complexity of the permanent [MR04, CCL10]. As mentioned in Section 1, the Hessian determinant is an effective tool for designing equivalence tests for the sum-product polynomial, the power symmetric polynomial [Kay11], and the sum of univariates model [GKP18]. A suitable 4-th order generalization of the Hessian has been used in [GKP18] to study the Waring decomposition problem in the average case. In this work, we focus on understanding the essential variables of the Hessian determinant of a general ROF (see Section 3) to devise an equivalence test for ROFs.

A few basic properties of the Hessian are given below.
Observation 2.9. Let $\mathrm{C}=T_{1}+\cdots+T_{s}+\gamma$ be an ROF over $\mathbb{F}$, where for every $l \in[s], T_{l}$ is $a \times$-rooted sub-ROF of C and $\gamma \in \mathbb{F}$. Suppose the rows and columns of $H_{\mathrm{C}}$ are labelled by $\operatorname{var}\left(T_{1}\right), \ldots, \operatorname{var}\left(T_{s}\right)$ in order. Then, $H_{\mathrm{C}}$ is a block diagonal matrix, where for $l \in[s]$, the $l$-th block on the diagonal is $H_{T_{l}}$.
Fact 2.6 (Chain rule). Let $g \in \mathbb{F}[\mathbf{x}]$ and $h=g(A \mathbf{x})$ for $A \in M(|\mathbf{x}|, \mathbb{F})$. Then, $H_{h}=A^{T} \cdot H_{g}(A \mathbf{x}) \cdot A$.
Fact 2.7. Let $g \in \mathbb{F}[\mathbf{x}]$ and $\mathbf{b} \in \mathbb{F}^{|\mathbf{x}|}$. Then, $H_{g(\mathbf{x}+\mathbf{b})}=H_{g}(\mathbf{x}+\mathbf{b})$.
Fact 2.8. Let $g \in \mathbb{F}[\mathbf{x}], A \in \mathrm{GL}(|\mathbf{x}|, \mathbb{F}), \mathbf{b} \in \mathbb{F}^{|\mathbf{x}|}$ and $h=g(A \mathbf{x}+\mathbf{b})$. Then, $\operatorname{det}\left(H_{h}\right)=\alpha^{2}$. $\operatorname{det}\left(H_{g}\right)(A \mathbf{x}+\mathbf{b})$, where $\alpha=\operatorname{det}(A)$.

### 2.2 Algorithmic preliminaries

Algorithms to remove redundant variables from a polynomial are known [Car06,Kay11]. In the claim below, we mention a slightly general version of such an algorithm. Its proof follows from Fact 2.1 (see also the proof of Claim 2.3 in [KNST19]).

Claim 2.2 (Elimination of redundant variables). Let $d \in \mathbb{N}, \operatorname{char}(\mathbb{F})=0$ or $>d$, and $|\mathbb{F}| \geq 2|\mathbf{x}| d$. There is a randomized poly $(|\mathbf{x}|$, d) time algorithm Remove-Redundant-Vars that takes input black-box access to a $g \in \mathbb{F}[\mathbf{x}]_{\leq d}$ and a set $\mathbf{y} \subseteq \mathbf{x}$ s.t. $\mathbf{x} \backslash \mathbf{y}$ contains a set of essential variables of $g$, and outputs an $A \in \mathrm{GL}(|\mathbf{x}|, \mathbb{F})$ s.t. A maps every $\mathbf{y}$-variable to itself and $g(A \mathbf{x})$ is $\mathbf{y}$-free and has no redundant variables.

If $g_{1}, \ldots, g_{m}$ are pairwise variable disjoint, then it can be shown that $N_{\text {ess }}\left(g_{1} \cdots g_{m}\right)=N_{\text {ess }}\left(g_{1}\right)+$ $\ldots+N_{\text {ess }}\left(g_{m}\right)$ over any field. The following claim proves the converse and, more importantly, provides an algorithm to find a transformation that makes $g_{1}, \ldots, g_{m}$ pairwise variable disjoint.

Claim 2.3 (Making polynomials variable disjoint). Let $d \in \mathbb{N}, \operatorname{char}(\mathbb{F})=0$ or $>d$, and $|\mathbb{F}| \geq 2|\mathbf{x}| d$. There is a randomized poly $\left(|\mathbf{x}|\right.$, d) time algorithm that takes input black-box access to $g_{1}, \ldots, g_{m} \in \mathbb{F}[\mathbf{x}]$, where $g_{1} \cdots g_{m} \in \mathbb{F}[\mathbf{x}]_{\leq d}$ and $N_{\text {ess }}\left(g_{1} \cdots g_{m}\right)=\sum_{i \in[m]} N_{\text {ess }}\left(g_{i}\right)$, and outputs an $A \in \mathrm{GL}(|\mathbf{x}|, \mathbb{F})$ such that $g_{1}(A \mathbf{x}), \ldots, g_{m}(A \mathbf{x})$ are pairwise variable disjoint and individually free of redundant variables.

The claim is proved in Section B.9. The next claim, which generalizes the above claim, is used crucially in the equivalence test presented in Section 4. It is proved in Section B.10.

Claim 2.4 (Making factors variable disjoint). Let $d \in \mathbb{N}, \operatorname{char}(\mathbb{F})=0$ or $>d$, and $|\mathbb{F}| \geq \max \left\{2|\mathbf{x}| d, d^{6}\right\}$. There is a randomized poly $(|\mathbf{x}|, d)$ time algorithm that takes input black-box access to an $f=g(B \mathbf{x}+\mathbf{d})$, where $B \in \operatorname{GL}(|\mathbf{x}|, \mathbb{F}), \mathbf{d} \in \mathbb{F}^{|\mathbf{x}|}$, and $g \in \mathbb{F}[\mathbf{x}]_{\leq d}$ such that $g=g_{1} \cdots g_{m}$ for pairwise variable disjoint $g_{1}, \ldots, g_{m} \in \mathbb{F}[\mathbf{x}]_{\leq d}$, and does the following: (Here, $B, \mathbf{d}, g$, and $g_{1}, \ldots, g_{m}$ are unknown to the algorithm.)

1. It computes an $A \in \mathrm{GL}(|\mathbf{x}|, \mathbb{F})$ such that $g_{1}(B A \mathbf{x}+\mathbf{d}), \ldots, g_{m}(B A \mathbf{x}+\mathbf{d})$ are pairwise variable disjoint and individually free of redundant variables. ( $g_{1}, \ldots, g_{m}$ need not be irreducible.)
2. It computes a set $V$ of pairwise disjoint subsets of $\mathbf{x}$ such that for every $i \in[m]$, there exist $h_{i, 1}, \ldots, h_{i, m_{i}} \in$ $\mathbb{F}[\mathbf{x}]$ satisfying $\prod_{l \in\left[m_{i}\right]} h_{i, l}=g_{i}(B \mathbf{x}+\mathbf{d})$, and $V=\left\{\operatorname{var}\left(h_{i, l}(A \mathbf{x})\right): i \in[m], l \in\left[m_{i}\right]\right\}$.

## 3 The Hessian of an ROF

In this section, we state some important properties of the Hessian determinant of a canonical ROF. These properties play a crucial role in the equivalence test given in Section 4 and allow us to use the Hessian determinant to learn valuable information about the matrix mapping the input polynomial to a canonical ROF. We shall denote the Hessian of a polynomial $g$ by $H_{g}$.

Lemma $3.1\left(\operatorname{det}\left(H_{\mathrm{C}}\right) \neq 0\right)$. Let $n \in \mathbb{N}$ and $\operatorname{char}(\mathbb{F})=0$ or $\geq n$. Let $\mathrm{C}=T_{1}+\cdots+T_{s}+\gamma$ be a canonical ROF over $\mathbb{F}$, where for every $k \in[s], T_{k}$ is a $\times$-rooted canonical $R O F,\left|\operatorname{var}\left(T_{k}\right)\right| \leq n$ and $\gamma \in \mathbb{F}$. If for every $k \in[s], T_{k}$ computes a polynomial of degree at least 2 , then $\operatorname{det}\left(H_{\mathrm{C}}\right) \neq 0$.

The above lemma is proved in Section C.1. For our equivalence test, the mere non-zeroness of the Hessian determinant is not enough; we also need some knowledge about its factors. The following claim, proved in Section C.2, gives us some of these factors.

Claim 3.1 (Factors of $\operatorname{det}\left(H_{\mathrm{C}}\right)$ ). Let $\mathbb{F}$ be an arbitrary field and C a canonical ROF over $\mathbb{F}$. Let $Q$ be a + -rooted sub-ROF of C or a variable connected to $a \times$ gate in C . Let $Q_{1}, \ldots, Q_{m}$ be the siblings of $Q$, i.e., for every $l \in[m], Q_{l}$ is either a variable or a + -rooted sub-ROF of $C$ and has the same parent as $Q$. If $\left|\operatorname{var}\left(Q_{1}\right)\right|+\cdots+\left|\operatorname{var}\left(Q_{m}\right)\right|=e$, then the multiplicity of $Q$ as a factor of $\operatorname{det}\left(H_{C}\right)$ is at least $(e-1)$.

The following corollary is an immediate consequence of the above claim.
Corollary 3.1. Let $\mathbb{F}$ be an arbitrary field and $\mathbb{C}=T_{1}+\cdots+T_{s}+\gamma$ a canonical ROF over $\mathbb{F}$, where for every $k \in[s], T_{k}$ is a $\times$-rooted canonical ROF and $\gamma \in \mathbb{F}$. If $k \in[s]$ is such that $T_{k}$ computes a polynomial of degree at least 3 , then there is a + -rooted or a variable child $Q$ of $T_{k}$ such that $Q$ is a factor of $\operatorname{det}\left(H_{C}\right)$.

In the remainder of this section, we describe the variables that are essential for $\operatorname{det}\left(H_{\mathrm{C}}\right)$ and the variables that do not appear in it. We first define the notion of "skewed paths" which helps us in characterizing these variables.

Definition 3.1 (Skewed path). Let $Q$ be a + -rooted sub-ROF of C and $T_{1}, \ldots, T_{m}$ be the product gates on the path from the root of $C$ to $Q$. If for all $i \in[m], T_{i}$ has just two children - a + -rooted ROF containing $Q$ and a variable $x_{i}$ - then we say that the path to $Q$ is skewed and identify this path with the "marker" monomial $\mu=\prod_{i \in[m]} x_{i}$. We say $x_{1}, \ldots, x_{m}$ are in the skewed path.

Few other terminologies. We call a variable $x$ a dangling variable if its parent in C is a + gate. For a + -rooted sub-ROF $Q=T_{1}+\cdots+T_{s}+\gamma$, where at most one of $T_{1}, \ldots, T_{s}$ is a variable and the rest are $\times$-rooted ROFs, we call the sum of all $T_{i}$ computing a degree two monomial the quadratic form of $Q$. Also, a variable $x$ is said to be in the quadratic form of $Q$ if it is in $\operatorname{var}\left(T_{i}\right)$ for some $T_{i}$ computing a degree two monomial. Suppose that the path to a + -rooted sub-ROF $Q$ is skewed, and the skewed path to $Q$ is identified by the monomial $\mu$. Then, if $x$ is a dangling variable connected to the top-most + gate in $Q$, we say that $x$ is the dangling variable along the skewed path $\mu$. Similarly, we call the quadratic form of $Q$ the quadratic form along the skewed path $\mu$. We now describe the essential variables of $\operatorname{det}\left(H_{\mathrm{C}}\right)$ using these terminologies.

Claim 3.2 (Essential variables of $\operatorname{det}\left(H_{\mathrm{C}}\right)$ ). Let $n \in \mathbb{N}, \operatorname{char}(\mathbb{F})=0$ or $\geq n$, and $\mathrm{C}=T_{1}+\cdots+$ $T_{s}+\gamma$ be a canonical ROF computing an $n$-variate polynomial such that for all $k \in[s], \operatorname{deg}\left(T_{k}\right) \geq 2$ and $\gamma \in \mathbb{F}$. Then, every variable in $\operatorname{var}(\mathrm{C})$ other than the variables in the quadratic form of the top-most + gate of C , the dangling variables along skewed paths and the variables appearing in the quadratic forms along skewed paths is truly essential for $\operatorname{det}\left(H_{\mathrm{C}}\right)$.

The above claim is proved in Section C.3. The following two claims proved in Sections C. 4 and C. 5 describe some (but not all) variables that are not present in $\operatorname{det}\left(H_{\mathrm{C}}\right)$.

Claim 3.3 (Variables of quadratic forms). Let $Q$ be a + -rooted sub-ROF of C and $\mathbf{y}$ be the set of all variables in the quadratic form of $Q$. Then, either all $\mathbf{y}$-variables are present in $\operatorname{det}\left(H_{\mathrm{C}}\right)$ or all are absent. Further if all $\mathbf{y}$-variables are present in $\operatorname{det}\left(H_{\mathrm{C}}\right)$, then they are also truly essential for $\operatorname{det}\left(H_{\mathrm{C}}\right)$.

Claim 3.4 (Missing dangling variables). Let $\mathrm{C}=T_{1}+\cdots+T_{s}+\gamma$, where $T_{1}, \ldots, T_{s}$ are $\times$-rooted sub-ROFs and $\gamma \in \mathbb{F}$. If for any $k \in[m], T_{k}=x Q$ for a + -rooted sub-ROF $Q$, and $y$ is a dangling variable connected to the top-most + gate of $Q$, then $y$ is not present in $\operatorname{det}\left(H_{C}\right)$.

## 4 Equivalence test for ROFs

In this section, we prove Theorem 1. Suppose that we are given black-box access to an $f \in \mathbb{F}[\mathbf{x}]$ in the orbit of an unknown canonical ROF C. We can assume that C is +-rooted: Suppose the root of C is a $\times$ gate and $\mathrm{C}=g_{1} \cdots g_{m}$, where for every $i \in[m], g_{i}$ is either a variable or a + -rooted canonical ROF. We obtain black-box access to the irreducible factors $f_{1}, \ldots, f_{m^{\prime}}$ of $f$ using the algorithm in [KT90]. Fact 2.5 implies $m=m^{\prime}$. We can assume that for every $i \in[m], f_{i} \in \operatorname{orb}\left(g_{i}\right)^{23}$. Then, we apply the algorithm given in Claim 2.3 on $f_{1}, \ldots, f_{m}$ to compute an $A_{0} \in \operatorname{GL}(n, \mathbb{F})$ such that $f_{1}\left(A_{0} \mathbf{x}\right), \ldots, f_{m}\left(A_{0} \mathbf{x}\right)$ are pairwise variable disjoint. For $i \in[m]$, let $\mathbf{x}_{i}=\operatorname{var}\left(f_{i}\left(A_{0} \mathbf{x}\right)\right)$ and $f_{i}^{\prime}\left(\mathbf{x}_{i}\right)=f_{i}\left(A_{0} \mathbf{x}\right)$. Suppose, for every $i \in[m]$, we could compute an $A_{i} \in \mathrm{GL}\left(\left|\mathbf{x}_{i}\right|, \mathbb{F}\right)$ such that

[^10]$f_{i}^{\prime}\left(A_{i} \mathbf{x}_{i}\right) \in \operatorname{PS}-\operatorname{orb}\left(g_{i}\right)$. Let $A:=\operatorname{diag}\left(A_{1}, \ldots, A_{m}\right)$, which is block-diagonal. Then, $f\left(A_{0} A \mathbf{x}\right) \in$ PS-orb(C). Thus, the problem reduces to performing equivalence tests for +-rooted canonical ROFs. Before giving the equivalence test, we first give a high-level description of it.

### 4.1 An overview of the algorithm

We are given black-box access to an $f \in \mathbb{F}[\mathbf{x}]$ such that there exist a $B \in \operatorname{GL}(n, \mathbb{F})$, a $\mathbf{d} \in \mathbb{F}^{n}$, and a canonical ROF C satisfying $f=\mathrm{C}(B \mathbf{x}+\mathbf{d})$. Let $\mathrm{C}=T_{1}+\cdots+T_{s}+\gamma$, where at most one of the terms $T_{1}, \ldots, T_{s}$ is a variable and the rest are $\times$-rooted ROFs, and $\gamma \in \mathbb{F}$. Also, $f=\widehat{T}_{1}+\cdots+\widehat{T}_{s}+\gamma$, where for all $k \in[s], \widehat{T}_{k}=T_{k}(B \mathbf{x}+\mathbf{d})$. The equivalence test can be divided into two phases. In the first phase, we compute an $A_{0} \in \operatorname{GL}(n, \mathbb{F})$ such that $\widehat{T}_{1}\left(A_{0} \mathbf{x}\right), \ldots, \widehat{T}_{s}\left(A_{0} \mathbf{x}\right)$ are variable disjoint. In the second phase, we recursively perform equivalence test on the factors of $\widehat{T}_{1}\left(A_{0} \mathbf{x}\right), \ldots, \widehat{T}_{s}\left(A_{0} \mathbf{x}\right)$. A pictorial overview of the algorithm is given in Appendix G.

## Phase 1: Making terms variable disjoint

We rearrange and divide the terms of C and of $f$ into four groups: Terms $T_{1}, \ldots, T_{s_{1}}$ are called the "good" terms of C if none of them is a dangling variable, nor a degree 2 monomial, nor does it look like $x \cdot Q$ for some $x \in \mathbf{x}$ and a +-rooted ROF $Q$. Similarly, $\widehat{T}_{1}, \ldots, \widehat{T}_{S_{1}}$ are the good terms of $f$. Terms $T_{s_{1}+1}, \ldots, T_{s_{2}}$ are called the "bad" terms of $C$ if each of them looks like $x \cdot Q$ for some $x \in \mathbf{x}$ and a + -rooted ROF $Q$; similarly $\widehat{T}_{s_{1}+1}, \ldots, \widehat{T}_{s_{2}}$ are the bad terms of $f$. Observe that the skewed paths in $C$ occur only in the bad terms of $C$. If $C$ has a top dangling variable, then without loss of generality $T_{s}=x_{n}$, and $T_{s_{2}+1}+\cdots+T_{s^{\prime}}$ is the top quadratic form where $s^{\prime}=s-1$. If C does not have a top dangling variable, then $T_{s_{2}+1}+\cdots+T_{s^{\prime}}$ is the top quadratic form where $s^{\prime}=s$. If $C$ has a top dangling variable, then let $\ell:=\widehat{T}_{s}$. This phase can be divided into three steps. In the first step, we make all the good terms variable disjoint. In the second step, we make all the bad and quadratic terms variable disjoint and ensure that $\sum_{k=s_{2}+1}^{s^{\prime}} \widehat{T}_{k}$ maps to $\left(y_{1}+c_{1}\right)\left(y_{2}+c_{2}\right)+\cdots\left(y_{l-1}+c_{l-1}\right)\left(y_{l}+c_{l}\right)$ for some $y_{1}, \ldots, y_{l} \in \mathbf{x}$ and $c_{1}, \ldots, c_{l} \in \mathbb{F}$. If C has a top dangling variable, then in the third step, we map $\ell$ to an affine form in a single variable.

Step 1: Making the good terms variable disjoint. To make the terms variable disjoint, we make extensive use of the Hessian determinant. If C does not have a top dangling variable, then $h=$ $\operatorname{det}\left(H_{f}\right) \neq 0$ (see Lemma 3.1 and Fact 2.8). Otherwise, we apply a random transformation $R \in$ $\mathbb{F}^{n \times n}$ to $f$ and compute $h=\operatorname{det}\left(H_{1}\right)$; here $H_{1}$ is the Hessian of $f(R \mathbf{x})$ with respect to $\left\{x_{1}, \ldots, x_{n-1}\right\}$. In this case, we refer to $x_{n}$ as $u_{0}$. If C does not have a top dangling variable, then let $R=I_{n \times n}$ and $H_{1}=H_{f}$. Let $H_{2}$ be the Hessian of $\sum_{k \in\left[s^{\prime}\right]} T_{k} \cdot{ }^{24}$ Note that $H_{1}$ and $H_{2}$ are $n \times n$ matrices if $C$ has no top dangling variable and $(n-1) \times(n-1)$ matrices otherwise. We show in Claim 4.2 that in both cases, $h$ is a non-zero constant multiple of $\operatorname{det}\left(H_{2}\right)(B R \mathbf{x}+\mathbf{d})$. We then invoke Make-Factors-Variable-Disjoint() (see Claim 2.4) on $h$ to compute an $A_{0} \in G L(n, \mathbb{F})$ that makes the factors of $h$, i.e., $h_{1}=\operatorname{det}\left(H_{T_{1}}\right)(B R \mathbf{x}+\mathbf{d}), \ldots, h_{s_{2}}=\operatorname{det}\left(H_{T_{s_{2}}}\right)(B R \mathbf{x}+\mathbf{d})$ variable disjoint. ${ }^{25}$

For all $k \in\left[s_{2}\right]$, let $\operatorname{var}\left(h_{k}\left(A_{0} \mathbf{x}\right)\right)=\mathbf{z}_{k}$; as $h_{k}\left(A_{0} \mathbf{x}\right)$ has no redundant variables, all variables in $\mathbf{z}_{k}$ are essential for it. Let $\mathbf{z}_{k}^{\prime} \subseteq \mathbf{z}_{k}$ be the set of truly essential variables and $\mathbf{z}_{k}^{\prime \prime}:=\mathbf{z}_{k} \backslash \mathbf{z}_{k}^{\prime}$ the set of ordinary essential variables in $\mathbf{z}_{k}$. Let $\mathbf{z}=\uplus_{k \in\left[s_{2}\right]} \mathbf{z}_{k}$ and $\mathbf{y}=\mathbf{x} \backslash \mathbf{z}$. From Claim 3.2, all variables

[^11]in C other than the top dangling variable, the variables appearing in the top quadratic form, the dangling variables along skewed paths (see Definition 3.1) and the variables appearing in the quadratic forms along skewed paths are truly essential for $\operatorname{det}\left(H_{2}\right)$. In particular, for all good terms $T_{k}$, $\left|\operatorname{var}\left(T_{k}\right)\right|=\left|\mathbf{z}_{k}^{\prime}\right|=\left|\mathbf{z}_{k}\right| ;$ by applying a permutation on the variables in C if necessary, we can assume that $\operatorname{var}\left(T_{k}\right)=\mathbf{z}_{k}^{\prime}=\mathbf{z}_{k}$. We then argue (using Observation 2.2) that for all $k \in\left[s_{1}\right]$ and all $z \in \mathbf{z}_{k}, B R A_{0} \circ z \in \mathbb{F}\left[\mathbf{z}_{k}\right]$. Hence, the good terms $\widehat{T}_{1}\left(R A_{0} \mathbf{x}\right), \ldots, \widehat{T}_{s_{1}}\left(R A_{0} \mathbf{x}\right)$ are variable disjoint.

We also use Claim 2.1 to compute an affine transformation ${ }^{26} \mathbf{C x}+\mathbf{b}$ that maps all the "good" linear factors of $h\left(A_{0} \mathbf{x}\right)$ to constant multiples of distinct variables (while preserving the variable disjointness of $\left.\widehat{T}_{1}\left(R A_{0} \mathbf{x}\right), \ldots, \widehat{T}_{s_{1}}\left(R A_{0} \mathbf{x}\right)\right)$. A linear factor of $h\left(A_{0} \mathbf{x}\right)$ is good, if there exists an $x \in \mathbf{x}$ connected to a $\times$ gate (of C) computing a polynomial of degree at least 3 such that $B R A_{0} \mathbf{x}+\mathbf{d}$ maps $x$ to a constant multiple of that factor. Finally, we update $A_{0}$ to $R A_{0} C$ and $\mathbf{b}$ to $R A_{0} \mathbf{b}$.

Step 2: Making the bad and quadratic terms variable disjoint. The only variables in a bad term $T_{k}$ that need not be truly essential for $\operatorname{det}\left(H_{2}\right)$ are the dangling variables along skewed paths and the variables appearing in the quadratic forms along skewed paths - call these the "bad" variables. We show (using Observation 2.2) that all other variables are already mapped to affine forms in $\mathbf{z}_{k}$ by $B A_{0} \mathbf{x}+B \mathbf{b}+\mathbf{d}$. Thus, we only need to handle the linear forms that these bad variables map to. Here skewed paths help us. If $z \in \mathbf{z}_{k}^{\prime}$ is a variable in a skewed path in $T_{k}$ and its sibling in $T_{k}$ is $Q$, then by "absorbing" an appropriate constant in $Q\left(B A_{0} \mathbf{x}+B \mathbf{b}+\mathbf{d}\right)$, we can assume that $B A_{0} \mathbf{x}+B \mathbf{b}+\mathbf{d}$ maps $z$ to a variable $z^{\prime}{ }^{27}$ In fact, by permuting the variables in $C$ if necessary, we can assume that $z^{\prime}=z$. Hence, each skewed path in $f\left(A_{0} \mathbf{x}+\mathbf{b}\right)$ is a "marker" monomial in $\mathbf{z}$.

Step 2.1 (Processing quadratic forms along skewed paths). At first, we treat $f\left(A_{0} \mathbf{x}+\mathbf{b}\right)$ as a polynomial in $\mathbf{y}=\mathbf{x} \backslash \mathbf{z}$ over $\mathbb{F}[\mathbf{z}]$ and obtain black-box access to the homogeneous degree- 2 component $\widehat{q}$ in $\mathbf{y}$ of $f\left(A_{0} \mathbf{x}+\mathbf{b}\right)$. The coefficients of the $\mathbf{y}$-monomials of $\widehat{q}$ are $n$-sparse polynomials in $\mathbb{F}[\mathbf{z}]$; the monomials of these coefficients correspond to skewed paths and the constant terms of these coefficients originate from the top quadratic form of C . As $\widehat{q}$ is an $n^{3}$-sparse polynomial in $\mathbb{F}[\mathbf{z}, \mathbf{y}]$, we can interpolate it using the sparse polynomial interpolation algorithm in [KS01]. Now, by treating $\widehat{q}$ as a polynomial in $\mathbf{z}$ over $\mathbb{F}[\mathbf{y}]$, we see that the coefficients of the $\mathbf{z}$-monomials of $\widehat{q}$ are related to the "unprocessed" quadratic forms along skewed paths as follows.

Let $q_{0}$ be the top quadratic form of $C, q_{1}, \ldots, q_{m}$ the quadratic forms along skewed paths whose variables do not appear in $\operatorname{det}\left(H_{2}\right)$ (see Claim 3.3), and $\mu_{1}, \ldots, \mu_{m}$ the corresponding skewed paths. If $q_{i}=y_{1} y_{2}+\cdots+y_{l-1} y_{l}$, then we show that the coefficient of $\mu_{i}$ in $\widehat{q}$ (if $i=0$, then the $\mathbb{F}[\mathbf{y}]-$ constant term in $\widehat{q})$ is $\widetilde{q}_{i}:=\left[\ell_{y_{1}}\right]_{\mathbf{y}}\left[\ell_{y_{2}}\right]_{\mathbf{y}}+\cdots+\left[\ell_{y_{l-1}}\right]_{\mathbf{y}}\left[\ell_{y_{l}}\right]_{\mathbf{y}}$. Here, for any $x \in \mathbf{x}, \ell_{x}=B A_{0} \circ x$ and $\left[\ell_{x}\right]_{y}$ is $\ell_{x}$ restricted to the $\mathbf{y}$-variables. So, we can use Claim 2.3 and QFE (see Fact A.3) to map the coefficients of all the z-monomials of $\widehat{q}$ to variable disjoint, canonical quadratic forms (i.e., quadratic forms that look like $y_{1} y_{2}+\cdots+y_{l-1} y_{l}$ ). We then argue (in Claim 4.5) that if $A_{1}^{\prime}$ is the matrix obtained by combining the matrices output by QFE on $\widetilde{q}_{1}, \ldots, \widetilde{q}_{m}$ and $A_{1}=A_{0} A_{1}^{\prime}$, then for $\widehat{q}_{i}:=q_{i}(B \mathbf{x}+\mathbf{d}), \widehat{q}_{i}\left(A_{1} \mathbf{x}+\mathbf{b}\right)=\left(y_{1}+h_{1}\right)\left(y_{2}+h_{2}\right)+\cdots+\left(y_{l-1}+h_{l-1}\right)\left(y_{l}+h_{l}\right)$ for some (hitherto unknown) affine forms $h_{1}, \ldots, h_{l} \in \mathbb{F}[\mathbf{z}] .{ }^{28}$ We can assume that the $\mathbf{y}$-variables in $q_{i}$ and

[^12]$\widehat{q}_{i}\left(A_{1} \mathbf{x}+\mathbf{b}\right)$ are the same by applying a permutation on the variables of C if necessary.
Step 2.2 (Handling dangling variables along skewed paths). Call the $\mathbf{y}$-variables not appearing in $\widehat{q}_{0}\left(A_{1} \mathbf{x}+\right.$
 ing to the dangling variables along skewed paths (that are not truly essential for $\operatorname{det}\left(H_{2}\right)$ ) and the top dangling variable. We treat $f\left(A_{1} \mathbf{x}+\mathbf{b}\right)$ as a polynomial in $\mathbf{u}$ over $\mathbb{F}[\mathbf{x} \backslash \mathbf{u}]$ and obtain blackbox access to the homogeneous degree- 1 component $\widehat{\ell}$ in $\mathbf{u}$ of $f\left(A_{1} \mathbf{x}+\mathbf{b}\right)$. The coefficients of the $\mathbf{u}$-variables of $\widehat{\ell}$ are $n$-sparse polynomials in $\mathbb{F}[\mathbf{z}]$; the monomials of these coefficients correspond to skewed paths and the constant terms of these coefficients originate from the top dangling variable. As $\widehat{\ell}$ is an $n^{2}$-sparse polynomial in $\mathbb{F}[\mathbf{z}, \mathbf{u}]$, we interpolate it using [KS01]. Now, by treating $\widehat{\ell}$ as a polynomial in $\mathbf{z}$ over $\mathbb{F}[\mathbf{u}]$, we see that the coefficients of the $\mathbf{z}$-monomials of $\widehat{\ell}$ are related to the "unprocessed" dangling variables along skewed paths as follows.

Let $u_{0}$ be the top dangling variable of $\mathrm{C}, x_{1}, \ldots, x_{m^{\prime}}$ the dangling variables along skewed paths in C that are not truly essential for $\operatorname{det}\left(H_{2}\right)$, and $\mu_{1}, \ldots, \mu_{m^{\prime}}$ the corresponding skewed paths. Then, $\left[\ell_{x_{i}}\right]_{\mathbf{u}}$ (where $\ell_{x_{i}}$ is the linear form that $B A_{1} \mathbf{x}$ maps $x_{i}$ to) is the coefficient of $\mu_{i}$ in $\widehat{\ell}$ and the $\mathbb{F}[\mathbf{u}]-$ constant term in $\widehat{\ell}$ is $\left[\ell_{u_{0}}\right]_{\mathbf{u}}$. We then find a basis $\mathscr{B}$ of the coefficients of $\mathbf{z}$-monomials (which are linear forms in $\mathbf{u}$ ) and compute an $A_{2}^{\prime}$ that maps these basis elements to distinct $\mathbf{u}$-variables. Now there is a subtle point to address here: The size of $\mathscr{B}$ can possibly be strictly less than $m^{\prime}+1$, which is the number of "unprocessed" dangling variables. And yet we wish to show that $A_{2}^{\prime}$ takes care of all the $m^{\prime}+1$ dangling variables. Let us see (at a high level) how this works.

We argue that the elements of $\mathscr{B}$ are of two kinds. First, we show (in Observation 4.2) that for $x \in\left\{u_{0}, x_{1}, \ldots, x_{m^{\prime}}\right\},\left[\ell_{x}\right]_{\mathbf{u}}$ is always in $\mathscr{B}$ if $x$ does not appear in $\operatorname{det}\left(H_{2}\right)$; this part of $\mathscr{B}$ is independent of the choice of the basis $\mathscr{B}$. Second, we show in Claim 4.7 that the remaining elements of $\mathscr{B}$ correspond to a set of redundant variables of $\operatorname{det}\left(\mathrm{H}_{2}\right)$ among the variables appearing in $\operatorname{det}\left(H_{2}\right)$; this part varies with the choice of $\mathscr{B}$. This structure of $\mathscr{B}$ helps us prove the following: For $k \in\left\{s_{1}+1, \ldots, s_{2}\right\}$, let $\mathbf{x}_{k}^{\prime}$ be the set of all $x \in \operatorname{var}\left(T_{k}\right)$ such that $\left[\ell_{x}\right]_{\mathbf{u}}$ is in $\mathscr{B}$. Let $\mathbf{y}_{k}$ be the union of the $\mathbf{y}$-variables present in the quadratic forms along skewed paths in $\widehat{T}_{k}\left(A_{1} A_{2}^{\prime} \mathbf{x}+\mathbf{b}\right)$ and the $\mathbf{u}$-variables in $\ell_{x}\left(A_{2}^{\prime} \mathbf{x}\right)$ for $x \in \mathbf{x}_{k}^{\prime}$. Then, we show in Observation 4.4 that as long as we map $\ell_{x}\left(A_{2}^{\prime} \mathbf{x}\right)$ to a linear form in $\mathbb{F}\left[\mathbf{z}_{k} \uplus \mathbf{y}_{k}\right]$ for all $x \in \mathbf{x}_{k^{\prime}}^{\prime}$, we would have mapped all $\ell_{x^{\prime}}$, where $x^{\prime} \in \operatorname{var}\left(T_{k}\right)$ is a dangling variable along a skewed path, to linear forms in $\mathbb{F}\left[\mathbf{z}_{k} \uplus \mathbf{y}_{k}\right]$.

It follows that $\left[\ell_{u_{0}}\right]_{\mathbf{u}}$ is in $\mathscr{B}\left(\right.$ as $u_{0} \notin \operatorname{var}\left(\operatorname{det}\left(H_{2}\right)\right)$ ) and $A_{2}^{\prime}$ maps it to $u_{0}$ (without loss of generality by applying a permutation on $\operatorname{var}(\mathrm{C})$ if required). Apart from $\left[\ell_{u_{0}}\right]_{\mathbf{u}}$, let $\left[\ell_{x_{1}}\right]_{\mathbf{u}}, \ldots,\left[\ell_{x_{m}}\right]_{\mathbf{u}}$ be the other $\mathscr{B}$-elements. Then, $\ell_{u_{0}}\left(A_{2}^{\prime} \mathbf{x}\right)$ looks like $u_{0}+h_{0,1}(\mathbf{y} \backslash \mathbf{u})+h_{0,2}(\mathbf{z})$ and $\ell_{x_{i}}\left(A_{2}^{\prime} \mathbf{x}\right)$ looks like $u_{i}+h_{i, 1}(\mathbf{y} \backslash \mathbf{u})+h_{i, 2}(\mathbf{z})$, where $h_{i, 1}(\mathbf{y} \backslash \mathbf{u})$ is an affine form in $\mathbf{y} \backslash \mathbf{u}$ and $h_{i, 2}(\mathbf{z})$ is an affine form in $\mathbf{z}$ for all $0 \leq i \leq m$. In fact, by renaming the variables of C if required, we can assume $x_{i}=u_{i}$ for all $i \in[m]$. So, we will refer to $\mathbf{x}_{k}^{\prime}$ as $\mathbf{u}_{k}$. We save $V:=\left\{\left(1, u_{0}\right),\left(\mu_{1}, u_{1}\right), \ldots,\left(\mu_{m}, u_{m}\right)\right\}$ for Step 2.3. Let $A_{2}=A_{1} A_{2}^{\prime}$ and $\ell_{x}$ be the linear form that $B A_{2}$ maps $x$ to. Our goal in the next step is to compute a linear transformation that for all $k \in\left\{s_{1}+1, \ldots, s_{2}\right\}$ removes "external" variables, i.e., variables not in $\mathbf{z}_{k} \uplus \mathbf{y}_{k}$, from all $\ell_{y}$ and $\ell_{u}$ for $y \in \mathbf{y}_{k} \backslash \mathbf{u}_{k}$ and $u \in \mathbf{u}_{k}$. Also, we want to map the top quadratic form to an expression $\left(y_{1}+c_{1}\right)\left(y_{2}+c_{2}\right)+\cdots\left(y_{l-1}+c_{l-1}\right)\left(y_{l}+c_{l}\right)$, where $c_{i} \in \mathbb{F}$.

Step 2.3 (Removing external variables from terms). We first remove external z-variables from $\ell_{y}$ for $y \in \mathbf{y} \backslash \mathbf{u}$; such an $\ell_{y}$ does not have external $\mathbf{y}$-variables. We also remove external $(\mathbf{y} \backslash \mathbf{u})$-variables from $\ell_{u}$ for $u \in \mathbf{u}$; such an $\ell_{u}$ does not have external $\mathbf{u}$-variables. This is done as follows: For all
$y \in \mathbf{y} \backslash \mathbf{u}$, compute $g=\frac{\partial f\left(A_{2} \mathbf{x}+\mathbf{b}\right)}{\partial y}$; it will contain only one $\mathbf{y}$-variable, say $y^{\prime}$. The sparsity of $g$ is at most $2 n$, so we can interpolate it. If $y^{\prime}$ is multiplied by the $\mathbf{z}$-monomial $\mu$ in $g$ ( $\mu$ can be 1 ), then we express $g$ as $\mu\left(y^{\prime}+\ell^{\prime}\right)+r(\mathbf{z})$, where $\ell^{\prime}$ is an affine form in $\mathbf{z}$, and $r(\mathbf{z}) \in \mathbb{F}[\mathbf{z}]$. Suppose $y \in \mathbf{y}_{k} \backslash \mathbf{u}_{k}\left(k\right.$ can be figured out from $\mu$ ). We show in Observation 4.5 that for every $z \notin \mathbf{z}_{k}$ in $\ell^{\prime}$, the coefficient $\beta$ of $z$ in $\ell^{\prime}$ can be assumed to be the same as its coefficient in $\ell_{y^{\prime}}$. So, by translating $y^{\prime}$ by $-\beta z$ we can remove $z$ from $\ell_{y^{\prime}}$. Then, we show in Observation 4.6 that for all monomials $\mu_{i}$ in $r(\mathbf{z})\left(\mu_{i}\right.$ can be 1) such that $\left(\mu_{i}, u_{i}\right) \in V$ and $u_{i} \notin \mathbf{u}_{k}$, the coefficient $\beta$ of $\mu_{i}$ in $r(\mathbf{z})$ can be assumed to be the same as the coefficient of $y$ in $\ell_{u_{i}}$. So, to remove $y$ from the latter, we just need to translate $u_{i}$ by $-\beta y$. The transformation $A_{3}^{\prime}$ computed thus removes external $\mathbf{z}$-variables from $\ell_{y}$ for $y \in \mathbf{y} \backslash \mathbf{u}$ and external $(\mathbf{y} \backslash \mathbf{u})$-variables from $\ell_{u}$ for $u \in \mathbf{u}$. It also follows from the disambiguation argument in Observations 4.5 and 4.6 that $A_{3}^{\prime}$ maps the top quadratic form to $\left(y_{1}+c_{1}\right)\left(y_{2}+c_{2}\right)+\cdots\left(y_{l-1}+c_{l-1}\right)\left(y_{l}+c_{l}\right)$ for $c_{i} \in \mathbb{F}$.

Let $A_{3}=A_{2} A_{3}^{\prime}$ and $\ell_{x}$ be the linear form that $B A_{3}$ maps $x$ to. Then, we only need to remove the external $\mathbf{z}$-variables from $\ell_{u}$ for all $u \in \mathbf{u}_{k}$ and $k \in\left\{s_{1}+1, \ldots, s_{2}\right\}$. Let $u_{i} \in \mathbf{u}_{k}$. To remove $z \notin \mathbf{z}_{k}$ from $\ell_{u_{i}}$, we obtain $g$ from $f\left(A_{3} \mathbf{x}+\mathbf{b}\right)$ by setting all variables other than $\operatorname{var}\left(\mu_{i}\right)$ and $z$ to 0 . Then, using the disambiguation argument in Observation 4.7, we show that the coefficient $\beta$ of $z$ in $\ell_{u_{i}}$ can be readily derived from the coefficient of $\mu_{i}$ in $\frac{\partial g}{\partial z}$. Thus, by translating $u_{i}$ by $-\beta z$, we can remove $z$ from the $\ell_{u_{i}}$. If $A_{4}^{\prime}$ is the transformation computed this way and $A_{4}=A_{3} A_{4}^{\prime}$, then in $f\left(A_{4} \mathbf{x}+\mathbf{b}\right)$ all non-linear terms are variable disjoint.

Step 3: Learning the top linear form. Let $\ell_{x}$ be the linear form that $B A_{4}$ maps $x$ to. If $C$ has a top dangling variable, then Steps 1 and 2 ensure that $u_{0}$ is only present in the linear form $\ell_{u_{0}}$. Moreover, Step 2.3 implies that $\ell_{u_{0}}$ is free of $\mathbf{y} \backslash\left\{u_{0}\right\}$ variables. In particular, none of the variables in the quadratic term $\sum_{k=s_{2}+1}^{s^{\prime}} \widehat{T}_{k}\left(A_{4} \mathbf{x}+\mathbf{b}\right)$ is in $\ell_{u_{0}}$. So, we only need to remove the variables in $\widehat{T}_{1}\left(A_{4} \mathbf{x}+\mathbf{b}\right), \ldots, \widehat{T}_{s_{2}}\left(A_{4} \mathbf{x}+\mathbf{b}\right)$ from $\ell_{u_{0}}$. Towards this, we first use second derivatives (in Claim 4.13) to learn $\operatorname{var}\left(\widehat{T}_{1}\left(A_{4} \mathbf{x}+\mathbf{b}\right)\right), \ldots, \operatorname{var}\left(\widehat{T}_{s_{2}}\left(A_{4} \mathbf{x}+\mathbf{b}\right)\right)$; let these variable sets be $\mathbf{z}_{1}, \ldots, \mathbf{z}_{s_{2}} .{ }^{29}$ Then, we iteratively learn $\ell_{u_{0}}$ in $s_{2}$ iterations. In the $k$-th iteration, we learn $\left[\ell_{u_{0}}\right]_{\mathbf{z}_{k}}$. To do this, we first obtain $\widehat{T}:=\widehat{T}_{k}\left(A_{4} \mathbf{x}+\mathbf{b}\right)+\left[\ell_{u_{0}}\right]_{\mathbf{z}_{k}}+\gamma^{\prime}$, where $\gamma^{\prime} \in \mathbb{F}$, by setting all but $\mathbf{z}_{k}$-variables to zero. The argument to learn $\left[\ell_{u_{0}}\right]_{\mathbf{z}_{k}}$ from $\widehat{T}$ is a generalization of the argument used for 'Finding $c^{\prime}$ ' under Hurdle 3 in Section 1.3.2. However, it is more involved as (unlike the constant $c$ in Section 1.3.2) $\left[\ell_{u_{0}}\right]_{\mathbf{z}_{k}}$ is not uniquely determined. This leads to a couple of complications: One, the circuit that we derive by "learning" $\left[\ell_{u_{0}}\right]_{\mathrm{z}_{k}}$ is strictly speaking not canonical. Two, it is now unclear how to test if a chosen factor of the Hessian determinant of $\widehat{T}$ is "good". We elaborate on these next to show how the non-uniqueness of $\left[\ell_{u_{0}}\right]_{\mathbf{z}_{k}}$ is handled.

We use the factors of $h^{\prime}$, the Hessian determinant of $\widehat{T}$ with respect to the $\mathbf{z}_{k}$-variables, to learn an affine form $\ell_{k}$ such that $\widehat{T}-\ell_{k}$ is reducible. Observe that $h^{\prime}$ is the Hessian determinant of $T_{k}$ evaluated at $B A_{4} \mathbf{x}+B \mathbf{b}+\mathbf{d}$. Corollary 3.1 implies that at least one of the factors of $\widehat{T}_{k}\left(A_{4} \mathbf{x}+\mathbf{b}\right)$ is a factor of $h^{\prime}$. We will refer to the factors of $h^{\prime}$ that are also factors of $\widehat{T}_{k}\left(A_{4} \mathbf{x}+\mathbf{b}\right)$ as "good" factors of $h^{\prime}$. Let $\widehat{Q}$ be a constant multiple of a good factor of $h^{\prime}$. We now show how to learn $\ell_{k}$ using $\widehat{Q}$.
$\widehat{Q}$ is not linear. Let $\mathbf{a}_{1}, \ldots, \mathbf{a}_{\left|z_{k}\right|} \mid$ be random $\mathbb{F}$-vectors of size $\left|\mathbf{z}_{k}\right|$ and $t$ be a fresh variable. For all

[^13]$i \in\left[\left|\mathbf{z}_{k}\right|\right]$, interpolate $\widehat{Q}\left(t \mathbf{a}_{i}\right)$ and $\widehat{T}\left(\mathbf{t a}_{i}\right)$. Discover $\widehat{Q}_{i}^{\prime}(t)$ of degree at most $n$ and $\beta_{i, 0}, \beta_{i, 1} \in \mathbb{F}$ such that $\widehat{Q}\left(t \mathbf{a}_{i}\right) \cdot \widehat{Q}_{i}^{\prime}(t)+\beta_{i, 1} \cdot t+\beta_{i, 0}=\widehat{T}\left(\mathbf{t a}_{i}\right)$ by solving a system of linear equations in the coefficients of $\widehat{Q}_{i}^{\prime}(t)$ and $\beta_{i, 0}, \beta_{i, 1}$. One solution is $\widehat{Q}_{i}^{\prime}=\left(\widehat{T}_{k}\left(A_{4} \mathbf{x}+\mathbf{b}\right) / \widehat{Q}\right)\left(t \mathbf{a}_{i}\right), \beta_{i, 1}=\left[\ell_{u_{0}}\right]_{\mathbf{z}_{k}}\left(\mathbf{a}_{i}\right)$, and $\beta_{i, 0}=\gamma^{\prime}$. We show in the proof of Claim 4.15 that this solution is unique with high probability over the randomness of $\mathbf{a}_{1}, \ldots, \mathbf{a}_{\mathbf{z}_{k} \mid}$. Then, we set $\ell_{k}$ to be the affine form obtained by interpolation using $\beta_{1,1}, \ldots, \beta_{\left|z_{k}\right|, 1}$ and $\beta_{i, 0}=\gamma^{\prime}$. Hence, $\ell_{k}=\left[\ell_{u_{0}}\right]_{\mathbf{z}_{k}}+\gamma^{\prime}$, and $\widehat{T}-\ell_{k}=\widehat{T}_{k}\left(A_{4} \mathbf{x}+\mathbf{b}\right)$ is reducible.
$\widehat{Q}$ is linear. Suppose that $\widehat{Q}=z$ (recall that in Step 1, we would have mapped $\widehat{Q}$ to a single variable). Let $\mathbf{a}_{1}, \ldots, \mathbf{a}_{\left|\mathbf{z}_{k}\right|-1}$ be random $\mathbb{F}$-vectors of size $\left|\mathbf{z}_{k}\right|-1$ and $t$ a fresh variable. For all $i \in\left[\left|\mathbf{z}_{k}\right|-1\right]$, interpolate the bivariate polynomial $\widehat{T}\left(z, \mathbf{z}_{k} \backslash\{z\}=t \mathbf{a}_{i}\right)$. Find $\widehat{Q}_{i}^{\prime}(z, t)$ of degree at most $n$ and $\beta_{i, 0}, \beta_{i, 1}, \beta_{i, 2} \in \mathbb{F}$ such that $z \widehat{Q}_{i}^{\prime}(z, t)+\beta_{i, 2} \cdot z+\beta_{i, 1} \cdot t+\beta_{i, 0}=\widehat{T}\left(z, \mathbf{z}_{k} \backslash\{z\}=t \mathbf{a}_{i}\right)$ by solving a system of linear equations in the coefficients of $\widehat{Q}_{i}^{\prime}(z, t)$ and $\beta_{i, 0}, \beta_{i, 1}, \beta_{i, 2}$. One such solution is $\widehat{Q}_{i}^{\prime}=\left(\widehat{T}_{k}\left(A_{4} \mathbf{x}+\mathbf{b}\right) / \widehat{Q}\right)\left(z, t \mathbf{a}_{i}\right), \beta_{i, 2}=c_{z}$, the coefficient of $z$ in $\left[\ell_{u_{0}}\right]_{\mathbf{z}_{k}}, \beta_{i, 1}=\left[\ell_{u_{0}}\right]_{\mathbf{z}_{k} \backslash\{z\}}\left(\mathbf{a}_{i}\right)$ and $\beta_{i, 0}=\gamma^{\prime}$. We show in the proof of Claim 4.16 that $\beta_{i, 1}$ and $\beta_{i, 0}$ are unique with high probability over the randomness of $\mathbf{a}_{1}, \ldots, \mathbf{a}_{\left|z_{k}\right|-1}$. So, after using $\beta_{1,1}, \ldots, \beta_{\left|z_{k}\right|-1,1}$ and $\beta_{i, 0}=\gamma^{\prime}$ to interpolate an affine form $\ell_{k}$, we get $\ell_{k}=\left[\ell_{u_{0}}\right]_{\mathbf{z}_{k} \backslash\{z\}}+\gamma^{\prime}$. Hence, $\widehat{T}-\ell_{k}=z\left(\widehat{T}_{k}\left(A_{4} \mathbf{x}+\mathbf{b}\right) / z+c_{z}\right)$ is reducible.

What if $\widehat{Q}$ is not good? As at least one factor $\widehat{Q}$ of $h^{\prime}$ is good, by iterating over all its factors, we ultimately find an $\ell_{k}$ such that $\widehat{T}-\ell_{k}$ is reducible. If $\widehat{Q}$ is good, then either $\ell_{k}=\left[\ell_{u_{0}}\right]_{\mathbf{z}_{k}}+\gamma^{\prime}$ and $\widehat{T}-\ell_{k}=\widehat{T}_{k}\left(A_{4} \mathbf{x}+\mathbf{b}\right)$ or $\ell_{k}=\left[\ell_{u_{0}}\right]_{\mathbf{z}_{k} \backslash\{z\}}+\gamma^{\prime}$ and $\widehat{T}-\ell_{k}=z\left(\widehat{T}_{k}\left(A_{4} \mathbf{x}+\mathbf{b}\right) / z+c_{z}\right)($ where $\widehat{Q}=z)$.
But, what if $\widehat{Q}$ is not good? It turns out that the algorithm only needs to care about finding an $\ell_{k}$ such that $\widehat{T}-\ell_{k}$ is reducible; such an $\ell_{k}$ is always the desired one. This is because, it is implied by the proof of Claim 4.17 that if $\widehat{T}-\ell_{k}$ is reducible, then the following holds: If $\widehat{T}_{k}\left(A_{4} \mathbf{x}+\mathbf{b}\right)$ has no linear factors, then $\ell_{k}=\left[\ell_{u_{0}}\right]_{\mathbf{z}_{k}}+\gamma^{\prime}$. On the other hand, if $\widehat{T}_{k}\left(A_{4} \mathbf{x}+\mathbf{b}\right)=\widehat{Q}_{k, 1} \cdots \widehat{Q}_{k, m_{k}}$ and $\widehat{Q}_{k, 1}=z$, then $\ell_{k}$ and $\left[\ell_{u_{0}}\right]_{\mathbf{z}_{k}}$ must agree on the coefficients of all variables in $\mathbf{z}_{k}$ except perhaps that of $z$. In both the cases, $\widehat{T}-\ell_{k}=\widehat{Q}_{k, 1}\left(\widehat{Q}_{k, 2} \cdots \widehat{Q}_{k, m_{k}}+c\right)$ for some $c \in \mathbb{F}$. Thus, if we redefine $\widehat{T}_{k}\left(A_{4} \mathbf{x}+\mathbf{b}\right)$ as $\widehat{Q}_{k, 1}\left(\widehat{Q}_{k, 2} \cdots \widehat{Q}_{k, m_{k}}+c\right)$, then $\widehat{T}_{k}\left(A_{4} \mathbf{x}+\mathbf{b}\right)=T_{k}^{\prime}\left(B A_{4} \mathbf{x}+B \mathbf{b}+\mathbf{d}\right)$, where if $T_{k}=Q_{k, 1} \cdots Q_{k, m_{k}}$ then $T_{k}^{\prime}:=Q_{k, 1}\left(Q_{k, 2} \cdots Q_{k, m_{k}}+c\right)$. Let $C^{\prime}$ be obtained from C by replacing $T_{k}$ with $T_{k}^{\prime}$ whenever necessary. If $A_{5}$ is obtained from $A_{4}$ by translating $u_{0}$ by the linear part of $\sum_{k \in s_{2}} \ell_{k}$, then $f\left(A_{5} \mathbf{x}+\mathbf{b}\right)=\widehat{T}_{1}\left(A_{5} \mathbf{x}+\mathbf{b}\right)+\cdots+\widehat{T}_{s^{\prime}}\left(A_{5} \mathbf{x}+\mathbf{b}\right)+u_{0}+\gamma$ for $\gamma \in \mathbb{F}$, and $f\left(A_{5} \mathbf{x}+\mathbf{b}\right)=C^{\prime}\left(B A_{5} \mathbf{x}+B \mathbf{b}+\mathbf{d}\right)$. Notice that all the terms of $f\left(A_{5} \mathbf{x}+\mathbf{b}\right)$ are variable disjoint.

Re-canonizing the ROF. Circuit $\mathrm{C}^{\prime}$ need not be a canonical ROF as Property 6 of Definition 2.6 may $\overline{\text { fail. However, for all } k \in\left[s_{2}\right] \text {, all the factors of } T_{k}^{\prime} \text { are canonical. As we recursively perform ET on }}$ only the factors of $\widehat{T}_{k}\left(A_{5} \mathbf{x}\right), \mathrm{C}^{\prime}$ not being canonical is not a problem during recursion. However, at the end of the recursion, we are left with reconstructing a canonical ROF where Property 6 may not hold. But this is not an issue as the ROF reconstruction algorithm (Algorithm 13) in Section F works for canonical ROFs that may not satisfy Property 6. Once an ROF is constructed using Algorithm 13, we go over the ROF in linear time to ensure that Property 6 is satisfied.

## Phase 2: Recursively performing equivalence test on the factors of variable disjoint terms

To perform equivalence test on the factors $\widehat{Q}_{k, 1}\left(A_{5} \mathbf{x}\right), \ldots, \widehat{Q}_{k, m_{k}}\left(A_{5} \mathbf{x}\right)$ of $\widehat{T}_{k}\left(A_{5} \mathbf{x}\right)$ we need to obtain black-box access to each of the factors using only one query to the black-box of $f$. It is important that a single query to $f$ is used, or else, the running time of the algorithm will blow up exponentially with the product depth of the ROF. A detailed overview of this phase is already provided in the discussion following Hurdle 3 in Section 1.3.2. Other details are given in Sections 4.3.4 and 4.3.6.

### 4.2 The algorithm

Having given a high level overview of the algorithm, we now describe it formally.
Algorithm 1 Find-Equivalence( $f(\mathbf{x})$ )
Input: Black-box access to an $n$-variate polynomial $f$ in the orbit of an unknown +-rooted canonical ROF C such that every $x \in \mathbf{x}$ is essential for $f$.
Output: An $A \in \operatorname{GL}(n, \mathbb{F})$ such that $f(A \mathbf{x}) \in \operatorname{PS}-$ orb $(C)$.

1. If $\operatorname{deg}(f)=1$, return $I_{n \times n}$.
/* Making the non-linear terms of $f$ variable disjoint. */
$A_{0}, \mathbf{b}, \mathbf{z},\left\{u_{0}\right\},\left\{\widehat{\mathbf{z}}_{1}, \ldots, \widehat{\mathbf{z}}_{m}\right\} \leftarrow$ Make-Good-Terms-Var-Disjoint $(f)$ (Procedure 2).
$A \leftarrow$ Make-Bad-And-Quadratic-Terms-Var-Disjoint $\left(f(\mathbf{x}), A_{0}, \mathbf{b}, \mathbf{z}, u_{0}\right)$ (Procedure 3) .

$$
/{ }^{*} \text { Learning } \operatorname{var}\left(\widehat{T}_{1}(A \mathbf{x}+\mathbf{b})\right), \ldots, \operatorname{var}\left(\widehat{T}_{s_{2}}(A \mathbf{x}+\mathbf{b})\right) \cdot * /
$$

$\mathbf{y} \leftarrow \mathbf{x} \backslash \mathbf{z} . E \leftarrow \varnothing, G \leftarrow\left(\left\{\widehat{\mathbf{z}}_{1}, \ldots, \widehat{\mathbf{z}}_{m}\right\} \uplus \mathbf{y}, E\right)$, a graph.
for $i, j \in[m]$ do
If for any $z_{1} \in \widehat{\mathbf{z}}_{i}$ and $z_{2} \in \widehat{\mathbf{z}}_{j}, \frac{\partial^{2} f(A \mathbf{x}+\mathbf{b})}{\partial z_{1} \partial z_{2}} \neq 0$, add edge $\left\{\widehat{\mathbf{z}}_{i}, \widehat{\mathbf{z}}_{j}\right\}$ to $E$.
end for
for $i \in[m]$ and $y \in \mathbf{y}$ do
If for any $z \in \widehat{\mathbf{z}}_{i}$ and $y \in \mathbf{y}, \frac{\partial^{2} f(A x+\mathbf{b})}{\partial z \partial y} \neq 0$, add edge $\left\{\widehat{\mathbf{z}}_{i}, y\right\}$ to $E$.
end for
$\mathbf{z}_{1}, \ldots, \mathbf{z}_{s_{2}} \leftarrow$ the variable sets of size more than 1 corresponding to the different connected components of $G . \mathbf{z} \leftarrow \uplus_{k=1}^{s_{2}} \mathbf{z}_{k}, \mathbf{y} \leftarrow \mathbf{x} \backslash \mathbf{z}$.
$/{ }^{*}$ Learning the top linear form if it exits. */
12. i
if $\left\{u_{0}\right\} \neq \varnothing$ then
$\ell^{\prime} \leftarrow$ Find-Top-Linear-Form $(f(A \mathbf{x}+\mathbf{b}))$ (Procedure 5). Update $A$ to map $u_{0}$ to $u_{0}-\ell^{\prime}$.
end if
for $k \in\left[s_{2}\right]$ do
$\widehat{T} \leftarrow \operatorname{Compute}-T e r m-\operatorname{Black}-\operatorname{Box}\left(f\left(A\left(\mathbf{z}_{k}, \mathbf{x} \backslash \mathbf{z}_{k}=\mathbf{0}\right)\right)\right)$ (Procedure 6).
$/{ }^{*}$ Making the factors of $\widehat{T}_{k}(A \mathbf{x})$ variable disjoint. */
17. $\widehat{Q}_{1}, \ldots, \widehat{Q}_{m_{k}} \leftarrow$ black-boxes of the factors of $\widehat{T}$ obtained using the algorithm in [KT90].
18. Compute an $A_{k, 0} \in \mathrm{GL}\left(\left|\mathbf{z}_{k}\right|, \mathbb{F}\right)$ s.t. $\widehat{Q}_{1}\left(A_{k, 0} \mathbf{z}_{k}\right), \ldots, \widehat{Q}_{m_{k}}\left(A_{k, 0} \mathbf{z}_{k}\right)$ are variable disjoint using Make-Polys-Var-Disjoint() (see Claim 2.3). $\forall l \in\left[m_{k}\right], \widehat{Q}_{l} \leftarrow \widehat{Q}_{l}\left(A_{k, 0} \mathbf{z}_{k}\right), \mathbf{z}_{k, l} \leftarrow \operatorname{var}\left(\widehat{Q}_{l}\right)$.
$/ *$ Performing equivalence test on $\widehat{Q}_{1}, \ldots, \widehat{Q}_{m_{k}} * * /$
$F \leftarrow$ a subset of $\mathbb{F}$ of size $n^{5} \cdot{ }^{30} \mathbf{a} \leftarrow$ a vector of size $\mathbf{z}_{k}$ containing random elements from $F$.
for $l \in\left[m_{k}\right]$ do
$\mathbf{a}^{\prime} \leftarrow \mathbf{a}$ restricted to entries corresponding to $\mathbf{z} \backslash \mathbf{z}_{k, l}$.
$\beta_{l} \leftarrow \prod_{l^{\prime} \in\left[m_{k} \backslash \backslash\{l\}\right.} \widehat{Q}_{l^{\prime}}\left(\mathbf{z}_{k, l}, \mathbf{z}_{k} \backslash \mathbf{z}_{k, l}=\mathbf{a}^{\prime}\right) . \widehat{Q}_{l^{\prime}} \leftarrow \beta_{l}^{-1} \cdot \widehat{T}\left(A_{k, 0}\left(\mathbf{z}_{k, l}, \mathbf{z}_{k} \backslash \mathbf{z}_{k, l}=\mathbf{a}^{\prime}\right)\right) . A_{k, l} \leftarrow$ Find-Equivalence $\left(\widehat{Q}_{l}\right)$.
end for
Construct an $A_{k, 0}^{\prime} \in \mathrm{GL}\left(\left|\mathbf{z}_{k}\right|, \mathbb{F}\right)$ that maps every $z \in \mathbf{z}_{k, l}$ to $A_{k, l} \circ z, \forall l \in\left[m_{k}\right] . A_{k} \leftarrow A_{k, 0} A_{k, 0}^{\prime}$.
end for
Construct an $A^{\prime} \in \mathrm{GL}(n, \mathbb{F})$ that maps all $z \in \mathbf{z}_{k}$ to $A_{k} \circ z, \forall k \in\left[s_{2}\right]$ and all $y \in \mathbf{y}$ to $y$. $A \leftarrow A A^{\prime}$.
if $\left\{u_{0}\right\} \neq \varnothing$ then
$f^{\prime} \leftarrow \operatorname{Reconstruct-ROF}(f(A \mathbf{x}))$ (see Appendix F, Algorithm 13).
For every term of $f^{\prime}$ that looks like $\left(\alpha_{1} x+\alpha_{0}\right) Q$ and $Q$ has a constant $\beta$ attached to the top + gate but not a dangling variable, modify $A$ to map $u_{0}$ to $u_{0}-\alpha_{1} \cdot \beta \cdot x$.
30. end if
31. Return $A$.

Recall that the algorithm is given black-box access to an $f \in \mathbb{F}[\mathbf{x}]$ such that there exist a $B \in \mathrm{GL}(n, \mathbb{F})$, a $\mathbf{d} \in \mathbb{F}^{n}$, and a canonical ROF C satisfying $f=\mathrm{C}(B \mathbf{x}+\mathbf{d})$. Also, there are no redundant variables in $f$. Further $\mathrm{C}=T_{1}+\cdots+T_{s}+\gamma$, where $T_{1}, \cdots, T_{s}$ are $\times$-rooted canonical ROFs and $\gamma \in \mathbb{F}$. Also, $f=\widehat{T}_{1}+\cdots+\widehat{T}_{s}+\gamma$, where for all $k \in[s], T_{k}(B \mathbf{x}+\mathbf{d})=\widehat{T}_{k} . T_{1}, \ldots, T_{s_{1}}$ are the "good" terms of C , i.e. none of them is a dangling variable, nor a degree 2 monomial, nor does it look like $x \cdot Q$ for some $x \in \mathbf{x}$ and a + -rooted ROF $Q$. Similarly, $\widehat{T}_{1}, \ldots, \widehat{T}_{s_{1}}$ are the good terms of $f . T_{s_{1}+1}, \ldots, T_{s_{2}}$ are the "bad" terms of C, i.e. they look like $x \cdot Q$, while $\widehat{T}_{s_{1}+1}, \ldots, \widehat{T}_{s_{2}}$ are the bad terms of $f$. If C has a top dangling variable, $T_{s}=x_{n}, s^{\prime}:=s-1$, and $T_{s_{2}+1}+\cdots+T_{s-1}$ is the top quadratic form. If $C$ does not have a top dangling variable, then $T_{s_{2}+1}+\cdots+T_{s}$ is the top quadratic form and $s^{\prime}:=s$. If C has a top dangling variable, then $\ell:=\widehat{T}_{s}$.

We shall give a formal description of the procedures Make-Good-Terms-Var-Disjoint(), Make-Bad-And-Quadratic-Terms-Var-Disjoint(), Find-Top-Linear-Form(), and Compute-Term-Black-Box() while analysing the algorithm. Make-Good-Terms-Var-Disjoint() outputs an $A_{0} \in \operatorname{GL}(n, \mathbb{F})$ and $\mathbf{a} \mathbf{b} \in \mathbb{F}^{n}$ such that $\widehat{T}_{1}\left(A_{0} \mathbf{x}\right), \ldots, \widehat{T}_{s_{1}}\left(A_{0} \mathbf{x}\right)$ are variable disjoint. Make-Bad-And-Quadratic-Terms-Var-Disjoint() outputs an $A \in \mathrm{GL}(n, \mathbb{F})$ and $\mathbf{b} \in \mathbb{F}^{n}$ such that $\widehat{T}_{1}(A \mathbf{x}+\mathbf{b}), \ldots, \widehat{T}_{s^{\prime}}(A \mathbf{x}+\mathbf{b})$ are variable disjoint and $\sum_{k=s_{2}+1}^{s^{\prime}} \widehat{T}_{k}(A \mathbf{x}+\mathbf{b})=\sum_{k=s_{2}+1}^{s^{\prime}}\left(y_{k, 1}+c_{k, 1}\right)\left(y_{k, 2}+c_{k, 2}\right)$, where $c_{k, 1}, c_{k, 2} \in \mathbb{F}$. Find-Top-Linear-Form() maps $\ell(A \mathbf{x})$ to a single variable $u_{0}$. Compute-Term-Black-Box() helps obtain black-box access to $\widehat{T}_{1}(A \mathbf{x}), \ldots, \widehat{T}_{s_{2}}(A \mathbf{x})$ using just one query to the black-box of $f$. Finally Steps 15-25 recursively perform equivalence test on the factors of $\widehat{T}_{1}(A \mathbf{x}), \ldots, \widehat{T}_{s_{2}}(A \mathbf{x})$.

[^14]
### 4.3 Analysis of the algorithm

In this section, we prove the following lemma. This lemma along with the analysis of the running time in Section 4.3.6 proves Theorem 1.
Lemma 4.1 (Correctness of Algorithm 1). Let $\mathbb{F}$ be a field of $\operatorname{char}(\mathbb{F})=0$ or $\geq n^{2}$ and $|\mathbb{F}| \geq n^{13}$. Given black-box access to an n-variate polynomial $f$ in the orbit of an unknown + -rooted canonical ROF C such that every $x \in \mathbf{x}$ is essential for $f$, Algorithm 1 outputs an $A \in \mathrm{GL}(n, \mathbb{F})$ such that $f(A \mathbf{x}) \in \operatorname{PS}-\mathrm{orb}(\mathrm{C})$.

Towards proving this lemma, we first formally describe the Make-Good-Terms-Var-Disjoint(), Make-Bad-And-Quadratic-Terms-Var-Disjoint(), Find-Top-Linear-Form(), and Compute-Term-BlackBox() procedures in the following sections.

### 4.3.1 Making the good terms variable disjoint

The following procedure is used to make all the good terms variable disjoint.

## Procedure 2 Make-Good-Terms-Var-Disjoint $(f(\mathbf{x}))$

Input. $f(\mathbf{x})$, a polynomial in the orbit of a +-rooted canonical ROF C.
Output.

1. $A_{0} \in \mathrm{GL}(n, \mathbb{F}), \mathbf{b} \in \mathbb{F}^{n}$ such that for $k \neq k^{\prime} \in\left[s_{1}\right], \operatorname{var}\left(\widehat{T}_{k}\left(A_{0} \mathbf{x}+\mathbf{b}\right)\right) \cap \operatorname{var}\left(\widehat{T}_{k^{\prime}}\left(A_{0} \mathbf{x}+\mathbf{b}\right)\right)=\varnothing$.
2. For all $x \in \mathbf{x}$ connected to a $\times$-gate in $C$ computing a polynomial of degree $\geq 3, B A_{0} \mathbf{x}+B \mathbf{b}+$ d maps $x$ to constant multiple of a variable. If C has a top dangling variable, then $u_{0}=x_{n}$.
3. $\left\{\widehat{\mathbf{z}}_{1}, \ldots, \widehat{\mathbf{z}}_{m}\right\}$ such that there exists a partition $I_{1}, \ldots, I_{s_{2}}$ of $[m]$ such that for all $k \in\left[s_{2}\right]$, $\uplus_{i \in I_{k}} \widehat{\mathbf{z}}_{i}=\operatorname{var}\left(\operatorname{det}\left(H_{T_{k}}\right)\left(B A_{0} \mathbf{x}+B \mathbf{b}+\mathbf{d}\right)\right) . \mathbf{z}=\uplus_{i \in[m]} \widehat{\mathbf{z}}_{i}$.
/* Computing the Hessian determinant of $f$. */
if $\operatorname{det}\left(H_{f}\right)=0$ then
$F \leftarrow$ a subset of $\mathbb{F}$ of size at least $n^{5} . R \leftarrow$ an $n \times n$ random matrix with entries picked independently and uniformly from $F$. $u_{0} \leftarrow x_{n}$.
$h \leftarrow$ the Hessian determinant of $f(R \mathbf{x})$ with respect to $\mathbf{x} \backslash\left\{u_{0}\right\}$ variables.
$A_{0} \leftarrow$ Remove-Redundant-Vars $\left(h, u_{0}\right)$ (see Claim 2.2).
else
$\left\{u_{0}\right\} \leftarrow \varnothing, h \leftarrow \operatorname{det}\left(H_{f}\right), R \leftarrow I_{n \times n}, A_{0} \leftarrow I_{n \times n}$.
end if
4. $A_{0}^{\prime}, \widehat{\mathbf{z}}_{1}, \ldots, \widehat{\mathbf{z}}_{m} \leftarrow$ Make-Factors-Var-Disjoint $\left(h\left(A_{0} \mathbf{x}\right)\right)$ (see Claim 2.4). $A_{0} \leftarrow A_{0} A_{0}^{\prime} . \quad \mathbf{z} \leftarrow$ $\operatorname{var}\left(h\left(A_{0} \mathbf{x}\right)\right)$.
/* Mapping the good linear factors of $h\left(A_{0} \mathbf{x}\right)$ to distinct variables. */
5. $V \leftarrow$ the set of all linear factors of $h\left(A_{0} \mathbf{x}\right) . C \leftarrow I_{n \times n}, \mathbf{b}^{\prime} \leftarrow \mathbf{0}$.
6. for $\ell^{\prime} \in V$ do
7. If $N_{\text {ess }}\left(f\left(R A_{0} \mathbf{x}\right) \bmod \ell^{\prime}\right)<n-2$, pick a $z \in \operatorname{var}\left(\ell^{\prime}\right)$ and update $C$ and $\mathbf{b}^{\prime}$ such that $\ell(C \mathbf{x}+$ $\left.\mathbf{b}^{\prime}\right)=z($ see Claim 2.1).
end for
8. $\mathbf{b} \leftarrow R A_{0} \mathbf{b}^{\prime}, A_{0} \leftarrow R A_{0} C$. Return $A_{0}, \mathbf{b}, \mathbf{z},\left\{u_{0}\right\},\left\{\widehat{\mathbf{z}}_{1}, \ldots, \widehat{\mathbf{z}}_{m}\right\}$.

We now prove the following lemma which establishes the correctness of the above procedure.

Lemma 4.2 (Correctness of Procedure 2). Make-Good-Terms-Variable-Disjoint $\left(f(\mathbf{x})\right.$ ) outputs an $A_{0} \in$ $\operatorname{GL}(n, \mathbb{F})$ and $a \mathbf{b} \in \mathbb{F}^{n}$ such that $\widehat{T}_{1}\left(A_{0} \mathbf{x}+\mathbf{b}\right), \ldots, \widehat{T}_{s_{1}}\left(A_{0} \mathbf{x}+\mathbf{b}\right)$ are pairwise variable disjoint. Further for all $x \in \mathbf{x}$ connected to $a \times$-gate in $C$ computing a polynomial of degree at least $3, B A_{0} \mathbf{x}+B \mathbf{b}+\mathbf{d}$ maps $x$ to constant multiple of a variable. Moreover, there exists a partition $I_{1}, \ldots, I_{s_{2}}$ of $[\mathrm{m}]$ such that for all $k \in\left[s_{2}\right], \uplus_{i \in I_{k}} \widehat{\mathbf{z}}_{i}=\operatorname{var}\left(\operatorname{det}\left(H_{T_{k}}\right)\left(B A_{0} \mathbf{x}+B \mathbf{b}+\mathbf{d}\right)\right)$ and $\mathbf{z}=\uplus_{i \in[m]} \widehat{\mathbf{z}}_{i}$.

Proof. If C has no dangling variable, then we know from Lemma 3.1 that $\operatorname{det}\left(H_{\mathrm{C}}\right) \neq 0$; from Observation 2.8 this implies $\operatorname{det}\left(H_{f}\right) \neq 0$. Otherwise, we apply a random transformation $R$ to $\mathbf{x}$ in $f$ and compute the Hessian determinant of $f(R \mathbf{x})$ with respect to $\mathbf{x} \backslash\left\{u_{0}\right\}=\left\{x_{1}, \ldots, x_{n-1}\right\}$ variables. Notice that $f(R \mathbf{x})=\mathrm{C}(B R \mathbf{x}+\mathbf{d})$. The following two claims show that this Hessian determinant is non-zero with high probability. Their proofs are given in Sections D. 1 and D.2.
Claim 4.1. The sub-matrix $[B R]_{\mathbf{x} \backslash\left\{u_{0}\right\}, \mathbf{x} \backslash\left\{u_{0}\right\}}$ of $B R$, whose rows and columns are labelled by $\mathbf{x} \backslash\left\{u_{0}\right\}$ variables is invertible with high probability.

Claim 4.2. Let $H_{1}, H_{2}$ be the Hessians of $f(R \mathbf{x})$ and $C$ with respect to $\mathbf{x} \backslash\left\{u_{0}\right\}$-variables, respectively. Then, $h=\operatorname{det}\left(H_{1}\right)=\beta^{2} \operatorname{det}\left(H_{2}\right)(B R \mathbf{x}+\mathbf{d})$, where $\beta=\operatorname{det}\left([B R]_{\mathbf{x} \backslash\left\{u_{0}\right\}, \mathbf{x} \backslash\left\{u_{0}\right\}}\right)$ and $h \neq 0$ with high probability. Also, $u_{0}$ is redundant for $h$ with high probability.

It is easy to see that $H_{2}$ is the Hessian of $\sum_{k \in\left[s^{\prime}\right]} T_{k}+\gamma$. Since $H_{2}$ is a block-diagonal matrix with $H_{T_{k}}, k \in\left[s^{\prime}\right]$ as the diagonal blocks, Claim 4.2 implies that $h=\beta^{2} \cdot \prod_{k \in\left[s^{\prime}\right]} \operatorname{det}\left(H_{T_{k}}\right)(B R \mathbf{x}+\mathbf{d})$. Observe that for every $k \in\left[s_{2}\right], \operatorname{det}\left(H_{T_{k}}\right)$ is non-constant. So for every $k \in\left[s_{2}\right], \operatorname{det}\left(H_{T_{k}}\right)\left(B R A_{0} \mathbf{x}+\right.$ d) is a non-constant factor of $h\left(A_{0} \mathbf{x}\right)$. Thus, after we compute $A_{0}^{\prime}$ by invoking Make-Factors-VarDisjoint() on $h\left(A_{0} \mathbf{x}\right)$ and update $A_{0}$ to be $A_{0} A_{0}^{\prime}$ in Step 8, Claim 2.4 implies that for $k_{1} \neq k_{2} \in$ $\left[s_{2}\right], \operatorname{det}\left(H_{T_{k_{1}}}\right)\left(B R A_{0} \mathbf{x}+\mathbf{d}\right)$ and $\operatorname{det}\left(H_{T_{k_{2}}}\right)\left(B R A_{0} \mathbf{x}+\mathbf{d}\right)$ are variable disjoint.

For all $k \in[s]$, let $\mathbf{x}_{k}=\operatorname{var}\left(T_{k}\right), h_{k}=\operatorname{det}\left(H_{T_{k}}\right)(B R \mathbf{x}+\mathbf{d})$, and $g_{k}=h_{k}\left(A_{0} \mathbf{x}\right)$, where $A_{0}$ is as after Step 8. Then from Claim 2.4, $g_{k}$ has no redundant variables. Let $\mathbf{z}_{k}=\operatorname{var}\left(g_{k}\right)$. Fix a $k \in\left[s^{\prime}\right]$. By permuting the variables of C if necessary, we can assume that $\mathbf{z}_{k}$ is also a set of essential variables for $h_{k}^{\prime}:=\operatorname{det}\left(H_{T_{k}}\right)$. Let $C_{k} \in \operatorname{GL}(n, \mathbb{F})$ be a matrix that removes redundant variables from $h_{k}^{\prime}$ and $g_{k}^{\prime}=h_{k}^{\prime}\left(C_{k} \mathbf{x}\right)$. Then, $\operatorname{var}\left(g_{k}^{\prime}\right)=\operatorname{var}\left(g_{k}\right)=\mathbf{z}_{k}$. Let $\mathbf{z}_{k}^{\prime}$ be the set of truly essential variables, $\mathbf{z}_{k}^{\prime \prime}=\mathbf{z}_{k} \backslash \mathbf{z}_{k}^{\prime}$ be a set of ordinary essential variables, and $\mathbf{y}_{k}=\mathbf{x}_{k} \backslash \mathbf{z}_{k}$ be a set of redundant variables for $h_{k}^{\prime}$. Let $\mathbf{y}=\uplus_{k \in\left[s^{\prime}\right]} \mathbf{y}_{k} \uplus\left\{u_{0}\right\}$. Note that $\mathbf{z}=\operatorname{var}\left(h\left(A_{0} \mathbf{x}\right)\right)=\uplus_{k \in\left[s^{\prime}\right]} \mathbf{z}_{k}$, and define $\mathbf{z}^{\prime}=\uplus_{k \in\left[s^{\prime}\right]} \mathbf{z}_{k^{\prime}}^{\prime}$, $\mathbf{z}^{\prime \prime}=\uplus_{k \in\left[s^{\prime}\right]} \mathbf{z}_{k}^{\prime \prime}$. Notice that $\mathbf{x}=\mathbf{z}^{\prime} \uplus \mathbf{z}^{\prime \prime} \uplus \mathbf{y}$. For all $x \in \mathbf{x}$ let $\ell_{x}^{(0)}$ be the linear form that $x$ is mapped to by $B R A_{0}$. The following claim about the structure of $B R A_{0}$ is proved in Section D.3.
Claim 4.3 (Structure of $B R A_{0}$ ). For every $k \in\left[s^{\prime}\right]$,

1. For all $z \in \mathbf{z}_{k}^{\prime}, \ell_{z}^{(0)} \in \mathbb{F}\left[\mathbf{z}_{k}\right]$.
2. For all $z \in \mathbf{z}_{k}^{\prime \prime}, \ell_{z}^{(0)}=\ell_{z}^{\prime}+\sum_{\substack{y \in \mathbf{y}_{k} \cap \\ \operatorname{var}\left(h_{k}^{\prime}\right)}} \alpha_{y} \ell_{y}^{(0)}$, where $\ell_{z}^{\prime} \in \mathbb{F}\left[\mathbf{z}_{k}\right]$ and for all $y \in \mathbf{y}_{k} \cap \operatorname{var}\left(h_{k}^{\prime}\right), \alpha_{y} \in \mathbb{F}$.

Claim 3.2 implies that $\mathbf{z}_{k}=\mathbf{z}_{k}^{\prime}=\mathbf{x}_{k}$. Hence, the above claim immediately implies that $\widehat{T}_{1}\left(A_{0} \mathbf{x}\right), \ldots$, $\widehat{T}_{s_{1}}\left(A_{0} \mathbf{x}\right)$ are pairwise variable disjoint.

Now consider the for loop of lines 10-12. Claim 3.2 implies that for all $x \in \mathbf{x}$ connected to a $\times$ gate in C computing a polynomial of degree at least three, a constant multiple of the affine form $\ell_{x}^{(0)}+d_{x}$ that $B A_{0} \mathbf{x}+\mathbf{d}$ maps $x$ to is in $V$. Also, as $N_{e s s}(C \bmod x)<n-2$, Fact
2.4 implies that $N_{\text {ess }}\left(f\left(R A_{0} \mathbf{x}\right) \bmod \left(\ell_{x}^{(0)}+d_{x}\right)\right)<n-2$. Conversely, if $\ell^{\prime} \in V$ is such that $N_{\text {ess }}\left(f\left(R A_{0} \mathbf{x}\right) \bmod \ell^{\prime}\right)<n-2$, then it follows and from Claim 2.1 and Fact 2.4 that there exists an $x \in \mathbf{x}$ such that $\ell^{\prime}$ is a constant multiple of $\ell_{x}^{(0)}+d_{x}$. Observe that if $x$ is not connected to a product gate computing a polynomial of degree at least three, then $N_{\text {ess }}(\mathrm{C} \bmod \alpha x) \geq n-2$ for any $\alpha \in \mathbb{F}^{\times}$. Hence from Fact 2.4, we have that $x$ is connected to a product gate computing a polynomial of degree at least three. Thus the affine forms $\ell^{\prime} \in V$ such that $N_{\text {ess }}\left(f\left(R A_{0} \mathbf{x}\right) \bmod \ell^{\prime}\right)<$ $n-2$ are exactly the constant multiples of $\ell_{x}^{(0)}+d_{x}$, where $x$ is connected to a $\times$ gate computing a polynomial of degree at least three. Because $\left\{\ell_{x}^{(0)}: x \in \mathbf{x}\right\}$ is linearly independent, it is possible to map all such $\ell^{\prime}$ to distinct variables.

Observation 2.3 implies that every $x$ connected to a $\times$ gate computing a polynomial of degree at least three is in $\mathbf{z}^{\prime}$. Also, Claim 4.3 implies that if $x \in \mathbf{z}_{k}^{\prime}$, then $\ell^{\prime} \in \mathbb{F}\left[\mathbf{z}_{k}\right]$. Thus after the loop has been executed and $A_{0}$ updated to be $R A_{0} C$, the affine transformation $B A_{0} \mathbf{x}+B \mathbf{b}+\mathbf{d}$ maps every $x \in \mathbf{x}_{k}$ connected to a $\times$ gate computing a polynomial of degree at least three to a constant multiple of a $\mathbf{z}_{k}$-variable. Also this means that $\widehat{T}_{1}\left(A_{0} \mathbf{x}+\mathbf{b}\right), \ldots, \widehat{T}_{S_{1}}\left(A_{0} \mathbf{x}+\mathbf{b}\right)$ are still variable disjoint.

Immediately before Step 8 is executed, $\operatorname{det}\left(H_{T_{1}}\right)\left(B R A_{0} \mathbf{x}+\mathbf{d}\right), \ldots, \operatorname{det}\left(H_{T_{s_{2}}}\right)\left(B R A_{0} \mathbf{x}+\mathbf{d}\right)$ are non-constant factors of $h\left(A_{0} \mathbf{x}\right)$. So from Point 2 of Claim 2.4 there exists a partition $I_{1}, \ldots, I_{s_{2}}$ of $[m]$ such that after $A_{0}$ has been updated to be $A_{0} A_{0}^{\prime}$, for all $k \in\left[s_{2}\right], \uplus_{i \in I_{k}} \widehat{\mathbf{z}}_{i}=\operatorname{var}\left(\operatorname{det}\left(H_{T_{k}}\right)\left(B R A_{0} \mathbf{x}+\mathbf{d}\right)\right)$ and $\mathbf{z}=\uplus_{i \in[m]} \widehat{\mathbf{z}}_{i}$. As for all $k \in\left[s_{2}\right], C$ only maps some variables in $\mathbf{z}_{k}^{\prime}$ to linear forms in $\mathbb{F}\left[\mathbf{z}_{k}^{\prime}\right]$, we have that $\operatorname{var}\left(\operatorname{det}\left(H_{T_{k}}\right)\left(B R A_{0} \mathbf{x}+\mathbf{d}\right)\right)=\operatorname{var}\left(\operatorname{det}\left(H_{T_{k}}\right)\left(B R A_{0}\left(C \mathbf{x}+\mathbf{b}^{\prime}\right)+\mathbf{d}\right)\right)$. Because $A_{0}$ is updated to be $R A_{0} C$ and $\mathbf{b}:=R A_{0} \mathbf{b}^{\prime}$ in Step 13, the moreover part of the lemma follows.

Remark. After $A_{0}$ has been updated to be $R A_{0} A_{0}^{\prime}$ in Step 13, for all $x \in \mathbf{x}$, we redefine $\ell_{x}^{(0)}$ to be the linear form that $x$ is mapped to by $B A_{0}$. Notice that Claim 4.3 continues to hold.

### 4.3.2 Making bad and quadratic terms variable disjoint

The following procedure is used to make all the bad and quadratic terms variable disjoint as well. After this procedure is executed, all the non-linear terms will be variable disjoint.

## Procedure 3 Make-Bad-And-Quadratic-Terms-Var-Disjoint $\left(f(\mathbf{x}), A_{0}, \mathbf{b}, \mathbf{z}, u_{0}\right)$

Input. $f(\mathbf{x}) . A_{0}, \mathbf{b}, \mathbf{z}$, and $u_{0}$ are as returned by Make-Good-Terms-Var-Disjoint $(f(\mathbf{x}))$.
Output. $A \in \mathrm{GL}(n, \mathbb{F})$ such that all the non-linear terms of $f(A \mathbf{x}+\mathbf{b})$ are variable disjoint.
$\mathbf{y} \leftarrow \mathbf{x} \backslash \mathbf{z}$.

## /* Discovering the y parts of quadratic forms. */

2. $\widehat{q} \leftarrow$ the degree- 2 homogeneous component in $\mathbf{y}$ of $f\left(A_{0} \mathbf{x}+\mathbf{b}\right)$ when it is viewed as a polynomial over $\mathbb{F}[\mathbf{z}]$.
3. Use sparse polynomial interpolation to interpolate $\widehat{q} .\left\{\widetilde{q}_{1}, \ldots, \widetilde{q}_{m}\right\} \leftarrow$ the coefficients of nonconstant $\mathbf{z}$-monomials when $\widehat{q}$ is treated as a polynomial in $\mathbb{F}[\mathbf{y}] . \widetilde{q}_{0} \leftarrow$ coefficient of 1 .
$A_{1}^{\prime} \leftarrow$ Make-Polys-Var-Disjoint $\left(\widetilde{q}_{0}, \ldots, \widetilde{q}_{m}\right)($ see Claim 2.3). $\mathbf{u} \leftarrow \mathbf{y}$.
for $i=0, \ldots, m$ do
$p \leftarrow$ the canonical quadratic form in $\operatorname{var}\left(\widetilde{q}_{i}\left(A_{1}^{\prime} \mathbf{x}\right)\right) . C_{i} \leftarrow \mathrm{QFE}\left(\widetilde{q}_{i}\left(A_{1}^{\prime} \mathbf{x}\right), p\right)$. Extend $C_{i}$ to map every variable in $\mathbf{x} \backslash \operatorname{var}\left(\widetilde{q}_{i}\left(A_{1}^{\prime} \mathbf{x}\right)\right)$ to itself. $\mathbf{u} \leftarrow \mathbf{u} \backslash \operatorname{var}\left(\widetilde{q}_{i}\left(A_{1}^{\prime} \mathbf{x}\right)\right)$.
4. end for
5. $A_{1}^{\prime} \leftarrow A_{1}^{\prime} \prod_{i=0}^{m} C_{i}$. $A_{1} \leftarrow A_{0} A_{1}^{\prime}$.

## /* Discovering the u parts of dangling linear forms. */

9. $\widehat{\ell} \leftarrow$ the degree- 1 homogeneous component in $\mathbf{u}$ of $f\left(A_{1} \mathbf{x}+\mathbf{b}\right)$ when it is viewed as a polynomial over $\mathbb{F}[\mathbf{z}]$.
10. Use sparse polynomial interpolation to interpolate $\widehat{\ell}$. Let $\mu_{1}^{\prime}, \ldots, \mu_{m^{\prime}}^{\prime}$ be the non-constant $\mathbf{z}$ monomials of $\widehat{\ell}$, and $\widehat{\ell}_{1} \ldots, \widehat{\ell}_{m^{\prime}}$ be their coefficients. $\widehat{\ell}_{0} \leftarrow$ the coefficient of 1 .
11. $\widehat{\ell}_{i_{1}}, \ldots, \widehat{\ell}_{i_{m}} \leftarrow$ a basis of $\left\langle\widehat{\ell}_{1}, \ldots, \widehat{\ell}_{m^{\prime}}\right\rangle$. Construct a matrix $A_{2}^{\prime}$ that maps $\widehat{\ell}_{i_{1}}, \ldots, \widehat{\ell}_{i_{m}}$ to distinct $\mathbf{u}$ variables, say $u_{i_{1}}, \ldots, u_{i_{m}}$, such that if $\hat{\ell}_{0}$ maps to $u_{0}$. Also, $A_{2}^{\prime}$ acts as identity on $\mathbf{x} \backslash \mathbf{u}$.
12. $V \leftarrow\left\{\left(\mu_{i_{1}}^{\prime}, u_{i_{1}}\right), \ldots,\left(\mu_{i_{m}}^{\prime}, u_{i_{m}}\right)\right\} . A_{2} \leftarrow A_{1} A_{2}^{\prime}$.
13. $C \leftarrow$ Remove-External-Vars $\left(f(\mathbf{x}), A_{2}, \mathbf{b}, \mathbf{z}, \mathbf{y}, \mathbf{u}, u_{0}, V\right)$ (Procedure 4).
14. $A \leftarrow A_{2} C$. Return $A$.

For now, we postpone describing the Remove-External-Vars() procedure and start the proof of correctness of the Make-Bad-And-Quadratic-Terms-Var-Disjoint() procedure. In particular, we prove the following lemma.

Lemma 4.3 (Correctness of Procedure 3). Make-Bad-And-Quadratic-Terms-Var-Disjoint $\left(f(\mathbf{x}), A_{0}, \mathbf{b}, \mathbf{z}\right.$, $\left.u_{0}\right)$, where $A_{0}, \mathbf{b}, \mathbf{z}$, and $u_{0}$ are as returned by Make-Good-Terms-Var-Disjoint $(f(\mathbf{x}))$ outputs an $A \in$ $\mathrm{GL}(n, \mathbb{F})$ such that $\widehat{T}_{1}(A \mathbf{x}+\mathbf{b}), \ldots, \widehat{T}_{s^{\prime}}(A \mathbf{x}+\mathbf{b})$ are pairwise variable disjoint. Also, $\sum_{k=s_{2}+1}^{s^{\prime}} \widehat{T}_{k}(A \mathbf{x}+$ $\mathbf{b})=\sum_{k=s_{2}+1}^{s^{\prime}}\left(y_{k, 1}+c_{k, 1}\right)\left(y_{k, 2}+c_{k, 2}\right)$, where for all $k \in\left\{s_{2}+1, \ldots, s^{\prime}\right\}, c_{k, 1}, c_{k, 2} \in \mathbb{F}$. Further, for all $x \in \mathbf{x}$ connected to a $\times$-gate in $\mathbf{C}$ computing a polynomial of degree at least $3, B A \mathbf{x}+B \mathbf{b}+\mathbf{d}$ maps $x$ to constant multiple of a variable. Also, if C has a top dangling variable, then $u_{0}$ only appears in $\ell(A \mathbf{x}+\mathbf{b})$.

Proof. We begin by stating the following useful claim whose proof can be found in Section D.4. For a linear form $\ell^{\prime}$, we denote its projection to variables in a variable set $\mathbf{x}^{\prime \prime}$ by $\left[\ell^{\prime}\right]_{\mathbf{x}^{\prime \prime}}$. Recall that for an $x \in \mathbf{x}, \ell_{x}^{(0)}$ is the linear form that $x$ is mapped to by $B A_{0}$.
Claim 4.4. $\left\{\left[\ell_{y}^{(0)}\right]_{\mathbf{y}}: y \in \mathbf{y}\right\}$ is linearly independent.
From Claim 3.2, only the top dangling variable, the variables in the top quadratic form, the dangling variables along skewed paths, and variables appearing in the quadratic forms along the skewed paths in C need not be truly essential for $\operatorname{det}\left(\mathrm{H}_{2}\right)$. Hence, from Claim 4.3, if for some $k \in\left[s^{\prime}\right], x \in \mathbf{x}_{k}$ is such that $\ell_{x}^{(0)} \notin \mathbb{F}\left[\mathbf{z}_{k}\right]$, then $k \in\left\{s_{1}+1, \ldots, s_{2}\right\}$ and $x$ is either a dangling variable along a skewed path or a variable appearing in some quadratic form along a skewed path in $T_{k}$ which is not truly essential for $\operatorname{det}\left(H_{2}\right)$, or $k \in\left\{s_{2}+1, \ldots, s^{\prime}\right\}$ and $x$ is a variable appearing in the top quadratic form of C . Also, if $x$ is a variable appearing in a skewed path in $T_{k}$, then from Lemma 4.2, $\ell_{x}^{(0)}+b_{x}=\alpha z$ for some $z \in \mathbf{z}_{k}$ and $\alpha \in \mathbb{F}^{\times}$. Suppose that the other gate connected to the parent of $x$ is $Q$. Then by 'absorbing' $\beta$ inside $Q\left(B A_{0} \mathbf{x}+B \mathbf{b}+\mathbf{d}\right)$, we can assume without loss of generality that $\beta=1$. ${ }^{31}$ Thus each skewed path is a monomial in $\mathbb{F}[\mathbf{z}]$. Also, we can assume without loss of generality that every variable appearing in a skewed path in C is mapped to itself by the affine transformation $B A_{0} \mathbf{x}+B \mathbf{b}+\mathbf{d}$, i.e. the skewed paths in C and $f\left(A_{0} \mathbf{x}+\mathbf{b}\right)$ are the

[^15]same. This is so because if a variable $x$ appearing in a skewed path in $C$ is mapped to $z \neq x$, then we can permute the variables in C so that the leaf labelled by $x$ is now labelled by $z^{32}$

Let $q_{0}$ be the top quadratic form of C and $\mu_{1}, \ldots, \mu_{m}$ be all the skewed paths in $f\left(A_{0} \mathbf{x}+\mathbf{b}\right)$ such that no variable of the quadratic forms $q_{1}, \ldots, q_{m}$ corresponding to these skewed paths in C appears in $\operatorname{det}\left(H_{2}\right)$ (see Claim 3.3). Also, let the corresponding quadratic forms in $f\left(A_{0} \mathbf{x}+\mathbf{b}\right)$ be $\widehat{q}_{0}, \ldots, \widehat{q}_{m}$. Then for all $i \in\{0, \ldots, m\}, \widehat{q}_{i}=q_{i}\left(B A_{0} \mathbf{x}+B \mathbf{b}+\mathbf{d}\right)$. Suppose that $\widehat{q}_{i}=\ell_{y_{i, 1,1}}^{(0)} \ell_{y_{i, 1,2}}^{(0)}+$ $\cdots+\ell_{y_{i, m_{i},}}^{(0)} \ell_{y_{i, m_{i}, 2}}^{(0)}$. It follows from the discussion in the above paragraph that $\widehat{q}=\widetilde{q}_{0}+\mu_{1} \widetilde{q}_{1}+$ $\cdots+\mu_{m} \widetilde{q}_{m}$, where $\widetilde{q}_{i}=\left[\ell_{y_{i, 1,1}}^{(0)}\right]_{\mathbf{y}}\left[\ell_{y_{i, 1,2}}^{(0)}\right]_{\mathbf{y}}+\cdots+\left[\ell_{y_{i, m_{i}, 1}}^{(0)}\right]_{\mathbf{y}}\left[\ell_{y_{i, m_{i}},}^{(0)}\right]_{\mathbf{y}}$. Observe that each $\widetilde{q}_{i}$ is an $n^{2}-$ sparse polynomial. As there are at most $n$ skewed paths in $C$, this means that $\hat{q}$ is an $n^{3}$-sparse polynomial and can be interpolated efficiently. Claim 2.3 ensures that after Step 4 is executed, $\widetilde{q}_{0}\left(A_{1}^{\prime} \mathbf{x}\right), \ldots, \widetilde{q}_{m}\left(A_{1}^{\prime} \mathbf{x}\right)$ are variable disjoint and have no redundant variables. The proof of the following claim can be found in Section D.5.
Claim 4.5. After the for loop of lines 5-7 has been executed and $A_{1}^{\prime}$ updated to be $A_{1}^{\prime} \prod_{i=0}^{m} C_{i}$, for all $i \in\{0, \ldots, m\}, \widehat{q}_{i}\left(A_{1}^{\prime} \mathbf{x}\right)=\left(y_{i, 1,1}^{\prime}+h_{i, 1,1}\right)\left(y_{i, 1,2}^{\prime}+h_{i, 1,2}\right)+\cdots+\left(y_{i, m_{i}, 1}^{\prime}+h_{i, m_{i}, 1}\right)\left(y_{i, m_{i}, 2}^{\prime}+h_{i, m_{i}, 2}\right)$, for some $y_{i, 1,1}^{\prime}, y_{i, 1,2}^{\prime}, \ldots, y_{i, m_{i}, 1}^{\prime}, y_{i, m_{i}, 2}^{\prime} \in \mathbf{y}$ and affine forms $h_{i, 1,1}, h_{i, 1,2}, \ldots, h_{i, m_{i}, 1}, h_{i, m_{i}, 2} \in \mathbb{F}[\mathbf{z}]$.

The following observation is easy to see.
Observation 4.1. All the $\mathbf{y}$-variables appearing in $\widehat{q}_{1}\left(A_{1}^{\prime} \mathbf{x}\right), \ldots, \widehat{q}_{m}\left(A_{1}^{\prime} \mathbf{x}\right)$ are distinct. Also, $A_{1}^{\prime} \in \mathrm{GL}(n, \mathbb{F})$ and acts as identity on variables not in $\operatorname{var}\left(\widetilde{q}_{1}\left(A_{1} \mathbf{x}\right)\right) \uplus \cdots \uplus \operatorname{var}\left(\widetilde{q}_{m}\left(A_{1} \mathbf{x}\right)\right)$ i.e. on $\mathbf{z} \uplus \mathbf{u}$.

In Step $8, A_{1}:=A_{0} A_{1}^{\prime}$. For every $k \in\left\{s_{1}+1, \ldots, s^{\prime}\right\}$ let $\mathbf{u}_{k}$ be an arbitrary subset of $\mathbf{u} \backslash\left\{u_{0}\right\}$ of size equal to the number of dangling variables in $T_{k}$ which are redundant for $\operatorname{det}\left(H_{2}\right)$. While defining $\mathbf{u}_{k} s$ we ensure that for $k \neq k^{\prime}, \mathbf{u}_{k}$ and $\mathbf{u}_{k^{\prime}}$ are disjoint. Redefine $\mathbf{y}_{k}$ to be the union of the set of $\mathbf{y}$ variables appearing in the quadratic forms in $\widehat{T}_{k}\left(A_{1} \mathbf{x}+\mathbf{b}\right)$ and $\mathbf{u}_{k}$. Then, by permuting the variables in C if necessary, we can assume that $\mathbf{y}_{k} \backslash \mathbf{u}_{k}$ are the $\mathbf{y}$ variables appearing in the quadratic forms in $T_{k}$ that are redundant for $\operatorname{det}\left(H_{2}\right)$ and $\mathbf{u}_{k}$ are the dangling variables in $T_{k}$ that are redundant for $\operatorname{det}\left(H_{2}\right)$. For all $x \in \mathbf{x}$, let $\ell_{x}^{(1)}$ be the linear part of the affine form that replaces $x$ in $f\left(A_{1} \mathbf{x}+\mathbf{b}\right)$. That is, for all $x \in \mathbf{z} \uplus \mathbf{u}, \ell_{x}^{(1)}=\ell_{x}^{(0)}\left(A_{1}^{\prime} \mathbf{x}\right)$ is the linear form that $x$ is mapped to by $B A_{1}$, while for all $y \in \mathbf{y} \backslash \mathbf{u}$, if $y=y_{i, j, l}$, then $\ell_{y}^{(1)}=y_{i, j, l}^{\prime}+h_{i, j, l}{ }^{33}$ Also by permuting the variables in C if required, we can assume that $y=y_{i, j, l}^{\prime}$.
Claim 4.6. $\left\{\left[\ell_{u}^{(1)}\right]_{\mathbf{u}}: u \in \mathbf{u}\right\}$ is linearly independent.
A proof of the above claim can be found in Section D.6. Recall that in $f\left(A_{0} \mathbf{x}+\mathbf{b}\right)$, $\mathbf{y}$-variables are only present in $\ell_{x}^{(0)}$ if $x$ the top dangling variable, a variable in the top quadratic form, a

[^16]dangling variable along a skewed path or a variable in some quadratic form along a skewed path which is not truly essential for $\operatorname{det}\left(H_{2}\right)$. Also, $A_{1}^{\prime}$ acts as identity on $\mathbf{z}$, and $\left[\ell_{y}^{(1)}\right]_{\mathbf{y}}$ is a single variable in $\mathbf{y} \backslash \mathbf{u}$ for all $y \in \mathbf{y} \backslash \mathbf{u}$. Hence, a $\mathbf{u}$-variable is only present in $\ell_{x}^{(1)}$ if $x$ is the top dangling variable (i.e. $u_{0}$ ) or a dangling variable along a skewed path which is not truly essential for $\operatorname{det}\left(H_{2}\right)$. So, if $u_{1}, \ldots, u_{m^{\prime}}$ are dangling variables that are not truly essential for $\operatorname{det}\left(H_{2}\right)$ and $\mu_{1}^{\prime}, \ldots, \mu_{m}^{\prime}$ are the corresponding skewed paths, then $\widehat{\ell}$ in Step 10 looks like $\left[\ell_{u_{0}}^{(1)}\right]_{\mathbf{u}}+\mu_{1}^{\prime}\left[\ell_{u_{1}}^{(1)}\right]_{\mathbf{u}}+\cdots+\mu_{m^{\prime}}^{\prime}\left[\ell_{u_{m^{\prime}}}^{(1)}\right]_{\mathbf{u}}$. Because $m^{\prime} \leq n, \widehat{\ell}$ is $n^{2}$-sparse and can be interpolated efficiently. If $\mathscr{B}=\left\{\widehat{\ell}_{i_{1}}, \ldots, \widehat{\ell}_{i_{m}}\right\}$ is a basis of $\left\langle\hat{\ell}_{1}, \ldots, \widehat{\ell}_{m^{\prime}}\right\rangle=\left\langle\left[\ell_{u_{0}}^{(1)}\right]_{\mathbf{u}}, \ldots,\left[\ell_{u_{m^{\prime}}}^{(1)}\right]{ }_{\mathbf{u}}\right\rangle$, then it is clearly possible to map the linear forms $\widehat{\ell}_{i_{1}}, \ldots, \widehat{\ell}_{i_{m}}$ to distinct $\mathbf{u}$-variables. Claims 4.3 and 3.3 imply that $\left\langle\left[\ell_{x}^{(1)}\right]_{\mathbf{u}}: x \in \mathbf{z}_{k}^{\prime \prime} \uplus\left(\mathbf{u}_{k} \cap \operatorname{var}\left(h_{k}^{\prime}\right)\right)\right\rangle=\left\langle\left[\ell_{u}^{(1)}\right]_{\mathbf{u}}: u \in \mathbf{u}_{k} \cap \operatorname{var}\left(h_{k}^{\prime}\right)\right\rangle$ for every $k \in\left\{s_{1}+1, \ldots, s_{2}\right\}$. Thus, Claim 4.6 implies the following observation.
Observation 4.2. For any $u \notin \operatorname{var}\left(\operatorname{det}\left(H_{2}\right)\right),\left[\ell_{u}^{(1)}\right]_{\mathbf{u}} \in \mathscr{B}$. Also, for any $k \in\left\{s_{1}+1, \ldots, s_{2}\right\}, \mathscr{B}$ contains $\left|\mathbf{u}_{k} \cap \operatorname{var}\left(h_{k}^{\prime}\right)\right|$ many linear forms from $\left\{\left[\ell_{u}^{(1)}\right]_{\mathbf{u}}^{\mathbf{u}}: u \in \mathbf{u}_{k} \cap \operatorname{var}\left(h_{k}^{\prime}\right)\right\}$.

In particular, if C has a top dangling variable, then $\hat{\ell}_{0}=\left[\ell_{u_{0}}^{(1)}\right]_{\mathbf{u}} \in \mathscr{B}$ and it is mapped to $u_{0}$ in Step 11. So, after $A_{2}$ is set to $A_{1} A_{2}^{\prime}, \ell\left(A_{2} \mathbf{x}+\mathbf{b}\right)$, i.e. the top linear form in $f\left(A_{2} \mathbf{x}+\mathbf{b}\right)$ contains $u_{0}$. Also, because $A_{1}^{\prime}$ acts as identity on $\mathbf{z} \uplus \mathbf{u}$ and $A_{2}^{\prime}$ act as identity on $\mathbf{z} \uplus \mathbf{y}, A_{1}^{\prime} A_{2}^{\prime}$ is identity on z. For every $k \in\left\{s_{1}+1, \ldots, s_{2}\right\}$, let $\mathbf{x}_{k}^{\prime} \subseteq \mathbf{z}_{k}^{\prime \prime} \uplus \mathbf{u}_{k},\left|\mathbf{x}_{k}^{\prime}\right|=\left|\mathbf{u}_{k}\right|$ be such that $\left\{\left[\ell_{x}^{(1)}\right]_{\mathbf{u}}: x \in \mathbf{x}_{k}^{\prime}\right\} \subseteq \mathscr{B}$. Let $\mathbf{x}^{\prime}=\uplus_{s_{1}+1 \leq k \leq s_{2}} \mathbf{x}_{k}^{\prime} \uplus\left\{u_{0}\right\}$. Then the following observation is easy to see.

Observation 4.3. For all $x \in \mathbf{x}^{\prime}, \ell_{x}^{(1)}\left(A_{2}^{\prime} \mathbf{x}\right)$ looks like $u+h_{u}^{\prime}$, for some $u \in \mathbf{u}$ and $h_{u}^{\prime} \in \mathbb{F}[\mathbf{z}, \mathbf{y} \backslash \mathbf{u}]$. Also, if the skewed path corresponding to $x$ is $\mu$, then $(\mu, u) \in V$.

We now show that $\mathbf{x}^{\prime}$ is in a set of redundant variables for $\operatorname{det}\left(H_{2}\right)$.
Claim 4.7. $\mathbf{x}^{\prime} \uplus(\mathbf{y} \backslash \mathbf{u})$ is a set of redundant variables for $\operatorname{det}\left(H_{2}\right)$.
The above claim is proved in Section D.7. Using an argument similar to the one used to prove Claim 4.3, we can prove the following observation.
Observation 4.4. For all $k \in\left\{s_{1}+1, \ldots, s_{2}\right\}$ and all $x \in \mathbf{z}_{k}^{\prime \prime} \uplus\left(\mathbf{u}_{k} \cap \operatorname{var}\left(h_{k}^{\prime}\right)\right), \ell_{x}^{(1)}=\ell_{x}^{\prime \prime}+\sum_{\substack{x^{\prime} \in x^{\prime} \cap \\ \operatorname{var}\left(h_{k}^{\prime}\right)}} \alpha_{x^{\prime}}^{\prime} \ell_{x^{\prime}}^{(1)}$, where $\ell_{x}^{\prime \prime} \in \mathbb{F}\left[\mathbf{z}_{k}\right]$ and $\alpha_{x^{\prime}}^{\prime} \in \mathbb{F}$ for all $x^{\prime} \in \mathbf{x}_{k}^{\prime} \cap \operatorname{var}\left(h_{k}^{\prime}\right)$.

For all $x \in \mathbf{x}$, let $\ell_{x}^{(2)}=\ell_{x}^{(1)}\left(A_{2}^{\prime} \mathbf{x}\right)$ be the linear part of the affine from that replaces $x$ in $f\left(A_{2} \mathbf{x}+\mathbf{b}\right)$. Because $A_{1}^{\prime} A_{2}^{\prime}$ acts as identity on $\mathbf{z}_{k}$, Observations 4.2 and 4.4 imply that if for all $k \in$ $\left\{s_{1}+1, \ldots, s_{2}\right\}$ and $x \in \mathbf{x}_{k}^{\prime}$, we can remove variables not in $\mathbf{z}_{k} \uplus \mathbf{y}_{k}$-i.e. "external" variables - from $\ell_{x}^{(2)}$, then all linear forms corresponding to dangling variables along skewed paths in $T_{k}$ would just be in $\mathbf{z}_{k} \uplus \mathbf{y}_{k}$ variables. Similarly, because $A_{2}^{\prime}$ acts as identity on $\mathbf{y}$, Claim 4.5 implies that if we can remove variables not in $\mathbf{z}_{k}$ from $\ell_{y}^{(2)}$ for all $y \in \mathbf{y}_{k} \backslash \mathbf{u}_{k}$, then all linear forms corresponding to variables appearing in quadratic forms along skewed paths in $T_{k}$ would just be in $\mathbf{z}_{k} \uplus \mathbf{y}_{k}$ variables. Then all the non-linear terms of $f\left(A_{2} \mathbf{x}+\mathbf{b}\right)$ would become variable disjoint. We now describe the Remove-External-Vars() procedure and show that it does just this.

Procedure 4 Remove-External-Vars $\left(f(\mathbf{x}), A_{2}, \mathbf{b}, \mathbf{z}, \mathbf{y}, \mathbf{u}, u_{0}, V\right)$.
Input. $f(\mathbf{x}), A_{2}, \mathbf{b}, \mathbf{z}, \mathbf{y}, \mathbf{u}, u_{0}$, and $V$ are as in Step 12 of Procedure 3.
Output. $A \in \mathrm{GL}(n, \mathbb{F})$ such that all the non-linear terms of $f(A \mathbf{x}+\mathbf{b})$ are variable disjoint.
/* Removing external z-variables from quadratic forms and external $\mathbf{y}$-variables from linear forms. */
$A_{3}^{\prime} \leftarrow I_{n \times n}$.
for $y \in \mathbf{y} \backslash \mathbf{u}$ do
Interpolate $g \leftarrow \frac{\partial f\left(A_{2} \boldsymbol{x}+\mathbf{b}\right)}{\partial y}$. If $\mu$ is the $\mathbf{z}$-monomial multiplied to the only $\mathbf{y}$-variable, say $y^{\prime}$, in $g$, then write $g=\mu\left(y^{\prime}+\ell_{y^{\prime}}^{\prime}+\alpha_{y^{\prime}}\right)+r(\mathbf{z})$, where $\ell_{y^{\prime}}^{\prime} \in \mathbb{F}[\mathbf{z}]$ is a linear form, $\alpha_{y^{\prime}} \in \mathbb{F}$, and $r(\mathbf{z}) \in \mathbb{F}[\mathbf{z}]$.
4. Update $A_{3}^{\prime}$ so that it maps $y^{\prime}$ to $y^{\prime}-\ell_{y^{\prime}}^{\prime}$.
5. for every monomial $\mu^{\prime}$ in $r(\mathbf{z})$ do

If there exists a $u^{\prime}$ such that $\left(\mu^{\prime}, u^{\prime}\right) \in V$, update $A_{3}^{\prime}$ to map $u^{\prime}$ to $u^{\prime}-\beta y$, where $\beta$ is the coefficient of $\mu^{\prime}$ in $r(\mathbf{z})$.
end for
end for
$A_{3} \leftarrow A_{2} A_{3}^{\prime}$.
/* Removing external z variables from linear forms. */
$A_{4}^{\prime} \leftarrow I_{n \times n} . F \leftarrow$ a subset of $\mathbb{F}$ of size $n^{5}$.
for $(\mu, u) \in V$ such that $\operatorname{deg}(\mu) \geq 2$ do
for $z \in \mathbf{z}$ do
$g \leftarrow f\left(A_{3}(\operatorname{var}(\mu), z, \mathbf{x} \backslash(\operatorname{var}(\mu) \uplus\{z\})=\mathbf{0})+\mathbf{b}\right)$.
Interpolate $\frac{\partial g}{\partial z}$. Let $\alpha$ be the coefficient of $\mu$ in $\frac{\partial g}{\partial z}$. Update $A_{4}^{\prime}$ to map $u$ to $u-\alpha z$.
end for
end for
for $(\mu, u) \in V$ such that $\operatorname{deg}(\mu)=1$ do
for $z \in \mathbf{z}$ do
Set all variables in $f\left(A_{3} A_{4}^{\prime} \mathbf{x}+\mathbf{b}\right)$ other then $\operatorname{var}(\mu)$ and $z$ to random elements from $F$.
$g \leftarrow$ the resulting polynomial.
Interpolate $\frac{\partial g}{\partial z}$. Let $\alpha$ be the coefficient of $\mu$ in $\frac{\partial g}{\partial z}$. Update $A_{4}^{\prime}$ to map $u$ to $u-\alpha z$.
end for
end for
$A \leftarrow A_{3} A_{4}^{\prime}$. Return $A$.

We first consider the for loop of lines 2-8 and show that the matrix $A_{3}^{\prime}$ computed by this loop is such that it removes all variables not in $\mathbf{z}_{k} \uplus \mathbf{y}_{k}$ from $\ell_{y}^{(2)}$ for all $y \in \mathbf{y}_{k}$ and $k \in\left\{s_{1}+1, \ldots, s^{\prime}\right\}$, and removes all variables in $\mathbf{y} \backslash \mathbf{y}_{k}$ from $\ell_{x}^{(2)}$ for all $x \in \mathbf{x}_{k}^{\prime}$ and $k \in\left\{s_{1}+1, \ldots, s_{2}\right\}$. Before arguing this, we remark that in any iteration of this loop, $g$ is a $2 n$-sparse polynomial. This is so, because any $y \in \mathbf{y}$ is only present in $\ell_{y}^{(2)}$ and in $\ell_{x}^{(2)}$ for $x \in \mathbf{x}^{\prime}$. Thus, every monomial in $r(\mathbf{z})$ is a skewed
path and there are at most $n$ skewed paths. The following claim is proved in Section D.8.
Claim 4.8. The matrix $A_{3}^{\prime}$ computed after the execution of the for loop of lines 2-8 is such that for every $k \in\left\{s_{1}+1, \ldots, s_{2}\right\}$ and every $y^{\prime} \in \mathbf{y}_{k} \backslash \mathbf{u}_{k}, \ell_{y^{\prime}}^{(2)}\left(A_{3}^{\prime} \mathbf{x}\right) \in \mathbb{F}\left[\mathbf{z}_{k} \uplus \mathbf{y}_{k}\right]$.

To show that $B A_{2} A_{3}^{\prime}$ maps the top quadratic form to $\sum_{k=s_{2}+1}^{s^{\prime}}\left(y_{k, 1}+c_{k, 1}\right)\left(y_{k, 2}+c_{k, 2}\right)$ and $A_{3}^{\prime}$ removes external $\mathbf{y}$ variables from $\ell_{u_{0}}^{(2)}$, we shall use the following two observations.
Observation 4.5. For any $y \in \uplus_{k^{\prime}=s_{2}+1}^{s^{\prime}} \mathbf{y}_{k^{\prime}}$ and any $k \in\left\{s_{1}+1, \ldots, s_{2}\right\}$, if $T_{k}=z Q$ and the top dangling variable of $Q$ is $x$, then it can be assumed without loss of generality that $y$ is not present in $\ell_{x}^{(2)}$.

Proof. Suppose that $y y^{\prime}$ is a term in $\sum_{k^{\prime}=s_{2}+1}^{s^{\prime}} T_{k^{\prime}}$ and that the coefficient of $y$ in $\ell_{x}^{(2)}$ is $\beta$. Then we 'absorb' $\beta z$ in $\ell_{y^{\prime}}^{(2)}$ and subtract $\beta\left(\ell_{y}^{(2)}+c-y\right)$ from $\ell_{x}^{(2)}$; here $c$ is the constant term of the affine form that replaces $y$ in $f\left(A_{2} \mathbf{x}+\mathbf{b}\right)$. This does not change $f\left(A_{2} \mathbf{x}+\mathbf{b}\right)$.

Observation 4.6. If C has a top dangling variable, then for any $y \in \uplus_{k=s_{2}+1}^{s^{\prime}} \mathbf{y}_{k}$, it can be assumed without loss of generality that the affine form replacing $y$ in $f\left(A_{2} \mathbf{x}+\mathbf{b}\right)$ has no constant.

Proof. Suppose that $T_{k}=y_{1} y_{2}$ for some $k \in\left\{s_{2}+1, \ldots, s^{\prime}\right\}$ and that $\widehat{T}_{k}\left(A_{2} \mathbf{x}+\mathbf{b}\right)=\left(\ell_{y_{1}}^{(2)}+\right.$ $\left.c_{1}\right)\left(\ell_{y_{2}}^{(2)}+c_{2}\right)$, where $c_{1}, c_{2} \in \mathbb{F}$. Then we add $c_{2} \ell_{y_{1}}^{(2)}+c_{1} \ell_{y_{2}}^{(2)}$ to $\ell_{u_{0}}^{(2)}$ and add $c_{1} c_{2}$ to the constant of the affine form replacing $u_{0}$ in $f\left(A_{2} \mathbf{x}+\mathbf{b}\right)$. This does not change $f\left(A_{2} \mathbf{x}+\mathbf{b}\right)$.

We call every $x \in \mathbf{x}^{\prime}$ such that some $T_{k}=z Q$ and $x$ is the top dangling variable of $Q$, a bad dangling variable. For every $y \in \uplus_{k^{\prime}=s_{2}+1}^{\mathbf{y}_{k^{\prime}}^{\prime}}$, every bad dangling variable $x$, and $u_{0}$ we redefine $\ell_{y}^{(2)}, \ell_{x}^{(2)}$ and $\ell_{u_{0}}^{(2)}$ as mentioned in the proofs of the above observations.
Claim 4.9. The matrix $A_{3}^{\prime}$ computed after the execution of the for loop of lines 2-8 is such that for every $y^{\prime} \in \uplus_{s_{2}+1 \leq k \leq s^{\prime}} \mathbf{y}_{k}, \ell_{y^{\prime}}^{(2)}\left(A_{3}^{\prime} \mathbf{x}\right)=y^{\prime}+c$ for some $c \in \mathbb{F}$.

A proof of the above claim can be found in Section D.9. Claims 4.8 and 4.9 ensure that external variables are removed from the linear forms corresponding to variables appearing in quadratic forms along skewed paths and the top quadratic form. The following claim proves that external $\mathbf{y}$ variables are removed from linear forms corresponding to dangling variables along skewed paths and the top dangling variable. It is proved in Section D.10.
Claim 4.10. The matrix $A_{3}^{\prime}$ computed after the execution of the for loop of lines 2-8 is such that for every $k \in\left\{s_{1}+1, \ldots, s_{2}\right\}$ and $x \in \mathbf{x}_{k}^{\prime}, \ell_{x}^{(2)}\left(A_{3}^{\prime} \mathbf{x}\right)$ does not contain any variable from $\mathbf{y} \backslash \mathbf{y}_{k}$. Also if C has a top dangling variable, then $\ell_{u_{0}}^{(2)}\left(A_{3}^{\prime} \mathbf{x}\right)$ does not contain any $\mathbf{y}$ variable other than $u_{0}$.

After $A_{3}$ has been defined as $A_{2} A_{3}^{\prime}$, let $\ell_{x}^{(3)}$ be the linear part of the affine form replacing $x$ in $f\left(A_{3} \mathbf{x}+\mathbf{b}\right)$. Note that for all $x$ other than those in $\uplus_{s_{2}+1 \leq k \leq s^{\prime}} \mathbf{y}_{k}$, bad dangling variables, and $u_{0}, \ell_{x}^{(3)}=\ell_{x}^{(2)}\left(A_{3}^{\prime} \mathbf{x}\right)$. Now from Claim 4.8, for all $k \in\left\{s_{1}+1, \ldots, s_{2}\right\}$, the only $x \in \mathbf{x}_{k}$ for which $\ell_{x}^{(3)}$ contains variables not in $\mathbf{z}_{k} \uplus \mathbf{y}_{k}$ are dangling variables along skewed paths. Also, for all $x \in \mathbf{x}_{k}^{\prime}$, Claim 4.10 implies that $\ell_{x}^{(3)} \in \mathbb{F}\left[\mathbf{z} \uplus \mathbf{y}_{k}\right]$. Now $A_{2}^{\prime} A_{3}^{\prime}$ acts as identity on $\mathbf{z}$ and Claim 3.4 implies that no bad dangling variable is in $\operatorname{var}\left(\operatorname{det}\left(\mathrm{H}_{2}\right)\right)$. Thus Observation 4.4 implies that for all $k \in\left\{s_{1}+1, \ldots, s_{2}\right\}, x \in \mathbf{z}_{k}^{\prime \prime} \uplus \mathbf{u}_{k}, \ell_{x}^{(3)} \in \mathbb{F}\left[\mathbf{z} \uplus \mathbf{y}_{k}\right]$. The following claim is proved in Section D. 11

Claim 4.11. The matrix $A_{4}^{\prime}$ computed after the execution of the for loop of lines 11-16 is such that for every $k \in\left\{s_{1}+1, \ldots, s_{2}\right\}, x \in \mathbf{x}_{k}^{\prime}$ is not a bad dangling variable, $\ell_{x}^{(3)}\left(A_{4}^{\prime} \mathbf{x}\right) \in \mathbb{F}\left[\mathbf{z}_{k} \uplus \mathbf{y}_{k}\right]$.

The above claim immediately implies that for all $k \in\left\{s_{1}+1, \ldots, s_{2}\right\}, \ell_{x}^{(3)}\left(A_{4}^{\prime} \mathbf{x}\right) \in \mathbb{F}\left[\mathbf{z}_{k} \uplus \mathbf{y}_{k}\right]$ for all $x \in \mathbf{z}_{k}^{\prime \prime} \uplus \mathbf{u}_{k}$ which is not a bad dangling variable. To prove an analogous statement for the bad dangling variables we need the following observation. Note that Claim 3.4 and Observation 4.2 imply that every bad dangling variable is in $\mathbf{x}^{\prime}$.

Observation 4.7. Suppose that $x_{1}, \ldots, x_{m}$ are all the bad dangling variables, the corresponding skewed paths are $\mu_{1}, \ldots, \mu_{m}$, the sole $\mathbf{u}$ variables in $\ell_{x_{1}}^{(3)}, \ldots, \ell_{x_{m}}^{(3)}$ are $u_{1}, \ldots, u_{m}$, and the for loop of lines 17-22 processes $\left(\mu_{1}, u_{1}\right), \ldots,\left(\mu_{m}, u_{m}\right)$ in that order. Then, it can be assumed without loss of generality that for all $i \in[m]$ and all $j<i, \ell_{x_{i}}^{(3)}$ does not contain $z_{j}$.

Proof. For all $i \in[m]$ and all $j<i$, let the coefficient of $z_{j}$ in $\ell_{x_{i}}^{(3)}$ be $\beta_{i, j}$. For all $j \in[m]$, we 'absorb' $\sum_{i=j+1}^{m} \beta_{i, j} z_{i}$ in $\ell_{x_{j}}^{(3)}$ and remove $\beta_{i, j} z_{j}$ from $\ell_{x_{i}}^{(3)}$ for all $i>j$. This does not change $f\left(A_{3} \mathbf{x}+\mathbf{b}\right)$.

For every bad dangling variable $x$, we redefine $\ell_{x}^{(3)}$ as mentioned in the proof of the above observation. The following claim shows that variables in $\mathbf{z} \backslash \mathbf{z}_{k}$ are removed from $\ell_{x}^{(3)}$ for every bad dangling variable $x \in \mathbf{x}_{k}^{\prime}$ as well. It is proved in Section D.12.

Claim 4.12. The matrix $A_{4}^{\prime}$ computed after the execution of the for loop of lines 17-22 is such that for every $k \in\left\{s_{1}+1, \ldots, s_{2}\right\}$, and every bad dangling variable $x \in \mathbf{x}_{k}^{\prime}, \ell_{x}^{(3)}\left(A_{4}^{\prime}\right) \in \mathbb{F}\left[\mathbf{z}_{k} \uplus \mathbf{y}_{k}\right]$.

Let $\ell_{x}^{(4)}$ be the linear part of the affine form replacing $x$ in $f(A \mathbf{x}+\mathbf{b})$. For all $k \in\left[s^{\prime}\right]$ and $x \in \mathbf{x}_{k}, \ell_{x}^{(4)}$ is now a linear form in $\mathbf{z}_{k} \uplus \mathbf{y}_{k}=\mathbf{x}_{k}$. Also, Claim 4.9 and the fact that $A_{4}^{\prime}$ acts as identity on $\mathbf{y}$ implies that $\sum_{k \in s_{2}+1}^{s^{\prime}} \widehat{T}_{k}(A \mathbf{x}+\mathbf{b})=\sum_{k \in s_{2}+1}^{s^{\prime}}\left(y_{k, 1}+c_{k, 1}\right)\left(y_{k, 2}+c_{k, 2}\right)$. Now, as seen in the proof of Lemma 4.2, for every $x \in \mathbf{x}$ connected to a $\times$ gate computing a polynomial of degree at least three, $\ell_{x}^{(1)}$ is a constant multiple of a $\mathbf{z}$-variable. As $A_{1}^{\prime} \cdots A_{4}^{\prime}$ acts as identity on $\mathbf{z}$, so is $\ell_{x}^{(4)}$. Moreover, if C has a top dangling variable $u_{0}=x_{n}$, then from Claim 4.10, the only $\mathbf{u}$ variable in $\ell_{u_{0}}^{(2)}$ was $u_{0}$. As $A_{3}^{\prime}$ merely translates $u_{0}$ by constant multiples of $\mathbf{y}$-variables and $A_{4}^{\prime}$ acts as identity on $u_{0}$, the only $\mathbf{u}$ variable in $\ell_{u_{0}}^{(4)}$ is $u_{0}$. Also, $u_{0} \notin \operatorname{var}\left(\ell_{x}^{(4)}\right)$ for any $x \neq u_{0}$.

### 4.3.3 Discovering the top linear form

We begin by stating the following useful claim whose proof can be found in Section D.13.
Claim 4.13 (Learning variable sets). After Step 11 of Algorithm 1 is executed, $\mathbf{z}_{k}=\operatorname{var}\left(\widehat{T}_{k}(A \mathbf{x}+\mathbf{b})\right)$ for all $k \in\left[s_{2}\right]$. ${ }^{34}$

[^17]Because of Step 12 of Algorithm 1, the following procedure will only be called if C has a top dangling variable. It finds an affine form $\ell^{\prime}$ such that when we map $u_{0}$ to $u_{0}-\ell^{\prime}$ in $f(A \mathbf{x}+\mathbf{b})$, all its terms become variable disjoint and $\ell(A \mathbf{x}+\mathbf{b})$ becomes $u_{0}+c$ for some $c \in \mathbb{F}$ (recall that $\ell$ is the affine form that the top dangling variable is mapped to by $B \mathbf{x}+\mathbf{d})$. This is done in $s_{2}$ iterations. In the $k$-th iteration it finds $\ell^{\prime}$ restricted to $\mathbf{z}_{k}$ variables, denoted by $\ell_{k}$.

## Procedure 5 Find-Top-Linear-Form $\left(f^{\prime}\right)$

Input: $f^{\prime}=f(A \mathbf{x}+\mathbf{b})$, where $A$ and $\mathbf{b}$ as after Step 3 of Algorithm 1.
Output: An affine form $\ell^{\prime}$ such that all terms in $f^{\prime}\left(\mathbf{x} \backslash\left\{u_{0}\right\}, u_{0}=u_{0}-\ell^{\prime}\right)$ are variable disjoint.
for $k \in\left[s_{2}\right]$ do
$\widehat{T} \leftarrow f^{\prime}\left(\mathbf{z}_{k}, \mathbf{x} \backslash \mathbf{z}_{k}=\mathbf{0}\right) . h^{\prime} \leftarrow$ the Hessian determinant of $\widehat{T}$ with respect to $\mathbf{z}_{k}$-variables. $N \leftarrow$ the set of irreducible factors of $h^{\prime} . F \leftarrow$ a subset of $\mathbb{F}$ of size at least $n^{5}$.
for $\widehat{Q} \in N$ do
if $\widehat{Q}$ is not linear then
/* $\widehat{Q}$ is non-linear. */
$\mathbf{a}_{1}, \ldots, \mathbf{a}_{\left|\mathbf{z}_{k}\right|} \leftarrow$ vectors of size $\left|\mathbf{z}_{k}\right|$ containing random elements from $F . t \leftarrow \mathbf{a}$ fresh variable.
$\forall i \in\left[\left|\mathbf{z}_{k}\right|\right]$, interpolate $\widehat{Q}\left(t \mathbf{a}_{i}\right)$ and $\widehat{T}\left(t \mathbf{a}_{i}\right)$. Discover $\widehat{Q}_{i}^{\prime}(t)$ and $\beta_{i, 0}, \beta_{i, 1} \in \mathbb{F}$ such that $\widehat{Q}\left(t \mathbf{a}_{i}\right) \cdot \widehat{Q}_{i}^{\prime}(t)+\beta_{i, 1} \cdot t+\beta_{i, 0}=\widehat{T}\left(t \mathbf{a}_{i}\right)$ by solving a system of linear equations in the coefficients of $\widehat{Q}_{i}^{\prime}(t)$ and $\beta_{i, 0}, \beta_{i, 1}$.
7. Interpolate $\sum_{z \in \mathbf{z}_{k}} \alpha_{z} z$ using $\beta_{i, 1}, \ldots, \beta_{\left|\mathbf{z}_{k}\right|, 1}$. If $\widehat{T}-\sum_{z \in \mathbf{z}_{k}} \alpha_{z} z-\beta_{1,0}$ is reducible, $\ell_{k} \leftarrow$ $\sum_{z \in \mathbf{z}_{k}} \alpha_{z} z-\beta_{1,0}$ and $\widehat{T} \leftarrow \widehat{T}-\ell_{k}$. Break.
else
/* $\widehat{Q}$ is linear. */
Suppose $\widehat{Q}=z$; if not, move to the next iteration. $\mathbf{a}_{i}, \ldots, \mathbf{a}_{\left|z_{k}\right|-1} \leftarrow$ vectors of size $\left|\mathbf{z}_{k}\right|-1$ containing random elements from $F . t \leftarrow$ a fresh variable.
$\forall i \in\left[\left|\mathbf{z}_{k}\right|-1\right]$, interpolate $\widehat{T}\left(z, \mathbf{z}_{k} \backslash\{z\}=t \mathbf{a}_{i}\right)$. Find $\widehat{Q}_{i}^{\prime}(z, t)$ and $\beta_{i, 0}, \beta_{i, 1}, \beta_{i, 2} \in \mathbb{F}$ such that $z \cdot \widehat{Q}_{i}^{\prime}(z, t)+\beta_{i, 2} \cdot z+\beta_{i, 1} \cdot t+\beta_{i, 0}=\widehat{T}\left(z, \mathbf{z}_{k} \backslash\{z\}=t \mathbf{a}_{i}\right)$ by solving a system of linear equations in the coefficients of $\widehat{Q}_{i}^{\prime}(z, t)$ and $\beta_{i, 0}, \beta_{i, 1}, \beta_{i, 2}$.
11. Interpolate $\sum_{z^{\prime} \in \mathbf{z}_{k} \backslash\{z\}} \alpha_{z^{\prime}} z^{\prime}$ using $\beta_{i, 1}, \ldots, \beta_{\left|\mathbf{z}_{k}\right|-1,1}$. If $\widehat{T}-\sum_{z^{\prime} \in \mathbf{z}_{k} \backslash\{z\}} \alpha_{z^{\prime} z^{\prime}}-\beta_{1,0}$ is reducible, $\ell_{k} \leftarrow \sum_{z^{\prime} \in \boldsymbol{z}_{k} \backslash\{z\}} \alpha_{z^{\prime}} z^{\prime}-\beta_{1,0}$ and $\widehat{T} \leftarrow \widehat{T}-\ell_{k}$. Break.
end if
end for
end for
$\ell^{\prime} \leftarrow \sum_{k \in\left[s_{2}\right]} \ell_{k}$. Return $\ell^{\prime}$.

We now prove the following lemma.
Lemma 4.4 (Correctness of Procedure 5). Find-Top-Linear-Form $(f(A \mathbf{x}+\mathbf{b})$ ), where $A$ and $\mathbf{b}$ are as after Step 3 of Algorithm 1, finds an affine form $\ell^{\prime}$ such that when $u_{0}$ is mapped to $u_{0}-\ell^{\prime}$ in $f(A \mathbf{x}+\mathbf{b})$, all its terms become variable disjoint and $\ell(A \mathbf{x}+\mathbf{b})$ becomes $u_{0}+\alpha$ for some $\alpha \in \mathbb{F}$.

Proof. Because of Step 12 of Algorithm 1, this procedure will only be called if C has a top dangling variable. Recall that the variable sets of $\widehat{T}_{1}(A \mathbf{x}+\mathbf{b}), \ldots, \widehat{T}_{s_{2}}(A \mathbf{x}+\mathbf{b})$, and $\sum_{k=s_{2}+1}^{s^{\prime}} \widehat{T}_{k}(A \mathbf{x}+\mathbf{b})$ are $\mathbf{z}_{1}, \ldots, \mathbf{z}_{s_{2}}$, and $\mathbf{y} \backslash\left\{u_{0}\right\}$ respectively. From Observation 4.3 the coefficient of $u_{0}$ in $\ell(A \mathbf{x}+\mathbf{b})$ is 1 , and from Claim 4.10 no $y \in \mathbf{y} \backslash\left\{u_{0}\right\}$ appears in $\ell(A \mathbf{x}+\mathbf{b})$. Let $\ell(A \mathbf{x}+\mathbf{b})=u_{0}+\sum_{z \in \mathbf{z}} c_{z} \cdot z+c_{0}$; recall that $\mathbf{z}=\mathbf{z}_{1} \uplus \cdots \uplus \mathbf{z}_{s_{2}}$. Fix a $k \in\left[s_{2}\right]$. We now show that in $k$-th iteration of the loop of lines 1-14 (the outer loop), the procedure finds $\ell_{k}$ which is $\ell^{\prime}$ restricted to $\mathbf{z}_{k}$ variables. Towards this, we first show that in the $k$-th iteration of the outer loop, $\widehat{T}$ is reducible after the execution of the for loop of lines 3-13 (the inner loop).
Claim 4.14. For any $k \in\left[s_{2}\right]$, after the execution of the inner loop during the $k$-th iteration of the outer loop, $\widehat{T}$ is reducible.

Proof. At the beginning of the $k$-th iteration, $\widehat{T}=\widehat{T}_{k}(A \mathbf{x}+\mathbf{b})+[\ell(A \mathbf{x}+\mathbf{b})]_{\mathbf{z}_{k}}+\gamma^{\prime}$, for some $\gamma^{\prime} \in \mathbb{F}$. In the procedure $N$ is the set of irreducible factors of $h^{\prime}$ which is the Hessian determinant of $\widehat{T}$ with respect to the $\mathbf{z}_{k}$-variables. Let $\widehat{T}_{k}=\widehat{Q}_{k, 1} \cdots \widehat{Q}_{k, m_{k}}$. It follows from Corollary 3.1 and Fact 2.8 , that at least one of the $\widehat{Q}_{k, 1}(A \mathbf{x}+\mathbf{b}), \ldots, \widehat{Q}_{k, m_{k}}(A \mathbf{x}+\mathbf{b})$ is in an irreducible factor of $h^{\prime}$. Hence, a constant multiple of at least one of the $\widehat{Q}_{k, 1}(A \mathbf{x}+\mathbf{b}), \ldots, \widehat{Q}_{k, m_{k}}(A \mathbf{x}+\mathbf{b})$ is present in $N$ along with some other 'bad' factors. Fix a $\widehat{Q} \in N$. Then it is either a 'good' non-linear factor, 'good' linear factor, or a bad factor. In the following two claims we show that in the first two cases, $\widehat{T}$ is made reducible.
Claim 4.15. If $\widehat{Q}$ is a constant multiple of one of the $\widehat{Q}_{k, 1}(A \mathbf{x}+\mathbf{b}), \ldots, \widehat{Q}_{k, m_{k}}(A \mathbf{x}+\mathbf{b})$ and is non-linear, then after the execution of the first inner loop, $\widehat{T}$ is reducible.
Claim 4.16. If $\widehat{Q}$ is a constant multiple of one of the $\widehat{Q}_{k, 1}(A \mathbf{x}+\mathbf{b}), \ldots, \widehat{Q}_{k, m_{k}}(A \mathbf{x}+\mathbf{b})$ and is linear, after the execution of the first inner loop, $\widehat{T}$ is reducible.

The above claims are proved in Sections D. 14 and D.15, respectively. Consider an iteration of the inner loop for a bad $\widehat{Q}$. If in this iteration $\widehat{T}$ is made reducible, then there is nothing to prove. Otherwise it follows from the above two observations that for all previous iterations of the inner loop, $\widehat{Q}$ must have been a bad factor. It follows from Corollary 3.1, that at least one of $\widehat{Q}_{k, 1}(A \mathbf{x}+\mathbf{b}), \ldots, \widehat{Q}_{k, m_{k}}(A \mathbf{x}+\mathbf{b})$ is an irreducible factor of $h^{\prime}$. This means that the next iteration of this loop will be executed and this will continue to happen until for an iteration $\widehat{Q}$ is a constant multiple of $\widehat{Q}_{k, 1}(A \mathbf{x}+\mathbf{b}), \ldots, \widehat{Q}_{k, m_{k}}(A \mathbf{x}+\mathbf{b})$. The claim follows from Claims 4.15 and 4.16.

The proof of the following structural result can be found in Section D.16.
Claim 4.17. Suppose that $Q_{1} \cdots Q_{m}+u$ is a canonical ROF. Let $T=Q_{1} \cdots Q_{m}+\ell(\mathbf{z})$, where $\ell$ is a non-zero affine form and $Q_{1} \cdots Q_{m}$ is not a quadratic polynomial. Then $T$ is reducible if and only if for some $l \in[m], Q_{l}$ is an affine form in a single variable and $\ell$ is a constant multiple of $Q_{l}$.

We complete the proof of the lemma by combining Claims 4.14 and 4.17. As the $k$-th iteration of the outer loop only works with $\mathbf{z}_{k}$, we can analyse each iteration in isolation. Claim 4.14 implies that after the execution of the inner loop, $\widehat{T}$ is reducible. Initially, $\widehat{T}=\widehat{T}_{k}(A \mathbf{x}+\mathbf{b})+[\ell(A \mathbf{x}+\mathbf{b})]_{\mathbf{z}_{k}}+$ $\gamma^{\prime}$ for some $\gamma^{\prime} \in \mathbb{F}$. The inner loop only subtracts an affine form from $\widehat{T}$. So after the execution of the inner loop, $\widehat{T}=\widehat{T}_{k}(A \mathbf{x}+\mathbf{b})+\widetilde{\ell}$ for some affine form $\widetilde{\ell}$. Notice that $\widehat{T} \in \operatorname{orb}\left(T_{k}+\widetilde{\ell}^{\prime}\right)$ for $\widetilde{\ell}^{\prime}:=\widetilde{\ell}\left(A^{-1} B^{-1}(\mathbf{x}-B \mathbf{b}-\mathbf{d})\right)$. Let $T_{k}=Q_{k, 1} \ldots Q_{k, m_{k}}, \widehat{T}_{k}=\widehat{Q}_{k, 1} \ldots \widehat{Q}_{k, m_{k}}$ and $\widehat{Q}_{k, l}=Q_{k, l}(B \mathbf{x}+\mathbf{d})$ for all $l \in\left[m_{k}\right]$. Claim 4.14 implies that $\widehat{T}$ is reducible. Then, if none of the factors $\widehat{Q}_{k, 1}, \ldots, \widehat{Q}_{k, m_{k}}$ are linear, Claim 4.17 implies that $\widetilde{\ell}=0$. On the other hand, if one of the factors, say $\widehat{Q}_{k, 1}$ is linear,
then Claim 4.17 implies that $\tilde{\ell}=c_{k}^{\prime} \cdot \widehat{Q}_{k, 1}$ for some $c_{k}^{\prime} \in \mathbb{F}$ and $\widehat{T}=\widehat{Q}_{k, 1}\left(\widehat{Q}_{k, 2} \ldots \widehat{Q}_{k, m_{k}}+c_{k}^{\prime}\right)$. In the first case, $\ell_{k}$ must be $[\ell(A \mathbf{x})]_{\mathbf{z}_{k}}+\gamma^{\prime}$. Because $Q_{k, 1}$ is a variable connected to a $\times$ gate computing a polynomial of degree at least 3 , Lemma 4.3 implies that $\widehat{Q}_{k, 1}(A \mathbf{x}+\mathbf{b})$ is a constant multiple of a variable, say $z$. Thus, in this case, $\ell_{k}$ and $[\ell]_{\mathbf{z}_{k}}$ must agree on the coefficients of all $z^{\prime} \in \mathbf{z}_{k}$ except perhaps that of $z$. For every $k \in\left\{s_{2}+1, \ldots, s^{\prime}\right\}$, every $k \in\left[s_{2}\right]$ such that $T_{k}$ is in the first case, and every $k \in\left[s_{2}\right]$ in the second case that looks like $x Q$, where $Q$ has a top-dangling $y$, let $T_{k}^{\prime}=T_{k}$. For every other $k$, let $T_{k}^{\prime}=Q_{k, 1}\left(Q_{k, 2} \ldots Q_{k, m_{k}}+c_{k}^{\prime}\right)$. We also redefine $\mathbf{d}$ as follows: For every $k \in\left[s_{2}\right]$ such that $T_{k}$ is in the second case, it looks like $z Q$, and the top dangling variable of $Q$ is $y$, we add $c_{k}^{\prime}$ to the $y$-th entry of $\mathbf{d}$; all other entries remain unchanged. If we redefine $\widehat{T}(A \mathbf{x}+\mathbf{b})=T_{k}^{\prime}(B A \mathbf{x}+B \mathbf{b}+\mathbf{d})$, and $C^{\prime}=T_{1}^{\prime}+\cdots+T_{s}^{\prime}+\gamma$, then $f(A \mathbf{x}+\mathbf{b})=\widehat{T}_{1}+\cdots+\widehat{T}_{s}+\gamma=$ $C^{\prime}(B A \mathbf{x}+B \mathbf{b}+\mathbf{d})$. Now, when we map $u_{0}$ to $u_{0}-\ell^{\prime}$ in $f(A \mathbf{x}+\mathbf{b})$, all its terms are variable disjoint and $\ell(A \mathbf{x}+\mathbf{b})$ becomes $u_{0}+\alpha$ for some $\alpha \in \mathbb{F}$.

Remark. Notice that $\mathrm{C}^{\prime}$ need not be a canonical ROF. However, for all $k \in\left[s_{2}\right]$, all the factors of $T_{k}^{\prime}$ are still canonical. As we only recursively perform equivalence test on the factors of $\widehat{T}_{k}(A \mathbf{x}), \mathrm{C}^{\prime}$ not being canonical is not a problem.

### 4.3.4 Obtaining efficient black-box access to a term

The next procedure is used to obtain black-box access to a term $\widehat{T}_{k}(A \mathbf{x})$ using a single query to $f$.

## Procedure 6 Compute-Term-Black-Box $(g)$

Input: Black-box access to a term of $f(A \mathbf{x})$ plus an unknown constant.
Output: Black-box access to the term using just one query to the black-box of $f$.
$F \leftarrow$ a subset of $\mathbb{F}$ of size at least $n^{5}$.
Obtain black-box access to $\operatorname{det}\left(H_{g}\right)$ with respect to $\operatorname{var}(g)$ and factorize it using the algorithm in [KT90]. $N \leftarrow$ set of black-boxes of the irreducible factors.
for $r \in N$ do
$\mathbf{a} \leftarrow$ a vector of size $|\operatorname{var}(g)|$ containing random elements from $F$. For a fresh variable $t$, interpolate $r(t \mathbf{a})$ and $g(t \mathbf{a})$.
Discover $r^{\prime}(t)$ and $\beta \in \mathbb{F}$ such that $r(t \mathbf{a}) r^{\prime}(t)+\beta=g(t \mathbf{a})$ by solving a system of linear equations in the coefficients of $r^{\prime}$ and $\beta$.
If $g-\beta$ is reducible, then return black-box access to $g-\beta$.
end for

The following claim proved in Section D. 17 establishes the correctness of the above procedure.
Lemma 4.5 (Correctness of Procedure 6). Compute-Term-Black-Box $\left(f\left(A\left(\mathbf{z}_{k}, \mathbf{x} \backslash \mathbf{z}_{k}=\mathbf{0}\right)\right)\right)$ gives blackbox access to $\widehat{T}_{k}(A \mathbf{x})$ with high probability. Also, one query to $\widehat{T}_{k}(A \mathbf{x})$ needs just one query to $f$.

### 4.3.5 Proof of Lemma 4.1

By induction on the product-depth $\Delta$ of C . If $\Delta=0$, as C is a canonical ROF, $\mathrm{C}=x_{1}$ and $f$ is an affine form. Since all variables in $f$ are essential, $n=1$ and $f=\alpha_{1} x_{1}+\alpha_{0}$ for some $\alpha_{0}, \alpha_{1} \in \mathbb{F}$, $\alpha_{1} \neq 0$. Then, $f\left(I_{n \times n} \mathbf{x}\right) \in$ PS-orb $(\mathrm{C})$ and the algorithm works correctly for product-depth 0 ROFs.

Assume that the algorithm works correctly for all polynomials in the orbit of a canonical ROF of product-depth $\Delta \geq 0$ and let C be a canonical ROF of product-depth $\Delta+1$. Recall that the algorithm is given black-box access to an $f \in \mathbb{F}[\mathbf{x}]$ such that there exist a $B \in \operatorname{GL}(n, \mathbb{F})$ and a $\mathbf{d} \in \mathbb{F}^{n}$ satisfying $f=C(B \mathbf{x}+\mathbf{d})$. Also, there are no redundant variables in $f$. Further $C=T_{1}+$ $\cdots+T_{s}+\gamma$, where $T_{1}, \cdots, T_{s}$ are $\times$-rooted canonical ROFs and $\gamma \in \mathbb{F}$. Also, $f=\widehat{T}_{1}+\cdots+\widehat{T}_{s}+\gamma$, where for all $k \in[s], \widehat{T}_{k}=T_{k}(B \mathbf{x}+\mathbf{d}) . T_{1}, \ldots, T_{s_{1}}$ are the good terms of $C$, while, $\widehat{T}_{1}, \ldots, \widehat{T}_{s_{1}}$ are the good terms of $f$. Similarly, $T_{s_{1}+1}, \ldots, T_{s_{2}}$ are the bad terms of $C$, while $\widehat{T}_{s_{1}+1}, \ldots, \widehat{T}_{s_{2}}$ are the bad terms of $f$. If C has a top dangling variable, it is $T_{s}=x_{n}, s^{\prime}:=s-1$, and $T_{s_{2}+1}+\cdots+T_{s-1}$ is the top quadratic form. Otherwise, $T_{s_{2}+1}+\cdots+T_{s}$ is the top quadratic form and $s^{\prime}:=s$. If C has a top dangling variable, then $\ell:=B \circ x_{n}+d_{n}$, where $d_{n}$ is the $n$-th coordinate of $\mathbf{d}$.

It follows from Lemma 4.3 that after Step 3 is executed, $\widehat{T}_{1}(A \mathbf{x}+\mathbf{b}), \ldots, \widehat{T}_{s^{\prime}}(A \mathbf{x}+\mathbf{b})$, and hence $\widehat{T}_{1}(A \mathbf{x}), \ldots, \widehat{T}_{s^{\prime}}(A \mathbf{x})$ are variable disjoint while $\sum_{k=s_{2}+1}^{s^{\prime}} \widehat{T}_{k}(A \mathbf{x})=\left(y_{1}+c_{1}\right)\left(y_{2}+c_{2}\right)+\cdots+$ $\left(y_{2 m-1}+c_{2 m-1}\right)\left(y_{2 m}+c_{2 m}\right)$, where $c_{1}, \ldots, c_{2 m} \in \mathbb{F}$. Then, Claim 4.13 implies that after Step 11, $\mathbf{z}_{1}, \ldots, \mathbf{z}_{s_{2}}$ are variable sets of $\widehat{T}_{1}(A \mathbf{x}), \ldots, \widehat{T}_{s_{2}}(A \mathbf{x})$, respectively. Further, if there is a dangling variable, then Lemma 4.4 implies that $\ell(A \mathbf{x})=u_{0}+c$ for some $c \in \mathbb{F}$. However, now $f \in \operatorname{orb}\left(\mathrm{C}^{\prime}\right)$, where $\mathrm{C}^{\prime}$ is as defined in the proof of Lemma 4.4. If C does not have a top-dangling variable, then let $\mathrm{C}^{\prime}=\mathrm{C}$. We first show that after Step 26 is executed, $f(A \mathbf{x}) \in \mathrm{PS}$-orb $\left(\mathrm{C}^{\prime}\right)$. As there are no redundant variables in $\widehat{T}_{1}(A \mathbf{x}), \ldots, \widehat{T}_{s^{\prime}}(A \mathbf{x})$, for all $k \in\left[s_{2}\right],\left|\mathbf{z}_{k}\right|=\left|\operatorname{var}\left(T_{k}^{\prime}\right)\right|$ and $|\mathbf{y}|=\left|\operatorname{var}\left(\sum_{k=s_{2}+1}^{s} T_{k}^{\prime}\right)\right|$. So there exists a permutation matrix $P_{0} \in M(n, \mathbb{F})$ (that maps $u_{0}$ to $\left.u_{0}\right)$ such that for all $k \in\left[s_{2}\right]$, $\operatorname{var}\left(T_{k}^{\prime}\left(P_{0} \mathbf{x}\right)\right)=\mathbf{z}_{k}$ and $\operatorname{var}\left(\sum_{k=s_{2}+1}^{s} T_{k}^{\prime}\left(P_{0} \mathbf{x}\right)\right)=\mathbf{y}$. There exists a $B^{\prime} \in \mathrm{GL}(n, \mathbb{F})$ and $\mathbf{d}^{\prime} \in \mathbb{F}^{n}$ such that $f(A \mathbf{x})=\mathrm{C}^{\prime}\left(P_{0}\left(B^{\prime} \mathbf{x}+\mathbf{d}^{\prime}\right)\right)$. Notice that it suffices to prove that $f(A \mathbf{x}) \in \operatorname{PS}-\operatorname{orb}\left(\mathrm{C}^{\prime}\left(P_{0} \mathbf{x}\right)\right)$. We now analyse the for loop of lines 15-25. For any $k \in\left[s_{2}\right]$, as the $k$-th iteration of the loop only works on $\widehat{T}_{k}(A \mathbf{x})$ and $\mathbf{z}_{k}$, we can look at it in isolation.

Claim 4.18. For any $k \in\left[s_{2}\right]$, after the execution of the $k$-th iteration of the for loop of lines $15-25$ there exists a permutation matrix $P_{k} \in M\left(\left|\mathbf{z}_{k}\right|, \mathbb{F}\right)$, an invertible scaling matrix $S_{k} \in M\left(\left|\mathbf{z}_{k}\right|, \mathbb{F}\right)$, and a $\mathbf{b}_{k} \in$ $\mathbb{F}^{\left|\mathbf{z}_{k}\right|}$ such that $\widehat{T}_{k}\left(A\left(A_{k} \mathbf{z}_{k}, \mathbf{x} \backslash \mathbf{z}_{k}\right)\right)=T_{k}^{\prime}\left(P_{0}\left(P_{k} S_{k} \mathbf{z}_{k}+\mathbf{b}_{k}, \mathbf{x} \backslash \mathbf{z}_{k}\right)\right)$.

The proof of this claim is given in Section D.18; here we finish the proof of the lemma assuming the claim. After Step 14, there already exists a permutation matrix $P_{s_{2}+1} \in M(|y|, \mathbb{F})$, an invertible scaling matrix $S_{s_{2}+1} \in M(|\mathbf{y}|, \mathbb{F})$ (such that $P_{s_{2}+1} S_{s_{2}+1} \circ u_{0}=u_{0}$ ) and a $\mathbf{b}_{s_{2}+1} \in \mathbb{F}^{|\mathbf{y}|}$ such that

$$
\sum_{k=s_{2}+1}^{s} \widehat{T}_{k}(A \mathbf{x})=\sum_{k=s_{2}+1}^{s} T_{k}^{\prime}\left(P_{0}\left(P_{s_{2}+1} S_{s_{2}+1} \mathbf{y}+\mathbf{b}_{s_{2}+1}, \mathbf{z}\right)\right)
$$

Let $P \in M(|\mathbf{z}|, \mathbb{F})$ be a permutation matrix that maps every $z \in \mathbf{z}_{k}$ to $P_{k} \circ z$ for all $k \in\left[s_{2}\right]$ and every $y \in \mathbf{y}$ to $P_{s_{2}+1} \circ y$. Similarly, let $S \in M(|\mathbf{z}|, \mathbb{F})$ be a scaling matrix that maps every $z \in \mathbf{z}_{k}$ to $S_{k} \circ z$ for all $k \in\left[s_{2}\right]$ and and every $y \in \mathbf{y}$ to $S_{s_{2}+1} \circ y$. Also, let $\mathbf{b} \in \mathbb{F}^{n}$ be such that for all $k \in\left[s_{2}\right]$, its coordinates corresponding to $\mathbf{z}_{k}$ are $\mathbf{b}_{k}$ and those corresponding to $\mathbf{y}$ are $\mathbf{b}_{s_{2}+1}$. As $A_{0}^{\prime}$ maps every $z \in \mathbf{z}_{k}$ to $A_{k} \circ z, \forall k \in\left[s_{2}\right]$ and maps every $y \in \mathbf{y}$ to itself, after $A$ is set to $A A^{\prime}$ we have that $\widehat{T}_{k}(A \mathbf{x})=T^{\prime}\left(P_{0}(P S \mathbf{x}+\mathbf{b})\right)$ yielding $f(A \mathbf{x})=\mathrm{C}^{\prime}\left(P_{0}(P S \mathbf{x}+\mathbf{b})\right) \in \mathrm{PS}$-orb $\left(\mathrm{C}^{\prime}\right)$.

If $\mathrm{C}^{\prime}=\mathrm{C}$, then we are done. Otherwise, in Step $29 f(A \mathbf{x})$ is reconstructed. From Lemma F.1, we have that the terms of the reconstructed ROF $f^{\prime}$ are constant multiples of $T_{1}^{\prime}\left(P_{0}(P S \mathbf{x}+\mathbf{b})\right), \ldots$, $T_{s}^{\prime}\left(P_{0}(P S \mathbf{x}+\mathbf{b})\right)$. In fact, as $T_{1}^{\prime}\left(P_{0}(P S \mathbf{x}+\mathbf{b})\right), \ldots, T_{s}^{\prime}\left(P_{0}(P S \mathbf{x}+\mathbf{b})\right)$ are variable disjoint and hence linearly independent, the terms are exactly $T_{1}^{\prime}\left(P_{0}(P S \mathbf{x}+\mathbf{b})\right), \ldots, T_{s}^{\prime}\left(P_{0}(P S \mathbf{x}+\mathbf{b})\right)$. Fix any $k$ such that $T_{k} \neq T_{k}^{\prime}$. Recall that in this case, $T_{k}=z Q_{k, 2} \cdots Q_{k, m_{k}}$ and $T_{k}^{\prime}=z\left(Q_{k, 2} \cdots Q_{k, m_{k}}+c_{k}\right)$. From Lemma F.1, the corresponding term of $f^{\prime}$ is $\left(c \alpha_{1}^{\prime} x+c \alpha_{0}^{\prime}\right)\left(c^{-1}\left(Q_{k, 2} \cdots Q_{k, m_{k}}\right)\left(P_{0}(P S \mathbf{x}+\mathbf{b})\right)+c^{-1} c_{k}\right)$,
where $\alpha_{1}^{\prime} x=P_{0} P S \circ z, \alpha_{0}^{\prime}$ is the $z$-th entry of $P_{0} \mathbf{b}$, and $c \neq 0$. Hence in Step 29, $\alpha_{1}=c \alpha_{1}^{\prime}$ and $\beta=c^{-1} c_{k}$. Notice that $P_{0} P S \circ u_{0}=u_{0}$. So after $A$ is updated to map $u_{0}$ to $u_{0}-\alpha_{1} \beta x$, $\widehat{T}_{k}(A \mathbf{x})=T_{k}\left(P_{0}(P S \mathbf{x}+\mathbf{b})\right)$ yielding $f(A \mathbf{x}) \in \mathrm{PS}$-orb (C).

### 4.3.6 Running time of Algorithm 1

Notice that whenever a recursive call is made to Find-Equivalence(), it is for a polynomial in the orbit of a distinct + -rooted sub-ROF or variable of the original ROF C. As there are at most $n$ many +-rooted sub-ROFs and $n$ variables, there are at most $2 n$ many recursive calls. Thus to prove that Find-Equivalence() runs poly ( $n$ ) time we only need to argue that the time required by each recursive call (not counting the time spent in any sub-calls) is poly ( $n$ ). We divide this time into three parts: the time required to query the black-box of the input polynomial, time required to prepare black-boxes for sub-calls, and the time required to do everything else. The last of these is $\operatorname{poly}(n)$ because the Procedures $2,3,6,5$, and Algorithm 13 run in time poly $(n)$. This is so as all the operations that they perform like sparse polynomial interpolation, computing partial derivatives of order at most two, computing determinants of symbolic matrices, and factoring polynomials can be done efficiently in black-box fashion.

We now analyze how much time is required to query the black-box of the input polynomial and prepare black-boxes for sub-calls. To do this, let us understand how the black-boxes for the factors of the terms $\widehat{T}_{1}(A \mathbf{x}), \ldots, \widehat{T}_{s_{2}}(A \mathbf{x})$ are prepared in the for loop of lines 15-25 in first call to Find-Equivalence(), i.e., the call for $f$. Observe that for any $k \in\left[s_{2}\right]$, Compute-Term-Black-Box() obtains black-box access to $\widehat{T}_{k}(A \mathbf{x})$ by setting all variables other than those in $\mathbf{z}_{k}$ to 0 in $f(A \mathbf{x})$ and subtracting a known constant $\beta$ from the resulting polynomial. Thus black-box access to $\widehat{T}_{k}(A \mathbf{x})$ is obtained by evaluating $f$ at known affine forms $\ell_{1}, \ldots, \ell_{n}$ (obtained from $A$ by setting variables not in $\mathbf{z}_{k}$ to 0 ) and subtracting a known constant $\beta$ from $f\left(\ell_{1}, \ldots, \ell_{n}\right)$.

For any $l \in\left[m_{k}\right]$, to obtain black-box access to the factors of $\widehat{T}_{k}(A \mathbf{x})$, we first compute a matrix $A_{k, 0} \in \mathrm{GL}\left(\left|\mathbf{z}_{k}\right|, \mathbb{F}\right)$ such that the factors $\widehat{Q}_{1}, \ldots, \widehat{Q}_{m_{k}}$ of $\widehat{T}_{k}\left(A\left(A_{k, 0} \mathbf{z}_{k}, \mathbf{x} \backslash \mathbf{z}_{k}\right)\right)$ are variable disjoint. To obtain black-box access to $\widehat{Q}_{l}$ for some $l \in\left[m_{k}\right]$, we first set the variables in $\mathbf{z}_{k} \backslash \mathbf{z}_{k, l}$ to random field elements $\mathbf{a}^{\prime}$ and compute the constant $\beta_{l}$ from the (possibly inefficient) black-boxes of $\widehat{Q}_{1}, \ldots, \widehat{Q}_{m_{k}}$ obtained from $\widehat{T}_{k}\left(A\left(A_{k, 0} \mathbf{z}, \mathbf{x} \backslash \mathbf{z}\right)\right)$ using the black-box factorisation algorithm in [KT90]. We then compute $\beta_{l}^{-1} \cdot \widehat{T}\left(A_{k, 0}\left(\mathbf{z}_{k, l}, \mathbf{z}_{k} \backslash \mathbf{z}_{k, l}=\mathbf{a}^{\prime}\right)\right)$. Notice that this is the same as evaluating $f$ at known affine forms $\ell_{1}^{\prime}, \ldots, \ell_{n}^{\prime}$ (obtained from $\ell_{1}, \ldots, \ell_{n}$ by setting $\mathbf{z}_{k} \backslash \mathbf{z}_{k, l}=\mathbf{a}^{\prime}$ ), multiplying it by a known constant $\beta_{l}^{-1}$ and subtracting a known constant $\beta_{l}^{-1} \beta$ from it.

In any recursive call to Find-Equivalence(), the black-boxes for sub-calls are prepared in the same way. Thus the discussion in the above paragraph implies that no matter the recursive depth for a recursive call for a polynomial $f^{\prime}$, the black-box for $f^{\prime}$ would look like $\alpha f\left(\ell_{1}, \ldots, \ell_{n}\right)-\beta$, where $\alpha, \beta$ are known constants and $\ell_{1}, \ldots, \ell_{n}$ known affine forms in $\operatorname{var}\left(f^{\prime}\right)$. Thus the time to query the black-box of $f^{\prime}$ is poly $(n)$; not $\operatorname{poly}\left(\left|\operatorname{var}\left(f^{\prime}\right)\right|\right)$, but still independent of the recursive depth. Similarly the time required to prepare black-boxes for sub-calls is also poly $(n)$ and independent of the recursion depth as all that needs to be done is to compute appropriate affine forms $\ell_{1}^{\prime}, \ldots, \ell_{n}^{\prime}$ and constants $\alpha^{\prime}$ and $\beta^{\prime}$. Thus the algorithm runs in time poly $(n)$.

## 5 Polynomial equivalence for orbits of ROFs

In this section, we shall prove Theorem 2. Let $\mathrm{ROF}_{0}$ be the class of all additive-constant-free canonical ROFs.

### 5.1 The algorithm

The following algorithm decides whether $f_{1}(\mathbf{x}), f_{2}(\mathbf{x}) \in$ orb $\left(\mathrm{ROF}_{0}\right)$ are equivalent or not.

```
Algorithm 7 Equivalence-Test \(\left(f_{1}(\mathbf{x}), f_{2}(\mathbf{x})\right)\)
Input: Black-box access to \(f_{1}(\mathbf{x}), f_{2}(\mathbf{x}) \in \operatorname{orb}\left(\mathrm{ROF}_{0}\right)\).
Output: Whether or not \(f_{1}\) and \(f_{2}\) are equivalent. If they are equivalent, then \(A \in \operatorname{GL}(n, \mathbb{F})\) and
\(\mathbf{b} \in \mathbb{F}^{n}\) such that \(f_{1}(\mathbf{x})=f_{2}(A \mathbf{x}+\mathbf{b})\).
/* Reconstructing canonical ROFs equivalent to \(f_{1}\) and \(f_{2}\). */
    for \(i \in[2]\) do
    \(A_{i} \leftarrow\) Find-Equivalence \(\left(f_{i}(\mathbf{x})\right)\) (Algorithm 1).
    \(\mathrm{C}_{i}^{\prime} \leftarrow \operatorname{Reconstruct-ROF}\left(f_{i}\left(A_{i} \mathbf{x}\right)\right)\) (Algorithm 13).
    \(S_{i}, \mathbf{b}_{i} \leftarrow\) Canonize \(\left(\mathrm{C}_{i}^{\prime}\right)\) (Procedure 14), where \(S_{i} \in \mathrm{GL}(n, \mathbb{F})\) is a scaling matrix, \(\mathbf{b}_{i} \in \mathbb{F}^{n}\).
    \(\mathrm{C}_{i} \leftarrow \mathrm{C}_{i}^{\prime}\left(S_{i} \mathbf{x}+\mathbf{b}_{i}\right), G_{i} \leftarrow\) the underlying tree of \(\mathrm{C}_{i}\) wherein all internal nodes are unla-
    belled and the leaves are labelled by variables.
    end for
    /* Checking if \(\mathrm{C}_{1}\) and \(\mathrm{C}_{2}\) are equivalent */
    if \(G_{1}\) and \(G_{2}\) are isomorphic as rooted trees then
    If \(\sigma\) is the permutation such that \(\sigma\left(G_{2}\right)=G_{1}\), construct a permutation matrix \(P\) that maps \(x_{i}\)
    to \(\sigma\left(x_{i}\right) \forall i \in[n]\) using Fact A.4. \(A \leftarrow A_{2} S_{2} P S_{1}^{-1} A_{1}^{-1}, \mathbf{b} \leftarrow A_{2} \mathbf{b}_{2}-A_{2} S_{2} P S_{1}^{-1} \mathbf{b}_{1}\).
    Use the Schwartz-Zippel Lemma to check if \(f_{1}(\mathbf{x})=f_{2}(A \mathbf{x}+\mathbf{b})\). If yes, return EQUIVALENT,
    \(A\) and \(\mathbf{b}\). Else, return NOT EQUIVALENT.
    else
        Return not equivalent.
    end if
```


### 5.2 Analysis of the algorithm

We establish the correctness of the above algorithm by proving the following lemma.
Lemma 5.1 (Correctness of Algorithm 7). Given black-box access to two n-variate polynomials $f_{1}(\mathbf{x})$, $f_{2}(\mathbf{x}) \in \operatorname{orb}\left(R O F_{0}\right)$, Algorithm 7 correctly determines with high probability whether they are equivalent or not provided that $\operatorname{char}(\mathbb{F})=0$ or $\geq n^{2}$ and $|\mathbb{F}| \geq n^{13}$. Moreover, if they are equivalent, it returns an $A \in \mathrm{GL}(n, \mathbb{F})$ and $a \mathbf{b} \in \mathbb{F}^{n}$ such that $f_{1}(\mathbf{x})=f_{2}(A \mathbf{x}+\mathbf{b})$.

Proof. If $f_{1} \notin \operatorname{orb}\left(f_{2}\right)$, then Step 9 ensures that the algorithm returns NOT EQUIVALENT with high probability. So suppose that $f_{1} \in \operatorname{orb}\left(f_{2}\right)$. In this case, there exists a $C \in \operatorname{ROF}_{0}$ such that $f_{1}, f_{2} \in \operatorname{orb}(\mathrm{C})$. Then, $f_{1}\left(A_{1} \mathbf{x}\right), f_{2}\left(A_{2} \mathbf{x}\right) \in \mathrm{PS}$-orb(C) (from Lemma 4.1), and so the only non-zero
additive-constants in them are translations, i.e. constants attached to + gates which have a variable as a child. As, from Lemma F.1, $\mathrm{C}_{1}^{\prime}$ and $f_{1}\left(A_{1} \mathbf{x}\right), \mathrm{C}_{2}^{\prime}$ and $f_{2}\left(A_{2} \mathbf{x}\right)$ are equal up to scaling of the leaves, the only non-zero additive-constants in $\mathrm{C}_{1}^{\prime}$ and $\mathrm{C}_{2}^{\prime}$ are also translations. We now use this fact to show that $\mathrm{C}_{1}$ and $\mathrm{C}_{2}$ are the same as C up to a permutation of variables.

As mentioned above, $f_{1}\left(A_{1} \mathbf{x}\right), f_{2}\left(A_{2} \mathbf{x}\right) \in \mathrm{PS}$-orb $(\mathrm{C})$ and $\mathrm{C}_{1}^{\prime}, \mathrm{C}_{2}^{\prime}$ are same as $f_{1}\left(A_{1} \mathbf{x}\right), f_{2}\left(A_{2} \mathbf{x}\right)$ up to scaling of leaves. This means that $\mathrm{C}_{1}^{\prime}, \mathrm{C}_{2}^{\prime}$ can be obtained from C by permuting, scaling, and translating the variables and scaling the additive-constants (as they are also leaves of $\mathrm{C}_{1}^{\prime}, \mathrm{C}_{2}^{\prime}$ ). However as the only non-zero additive constants in $\mathrm{C}_{1}^{\prime}$ and $\mathrm{C}_{2}^{\prime}$ are translations, these two ROFs differ from C by just permutation, scaling and translation of the variables. From Observation F.1, $\mathrm{C}_{1}$ and $\mathrm{C}_{2}$ are constant-free regular ROFs obtained from $\mathrm{C}_{1}^{\prime}$ and $\mathrm{C}_{2}^{\prime}$ by recovering the scaling and translation of variables. Hence, they must be equal to $C$ up to a permutation of variables.

As $C_{1}$ and $C_{2}$ are the same up to a permutation of variables, their underlying trees $G_{1}$ and $G_{2}$ are isomorphic as rooted trees. So, a permutation $\sigma$ such that $\sigma\left(G_{2}\right)=G_{1}$ exists. As $\sigma$ is completely determined by its restriction to the leaves of $G_{2}$, if $P$ is as defined in Step 8, then $\mathrm{C}_{1}(\mathbf{x})=\mathrm{C}_{2}(P \mathbf{x})$. A simple calculation shows that this implies $f_{1}(\mathbf{x})=f_{2}(A \mathbf{x}+\mathbf{b})$ for $A$ and $\mathbf{b}$ defined in Step 8.

Running time of the algorithm. Find-Equivalence(), Reconstruct-ROF(), and Canonize() run in time polynomial in $n$. Also as mentioned in Fact A.4, a polynomial time algorithm exists for the rooted tree isomorphism problem. Moreover, the Schwartz-Zippel lemma also yields a polynomial time algorithm for checking if $f_{1}(\mathbf{x})=f_{2}(A \mathbf{x}+\mathbf{b})$ in Step 9. Thus, Algorithm 7 runs in time poly $(n)$. This along with Lemma 5.1 proves Theorem 2.

## 6 Conclusion

In this work, we give the first randomized polynomial-time equivalence test for ROFs (Theorem 1) and use this result to solve PE for orbits of (slightly restricted) ROFs (Theorem 2). These results are substantial generalizations of two well-studied problems in algebraic complexity, namely quadratic form equivalence and reconstruction of ROFs. As PE is graph isomorphism hard for even cubic forms, it is indeed satisfying to know that PE can be solved efficiently for an unboundeddepth, unbounded-degree, and unbounded-fanin circuit class such as orbits of ROFs. Theorem 1 also implies efficient learning of random arithmetic formulas (without any restriction on the underlying tree structure) in the high number of variables setting.

The algorithms are based on a novel interplay between a few crucial properties of the factors and the essential variables of the Hessian determinant of an ROF, the essential variables of the ROF, and certain structures in the ROF called "skewed paths". Proving these properties of the Hessian and combining them effectively with the skewed paths to make up for the dearth of essential variables and to recursively discover formulas in the orbits of sub-ROFs of lower depth (without blowing up the complexity exponentially due to unbounded depth) constitute the main technical contributions of this work. The approach developed in this work and the insights obtained thus may turn out to be independently useful for learning other related circuit models.

We end this section by noting a few future directions that can be pursued:

1. Generalizing our results. We believe that the mild "additive-constant-free" restriction on the ROFs in Theorems 2 can be removed completely by building on the techniques of this work. Indeed, we show in Section E that this relaxation is possible for depth-4 ROFs. It
is worth showing the same for general ROFs. Another interesting generalization of Theorem 1 would be an equivalence test for power-substituted ROFs and, more generally, for univariate-substituted ROFs ${ }^{35}$. An equivalence test for univariate-substituted ROFs would greatly generalize the equivalence test for the sums of univariates model studied in [GKP18] and the reconstruction algorithm for preprocessed ROFs in [SV14]. We believe that our equivalence test and its analysis can be extended to work for univariate-substituted ROFs. To support this belief, let us consider the power-substituted sum-product polynomial SPP := $\sum_{i \in[s]} \prod_{j \in[d]} x_{i, j}^{e_{i, j}}$, where $e_{i, j} \in \mathbb{N}$. It turns out that $\operatorname{det}\left(H_{\text {SPP }}\right)$ factorizes as:

$$
\operatorname{det}\left(H_{\mathrm{SPP}}\right)=(-1)^{s(d-1)} \cdot \prod_{i \in[s], j \in[d]} e_{i, j} \cdot \prod_{i \in[s]}\left(e_{i, 1}+\ldots+e_{i, d}-1\right) \cdot \prod_{i \in[s], j \in[d]} x_{i, j}^{e_{i, j} \cdot d-2}
$$

So the equivalence test for SP, described in Section 1.3.1, works (almost as it is) for SPP.
2. Learning orbits of sparse polynomials and ROABPs. As mentioned in Section 1.1.2, studying the orbit of a circuit class is a natural first step towards understanding affine projections of the class. Efficient proper learning algorithms are long known for sparse polynomials [KS01] and ROABPs [BBB $\left.{ }^{+} 00, \mathrm{KS} 06\right]$. Recall that affine projections of these classes capture immensely powerful circuit classes such as depth-3 circuits and ABPs. Like ROFs, can we design efficient learning algorithms for orbits of sparse polynomials and ROABPs?
3. Learning random formulas. Theorem 1 solves the learning problem for random formulas when the number of variables $n$ is larger than the size $s$ of the underlying tree of the formula. A more interesting setting of parameters is $s=\operatorname{poly}(n)$. Can we design an efficient learning algorithm for random formulas (of even constant depth) if $s \gg n$ ?
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| Notations | Usage |
| :--- | :--- |
| C, $\Delta$ | An ROF and its product depth, respectively |
| $T, Q$ (with or without subscripts) | $\times$-rooted and +-rooted sub-ROFs, respectively |
| $A, B, C, P, R, S$ | Matrices over $\mathbb{F}$ |
| $U, W$ | Spaces spanned by the first order partials of polynomials |
| $E, F, I, J, N, V$ | Sets |
| $f, g, h, p, q, \ell, r$ | Polynomials |
| $t, u, x, y, z$ | Variables |
| $\mathbf{x}, \mathbf{y}, \mathbf{z}, \mathbf{u}$ | Sets of variables |
| $\alpha, \beta, \gamma, c$ | Elements of $\mathbb{F}$ |
| $d, e, i, j, k, l, m, n, s$ | Natural numbers |
| $\mathbf{a}, \mathbf{b}, \mathbf{d}, \boldsymbol{\alpha}$ | Vectors over $\mathbb{F}$ |

Table 1: Notations

## A Some useful algorithmic facts

## A. 1 Black-box polynomial factorization

Fact A. 1 (Black-box for partials). Let $d \in \mathbb{N}, \operatorname{char}(\mathbb{F})=0$ or $\operatorname{char}(\mathbb{F})>d$, and $g \in \mathbb{F}[\mathbf{x}]$ be a degree $d$ polynomial given as a black-box. Then, for $x \in \mathbf{x}$, a black-box for $\frac{\partial g}{\partial x}$ can be computed in poly $(|\mathbf{x}|, d)$ time.

The above fact is well-known; a proof of it can be found in Section 2.2 of [KNST19].
Fact A. 2 (Black-box polynomial factorization $[K T 90])$. Let $d \in \mathbb{N}, \operatorname{char}(\mathbb{F})=0$ or $\operatorname{char}(\mathbb{F})>d$, and $|\mathbb{F}| \geq d^{6}$. There is a randomized algorithm, with oracle access to univariate polynomial factorization over $\mathbb{F}$, that takes input black-box access to a polynomial $g \in \mathbb{F}[\mathbf{x}]$ of degree $d$ and outputs black-boxes for the irreducible factors of $g$ in $\operatorname{poly}(|\mathbf{x}|, d)$ time.

Remark. Since our model of computation allows univariate polynomial factorization, we will assume that black-box polynomial factorization can be done in randomized polynomial-time. This assumption is justified particularly for finite fields and $\mathbb{Q}$ [Ber70,LLL82].

## A. 2 Quadratic form equivalence

Known algorithms for quadratic form equivalence (QFE) over $\mathbb{C}, \mathbb{R}, \mathbb{Q}$, and finite fields are based on well-known classification of quadratic forms. Refer to [Ser73, Lam04, Ara11] for a comprehensive discussion on this. We record the complexity of QFE over these fields in the fact below. Over $\mathbb{R}$ and $\mathbb{C}$, the model of computation is an arithmetic circuit with oracle access to a square root finding algorithm; every operation in the circuit takes a unit time. Whereas, over $Q$ and finite fields, the model of computation is a Turing machine, i.e., the running time is measured as bit operations.

Fact A. 3 (Complexity of QFE). Let $n$ be the number of variables in each of the two input quadratic forms.

1. (Over $\mathbb{C}$ and $\mathbb{R}$ ). There is a deterministic $\operatorname{poly}(n)$ time $Q F E$ algorithm.
2. (Over finite fields). Let char $(\mathbb{F}) \neq 2$. There is a randomized poly $(n, \log |\mathbb{F}|)$ time $Q F E$ algorithm.
3. (Over $\mathbb{Q}$ ) [Wal13]. There is a deterministic poly $(n, b)$ time QFE algorithm with oracle access to integer factoring, where $b$ is the bit length of the coefficients of the input quadratic forms.

## A. 3 Rooted tree isomorphism

Definition A. 1 (Tree isomorphism). Two rooted trees $G_{1}=\left(V_{1}, E_{1}, v_{1}\right)$ and $G_{2}=\left(V_{2}, E_{2}, v_{2}\right)$ are isomorphic, if there is a bijection $\pi: V_{1} \rightarrow V_{2}$ s.t. $\left(v, v^{\prime}\right) \in E_{1} \Leftrightarrow\left(\pi(v), \pi\left(v^{\prime}\right)\right) \in E_{2}$ and $\pi\left(v_{1}\right)=v_{2}$.

Fact A. 4 (Efficient tree isomorphism [AHU83]). There is an algorithm that takes input two rooted trees $G_{1}=\left(V_{1}, E_{1}, v_{1}\right)$ and $G_{2}=\left(V_{2}, E_{2}, v_{2}\right)$ and decides if $G_{1}$ and $G_{2}$ are isomorphic. If the answer is yes, it also outputs an isomorphism. The running time of the algorithm is poly $\left(\left|V_{1}\right|,\left|V_{2}\right|\right)$.

The following observation is easy to show.
Observation A.1. Let $G_{1}=\left(V_{1}, E_{1}, v_{1}\right)$ and $G_{2}=\left(V_{2}, E_{2}, v_{2}\right)$ be rooted trees and $\pi$ an isomorphism from $G_{1}$ to $G_{2}$ s.t. $\pi\left(v_{1}\right)=v_{2}$. Then, $\pi$ is completely determined by its restriction to the leaves of $G_{1}$.

## B Missing proofs from Section 2

## B.1 Proof of Observation 2.1

Let $x$ be a truly essential variable of $g$. Suppose there exists $\alpha_{x^{\prime}} \in \mathbb{F}$, for every $x^{\prime} \in \mathbf{x}$, such that $\sum_{x^{\prime} \in \mathbf{x} \backslash\{x\}} \alpha_{x^{\prime}} \frac{\partial g}{\partial x^{\prime}}=\alpha_{x} \frac{\partial g}{\partial x}$, where $\alpha_{x} \neq 0$. Then, it follows from Fact 2.1 that there is an $A \in \mathrm{GL}(|\mathbf{x}|, \mathbb{F})$ which maps $x$ to itself and $g(A \boldsymbol{x})$ is $x$-free. Hence, by Definition 2.2, $x$ is not truly essential.

Suppose $x$ is not a truly essential variable of $g$. Then, there exists an $A \in \mathrm{GL}(|\mathbf{x}|, \mathbb{F})$ that maps $x$ to itself and $g(A \mathbf{x})$ is $x$-free. Suppose the column of $A$ labelled by $x$ is $\left(\alpha_{y, x}\right)_{y \in \boldsymbol{x}}^{T}$. Then, it follows from the chain rule of derivatives that $0=\frac{\partial g(A \mathbf{x})}{\partial x}=\sum_{y \in \mathbf{x}} \alpha_{y, x} \frac{\partial g}{\partial y}(A \mathbf{x})$, which implies $\sum_{y \in \mathbf{x}} \alpha_{x, y} \frac{\partial g}{\partial y}=0$. As $A$ maps $x$ to itself, $\alpha_{x, x}=1 \neq 0$. This completes the proof.

## B. 2 Proof of Observation 2.2

Assume that $\mathbf{z}=\mathbf{x}$ and all $\mathbf{x}$-variables are essential for $h$. Suppose, $A=\left[\begin{array}{cc}A_{\mathbf{x}} & A_{1} \\ A_{2} & A_{\mathbf{y}}\end{array}\right]$, where the rows and columns of $A_{\mathbf{x}}, A_{\mathbf{y}}$ are labelled by $\mathbf{x}$ and $\mathbf{y}$, respectively. It is sufficient to show that $A_{1}=0$. Let $g=h\left(A(\mathbf{x}, \mathbf{y})^{T}\right) \in \mathbb{F}[\mathbf{x}]$. Pretend that $g$, $h$ are polynomials in $\mathbf{x} \uplus \mathbf{y}$. Let $\nabla g=\left([\nabla g]_{\mathbf{x}},[\nabla g]_{\mathbf{y}}\right)^{T}$, where $[\nabla g]_{\mathbf{x}}=\left(\frac{\partial g}{\partial x}\right)_{x \in \mathbf{x}}$ and $[\nabla g]_{\mathbf{y}}=\left(\frac{\partial g}{\partial y}\right)_{y \in \mathbf{y}}=0$. Similarly, let $\nabla h=\left([\nabla h]_{\mathbf{x}},[\nabla h]_{\mathbf{y}}\right)^{T}$, where $[\nabla h]_{\mathrm{y}}=0$. By the chain rule,

$$
\begin{equation*}
\nabla g=A^{T} \cdot[\nabla h]\left(A(\mathbf{x}, \mathbf{y})^{T}\right) \tag{1}
\end{equation*}
$$

Since $\mathbf{x}$ is the set of essential variables of $h$, the entries in $[\nabla h]_{\mathbf{x}}$ are $\mathbb{F}$-linearly independent, and thus, the entries in $[\nabla h]_{\mathbf{x}}\left(A(\mathbf{x}, \mathbf{y})^{T}\right)$ are also $\mathbb{F}$-linearly independent. Now, it is easy to see from Equation (1) and the structure of $A$ that $A_{1}^{T}=0$. Otherwise, we get a non-zero linear combination of $\frac{\partial h}{\partial x}\left(A(\mathbf{x}, \mathbf{y})^{T}\right), x \in \mathbf{x}$, which is equal to 0 (as $[\nabla g]_{\mathbf{y}}=[\nabla h]_{\mathbf{y}}=0$ ), and this leads to a contradiction.

Now, suppose $\mathbf{x} \neq \mathbf{z}$. Let $P \in \mathrm{GL}(|\mathbf{x}|+|\mathbf{y}|, \mathbb{F})$ be a permutation matrix that maps $\mathbf{x}$ to $\mathbf{z}, \mathbf{z}$ to $\mathbf{x}$ and every other variable to itself. We know $h\left(A(\mathbf{x}, \mathbf{y})^{T}\right) \in \mathbb{F}[\mathbf{z}]$. Then, note that $h\left(A P(\mathbf{x}, \mathbf{y})^{T}\right) \in$ $\mathbb{F}[\mathbf{x}]$. It follows from the above argument that $A P$ maps every $\mathbf{x}$-variable to a linear form in $\mathbf{x}$. This implies $A$ maps every $\mathbf{x}$-variable to a linear form in $\mathbf{z}$.

Now, suppose that not all $\mathbf{x}$-variables are necessarily essential for $h$. Let $C \in G L(|\mathbf{x}|+|\mathbf{y}|, \mathbb{F})$ be such that $h\left(C(\mathbf{x}, \mathbf{y})^{T}\right)$ has no redundant variables. Then, Fact 2.2 implies that every truly essential variable of $h$ is in $\operatorname{var}\left(h\left(C(\mathbf{x}, \mathbf{y})^{T}\right)\right)$. The argument in the above paragraph implies that $C^{-1} A$ maps all variables in $\operatorname{var}\left(h\left(C(\mathbf{x}, \mathbf{y})^{T}\right)\right)$ to linear forms in $\mathbf{z}$. Because $C$ maps every truly essential variable of $h$ to itself, $A$ maps every truly essential variable to a linear form in $\mathbf{z}$.

## B. 3 Proof of Observation 2.3

Suppose, $\sum_{x \in \mathbf{x}} \alpha_{x} \frac{\partial h}{\partial x}+\sum_{y \in \mathbf{y}} \beta_{y} \frac{\partial h}{\partial y}=0$. Since $h=g(\mathbf{x})^{e} \cdot p(\mathbf{x}, \mathbf{y})$ and $e \geq 1$, we get

$$
\sum_{x \in \mathbf{x}} \alpha_{x}\left(g^{e} \frac{\partial p}{\partial x}+e \cdot g^{e-1} \cdot p \frac{\partial g}{\partial x}\right)+\sum_{y \in \mathbf{y}} \beta_{y} g^{e} \frac{\partial p}{\partial y}=0 .
$$

On dividing the above equation by $g^{e-1}$ and rearranging the terms we get

$$
g\left(\sum_{x \in \mathbf{x}} \alpha_{x} \frac{\partial p}{\partial x}+\sum_{y \in \mathbf{y}} \beta_{y} \frac{\partial p}{\partial y}\right)+e \cdot p\left(\sum_{x \in \mathbf{x}} \alpha_{x} \frac{\partial g}{\partial x}\right)=0
$$

As $g$ and $p$ are coprime, and $\operatorname{deg}\left(\sum_{x \in \mathbf{x}} \alpha_{x} \frac{\partial g}{\partial x}\right)<\operatorname{deg}(g)$, we get $\sum_{x \in \mathbf{x}} \alpha_{x} \frac{\partial g}{\partial x}=0$. But, this implies $\alpha_{x}=0$ for every $x \in \mathbf{x}$, since $N_{e s s}(g)=|\mathbf{x}|$. Hence, every $\mathbf{x}$-variable is truly essential for $h$.

## B. 4 Proof of Observation 2.4

Let $\alpha_{1} \frac{\partial h}{\partial x_{1}}+\alpha_{2} \frac{\partial h}{\partial x_{2}}+\sum_{y \in \mathbf{y}} \beta_{y} \frac{\partial h}{\partial y}=0$, where $\alpha_{1}, \alpha_{2}, \beta_{y} \in \mathbb{F}$ for $y \in \mathbf{y}$. Since $h=\sum_{i \geq 0} p_{i}(\mathbf{y})\left(x_{1} x_{2}\right)^{i}$,

$$
\alpha_{1}\left(\sum_{i \geq 1} i \cdot p_{i} \cdot x_{1}^{i-1} x_{2}^{i}\right)+\alpha_{2}\left(\sum_{i \geq 1} i \cdot p_{i} \cdot x_{1}^{i} x_{2}^{i-1}\right)+\sum_{y \in \mathbf{y}} \beta_{y}\left(\sum_{i \geq 0}\left(x_{1} x_{2}\right)^{i} \frac{\partial p_{i}}{\partial y}\right)=0 .
$$

Notice that $\alpha_{1}\left(\sum_{i \geq 1} i \cdot p_{i} \cdot x_{1}^{i-1} x_{2}^{i}\right), \alpha_{2}\left(\sum_{i \geq 1} i \cdot p_{i} \cdot x_{1}^{i} x_{2}^{i-1}\right)$, and $\sum_{y \in \mathbf{y}} \beta_{y}\left(\sum_{i \geq 0}\left(x_{1} x_{2}\right)^{i} \frac{\partial p_{i}}{\partial y}\right)$ are monomial disjoint. Thus, each of these three polynomials is zero. Suppose $\alpha_{1} \neq 0$. Then, $\sum_{i \geq 1} i \cdot p_{i}$. $x_{1}^{i-1} x_{2}^{i}=0$. As char $(\mathbb{F})=0$ or $>d$, we get $p_{i}=0$ for every $i \geq 1$, which is a contradiction. Thus, $\alpha_{1}=0$. Similarly, $\alpha_{2}=0$. Hence, $x_{1}$ and $x_{2}$ are truly essential for $h$.

## B. 5 Proof of Observation 2.5

For $j \in I$, let $\varphi_{j}$ be the substitution map defined as: $\varphi_{j}\left(x_{j}\right)=-\alpha_{j}{ }^{-1}\left(\sum_{i \in[n] \backslash\{j\}} \alpha_{i} x_{i}+\beta\right)$, and $\varphi(x)=x$ for every $x \in \mathbf{x} \backslash\left\{x_{j}\right\}$. For $j_{1}, j_{2} \in I$, let $g_{j_{1}}:=\varphi_{j_{1}}(g)$ and $g_{j_{2}}:=\varphi_{j_{2}}(g)$. Observe that $g_{j_{1}}-g_{j_{2}} \in\langle\ell\rangle$, which implies $g_{j_{1}}=\varphi_{j_{1}}\left(g_{j_{2}}\right)$, as $\varphi_{j_{1}}(\ell)=0$ and $g_{j_{1}}$ is $x_{j_{1}}$-free. Hence, by chain rule, $\frac{\partial g_{j_{1}}}{\partial x_{i}}=\varphi_{j_{1}}\left(\frac{\partial g_{j_{2}}}{\partial x_{i}}\right)-\alpha_{j_{1}}^{-1} \alpha_{i} \cdot \varphi_{j_{1}}\left(\frac{\partial g_{j_{2}}}{\partial x_{j_{1}}}\right)$. As $g_{j_{2}}$ is $x_{j_{2}}$-free,

$$
\frac{\partial g_{j_{1}}}{\partial x_{j_{2}}}=-\alpha_{j_{1}}^{-1} \alpha_{j_{2}} \cdot \varphi_{j_{1}}\left(\frac{\partial g_{j_{2}}}{\partial x_{j_{1}}}\right) \Longrightarrow \frac{\partial g_{j_{1}}}{\partial x_{i}}-\alpha_{j_{2}}^{-1} \alpha_{i} \cdot \frac{\partial g_{j_{1}}}{\partial x_{j_{2}}}=\varphi_{j_{1}}\left(\frac{\partial g_{j_{2}}}{\partial x_{i}}\right) .
$$

Notice that the space spanned by $\left\{\frac{\partial g_{j_{1}}}{\partial x_{i}}-\alpha_{j_{2}}^{-1} \alpha_{i} \cdot \frac{\partial g_{j_{1}}}{\partial x_{j_{2}}}: x_{i} \in \mathbf{x}\right\}$ is $W_{j_{1}}$, which (by the above equations) is $U:=\left\langle\varphi_{j_{1}}\left(\frac{\partial g_{j_{2}}}{\partial x_{i}}\right): x_{i} \in \mathbf{x}\right\rangle$. As $\varphi_{j_{1}}$ is linear, $\operatorname{dim} U \leq \operatorname{dim} W_{j_{2}}$, implying $\operatorname{dim} W_{j_{1}} \leq$ $\operatorname{dim} W_{j_{2}}$. Similarly, we can show that $\operatorname{dim} W_{j_{2}} \leq \operatorname{dim} W_{j_{1}}$. Therefore, $\operatorname{dim} W_{j_{1}}=\operatorname{dim} W_{j_{2}}$.

## B. 6 Proof of Observation 2.6

From the definition of a formula, the first three properties of Definition 2.6 are satisfied by C. We now "push" the labels on the edges of C down to the leaves so that the variables labelling the leaves are scaled. Then, we apply an invertible diagonal transformation $S$ to $\mathbf{x}$ to rescale the variables appropriately. This ensures that property 4 is satisfied. To satisfy property 5 , observe that if a + gate has variable children $x_{i_{1}}, \ldots, x_{i_{m}}$ and constant children $\gamma_{1}, \ldots, \gamma_{k}$, then we can replace all the constants by $\gamma=\gamma_{1}+\ldots+\gamma_{k}$, and apply an invertible affine transformation that maps $x_{i_{1}}$ to $x_{i_{1}}-\left(x_{i_{2}}+\cdots+x_{i_{m}}+\gamma\right)$ and every other variable to itself.

Suppose $u$ is a + gate that has among its children a variable $x$ and a $\times$ gate $v$ such that $v$ has two children - a variable $y$ and $\mathrm{a}+$ gate $v^{\prime}$. Suppose $v^{\prime}$ has a constant child $\gamma$. The polynomial computed at $v$ is of the form $x+y(T+\gamma)+$ other terms $=(x+\gamma y)+y T+$ other terms, where $T$ is $x$ and $y$ free. Now, if we apply an invertible linear transformation that maps $x$ to $x-\gamma y$ and every other variable to itself, then property 6 is satisfied with respect to nodes $u$ and $v$. Finally, it is easy to see that this canonization process does not introduce any extra additive-constant.

## B. 7 Proof of Observation 2.7

Let $\operatorname{var}(\mathrm{C})=\mathbf{x}$. Over any field, $N_{\text {ess }}(\mathrm{C}) \geq \operatorname{dim}\left\langle\frac{\partial \mathrm{C}}{\partial x}: x \in \mathbf{x}\right\rangle$. So it is sufficient to show that $\operatorname{dim}\left\langle\frac{\partial C}{\partial x}: x \in \mathbf{x}\right\rangle=|\mathbf{x}|$. We will prove this by induction on the product depth $\Delta$ of $C$. In the base case, $\Delta=0$, and $C$ computes a polynomial $x+\gamma$, for $\gamma \in \mathbb{F}$; so, $\operatorname{dim}\left\langle\frac{\partial C}{\partial x}: x \in \mathbf{x}\right\rangle=|\mathbf{x}|=1$. Suppose that the induction hypothesis holds for canonical ROFs of product depth $\Delta-1$ or less.

Let $\mathrm{C}=T_{1}+\ldots+T_{s}+\gamma$ be a canonical ROF of product depth $\Delta$, where each $T_{i}$ is a $\times$-rooted ROF having at least two non-constant, variable disjoint factors. Consider an $\mathbb{F}$-linear dependence $\sum_{x \in \mathbf{x}} \alpha_{x} \frac{\partial \mathrm{C}}{\partial x}=0$, where $\alpha_{x} \in \mathbb{F}$. Then, $\sum_{x \in \operatorname{var}\left(T_{i}\right)} \alpha_{x} \frac{\partial T_{i}}{\partial x} \in \mathbb{F}$ for every $i \in[s]$. This is because $T_{i}$ and $T_{j}$ are variable disjoint for $i \neq j$. But $\sum_{x \in \operatorname{var}\left(T_{i}\right)} \alpha_{x} \frac{\partial T_{i}}{\partial x} \in \mathbb{F}$ implies $\sum_{x \in \operatorname{var}\left(T_{i}\right)} \alpha_{x} \frac{\partial T_{i}}{\partial x}=0$, as $T_{i}$ is a product of at least two non-constant factors and a common root of these variable disjoint factors is also a root of $\sum_{x \in \operatorname{var}\left(T_{i}\right)} \alpha_{x} \frac{\partial T_{i}}{\partial x}$. Now suppose $\alpha_{x} \neq 0$ for some $x \in \operatorname{var}\left(T_{i}\right)$ and $i \in[s]$. Let $T_{i}=Q_{1} \cdots Q_{m}$, where $Q_{1}, \ldots, Q_{m}$ are variable disjoint +-rooted canonical ROFs of product depth at most $\Delta-1$. Suppose that the $x$ mentioned above is in $\operatorname{var}\left(Q_{l}\right)$. By the induction hypothesis, $\sum_{y \in \operatorname{var}\left(Q_{l}\right)} \alpha_{y} \frac{\partial Q_{l}}{\partial y} \neq 0$ unless every $\alpha_{y}=0$. So the dependence $\sum_{x \in \operatorname{var}\left(T_{i}\right)} \alpha_{x} \frac{\partial T_{i}}{\partial x}=0$ implies $Q_{l}$ divides $\sum_{y \in \operatorname{var}\left(Q_{l}\right)} \alpha_{y} \frac{\partial Q_{l}}{\partial y} \neq 0$, which is not possible as the latter has a smaller degree. Therefore, $\alpha_{x}=0$ for every $x \in \mathbf{x}$, and so, $\operatorname{dim}\left\langle\frac{\partial \mathrm{C}}{\partial x}: x \in \mathbf{x}\right\rangle=|\mathbf{x}|$.

## B. 8 Proof of Claim 2.1

Let $\mathbf{x}=\left\{x_{1}, \ldots, x_{n}\right\}$ be $\operatorname{var}(\mathrm{C})$, where $\mathrm{C}=T_{1}+\cdots+T_{s}+\gamma$ is a canonical ROF. Let $\ell=\sum_{x \in \mathbf{x}} \alpha_{x} x+$ $\alpha$, where either $|\operatorname{var}(\ell)| \geq 2, \alpha \in \mathbb{F}$ and for every $x \in \mathbf{x}, \alpha_{x} \in \mathbb{F}$ or $|\operatorname{var}(\ell)|=1$ and $\alpha \in \mathbb{F}^{\times}$. Let $\mathbf{x}^{\prime}=\mathbf{x} \backslash\left\{y_{1}\right\}, \ell_{1}=\sum_{x \in \mathbf{x}^{\prime}}-\alpha_{x}^{\prime} x-\alpha^{\prime}$, where for every $x \in \mathbf{x}^{\prime}, \alpha_{x}^{\prime}=\alpha_{x} \alpha_{y_{1}}^{-1}$ and $\alpha^{\prime}=\alpha \alpha_{y_{1}}^{-1}$. Notice that $\ell_{1} \neq 0$. Then, we know that $\mathrm{C}_{\ell}=\mathrm{C}\left(y_{1}=\ell_{1}, \mathbf{x}^{\prime}\right)$. As C is canonical, there exists at most one $l \in[s]$, such that $T_{l}$ is a variable. If such an $l$ exists and $\operatorname{var}\left(T_{l}\right) \cap \operatorname{var}(\ell) \neq \varnothing$ then we assume without loss of generality that $l=1$. We also assume that $y_{1} \in \operatorname{var}\left(T_{1}\right)$. Then, note that $\mathrm{C}_{\ell}=T_{1}^{\prime}+T_{2}+\cdots+T_{s}+\gamma$, where $T_{1}^{\prime}:=T_{1}\left(y_{1}=\ell_{1}, \operatorname{var}\left(T_{1}\right) \backslash\left\{y_{1}\right\}\right)$. For $l \in[2, s]^{36}$, let $\mathbf{x}_{l}^{\prime}=\operatorname{var}\left(T_{l}\right)$ and $\mathbf{x}_{1}^{\prime}=\operatorname{var}\left(T_{1}\right) \backslash\left\{y_{1}\right\}$. We first prove the following two useful observations.

Observation B.1. $U:=\left\langle\frac{\partial C}{\partial x}: x \in \operatorname{var}\left(T_{l}\right), l \in[s],\right| \operatorname{var}\left(T_{l}\right)|\geq 2\rangle$ does not contain a non-zero constant.
Proof. Suppose there exists an $\alpha \in U \cap \mathbb{F} \backslash\{0\}$. Let $\mathrm{C}^{\prime}=\sum_{l \in[s],\left|\operatorname{var}\left(T_{l}\right)\right| \geq 2} T_{l}+\alpha y$, where $y$ is a fresh variable. Then, $\mathrm{C}^{\prime}$ is in the orbit of the canonical $\operatorname{ROF} \sum_{l \in[s],\left|\operatorname{var}\left(T_{l}\right)\right| \geq 2} T_{l}+y$ and it follows from Fact 2.4 and Observation 2.7 that $N_{\text {ess }}\left(\mathrm{C}^{\prime}\right)=\left|\operatorname{var}\left(\mathrm{C}^{\prime}\right)\right|$. Thus, $W:=\left\{\frac{\partial \mathrm{C}^{\prime}}{\partial x}: x \in \operatorname{var}\left(\mathrm{C}^{\prime}\right)\right\}$ is $\mathbb{F}$-linearly independent. Note that $U=\langle W\rangle$ but $\operatorname{dim} U<|W| ;$ a contradiction. So $U \cap \mathbb{F} \backslash\{0\}=\varnothing$.

Observation B.2. If $\left|\operatorname{var}\left(T_{1}\right)\right| \leq 2$, then $N_{\text {ess }}\left(\mathrm{C}_{\ell}\right) \geq n-2$.
Proof. There are two cases, $T_{1}=y_{1}$ and $T_{1}=y_{1} y$ for some $y \in \mathbf{x}^{\prime}$. For both cases, it follows from Observation 2.7 that $\left\{\frac{\partial T_{l}}{\partial x}: l \in[2, s], x \in \operatorname{var}\left(T_{l}\right)\right\} \uplus\left\{\frac{\partial T_{1}}{\partial y_{1}}\right\}$ is $\mathbb{F}$-linearly independent. Now, for any $l \in[2, s]$ and $x \in \operatorname{var}\left(T_{l}\right), \frac{\partial \mathbf{C}_{\ell}}{\partial x}=\frac{\partial T_{l}}{\partial x}-\alpha_{x}^{\prime} \frac{\partial T_{1}}{\partial y_{1}}$. Thus, $\left\{\frac{\partial \mathbf{C}_{\ell}}{\partial x}: x \in \operatorname{var}\left(T_{l}\right), l \in[2, s]\right\}$ is $\mathbb{F}-$ linearly independent. Hence, from Fact 2.1, when $T_{1}=y_{1}, N_{\text {ess }}\left(\mathrm{C}_{\ell}\right) \geq n-1$, and when $T_{1}=y_{1} y$, $N_{e s s}\left(\mathrm{C}_{\ell}\right) \geq n-2$.

As C is multilinear, for every $x \in \mathbf{x}$, the individual degree of $x$ in C is at most 2 . Since $\operatorname{char}(\mathbb{F}) \neq 2$, for every $l \in[s], x \in \mathbf{x}_{l}^{\prime}, \frac{\partial \mathbf{C}_{\ell}}{\partial x} \neq 0$. For $l \in[s], x \in \mathbf{x}_{l}^{\prime}$, let $\beta_{l, x} \in \mathbb{F}$, such that

[^19]$\sum_{l \in[s]} \sum_{x \in x_{l}^{\prime}} \beta_{l, x} \frac{\partial \mathrm{C}_{\ell}}{\partial x}=0$, which implies
\[

$$
\begin{equation*}
\sum_{l \in[2, s]} \sum_{x \in \mathbf{x}_{l}^{\prime}} \beta_{l, x}\left(\frac{\partial T_{l}}{\partial x}+\frac{\partial T_{1}^{\prime}}{\partial x}\right)+\sum_{x \in \mathbf{x}_{1}^{\prime}} \beta_{1, x} \frac{\partial T_{1}^{\prime}}{\partial x}=0 \tag{2}
\end{equation*}
$$

\]

Let $I=\left\{l \in[s]:\left|\operatorname{var}\left(T_{l}\right)\right|=1\right\}$ and $J=[2, s] \backslash I$. As C is canonical, $|I| \leq 1$. If $l \in I$, we call $T_{l}$ as $z$. Now, we prove the claim by induction on the product-depth $\Delta$ of $C$.

Base case: $\Delta=1$. Then, $\mathrm{C}_{\ell}=\ell_{1} T_{1}^{\prime \prime}+T_{2}+\cdots+T_{s}+\gamma$, where for every $l \in[2, s], T_{l}$ is a multilinear monomial and $T_{1}^{\prime \prime}=\prod_{x \in \mathbf{x}_{1}^{\prime}} x$. Because of Observation B.2, we can assume that $z \notin \operatorname{var}\left(\ell_{1}\right)$. Thus Equation (2) becomes

$$
\begin{equation*}
\sum_{l \in J} \sum_{x \in \mathbf{x}_{l}^{\prime}} \beta_{l, x}\left(-\alpha_{x}^{\prime} T_{1}^{\prime \prime}+\frac{T_{l}}{x}\right)+\sum_{l \in I} \beta_{l, z}+\sum_{x \in \mathbf{x}_{1}^{\prime}} \beta_{1, x}\left(-\alpha_{x}^{\prime} T_{1}^{\prime \prime}+\ell_{1} \frac{T_{1}^{\prime \prime}}{x}\right)=0 . \tag{3}
\end{equation*}
$$

If $\left|\mathbf{x}_{1}^{\prime}\right| \leq 1$, we immediately have from Observation B. 2 that $N_{\text {ess }}\left(C_{\ell}\right) \geq n-2$. So suppose that $\left|\mathbf{x}_{1}^{\prime}\right| \geq 2$. Then for every $l \in J, x \in \mathbf{x}_{l}^{\prime}$, the coefficient of $\frac{T_{l}}{x}$ in the above equation is $\beta_{l, x}$, which implies $\beta_{l, x}=0$. Also, as $T_{1}^{\prime \prime}$ and $\frac{T_{1}^{\prime \prime}}{x}$ are non-constant monomials for every $x \in \mathbf{x}_{1}^{\prime}$ and as $|I| \leq 1, \beta_{l, z}=0$. If $\operatorname{var}\left(\ell_{1}\right) \cap \operatorname{var}\left(T_{1}^{\prime}\right)=\varnothing$, then Equation (3) becomes $\sum_{x \in x_{1}^{\prime}} \beta_{1, x} \cdot \ell_{1} \frac{T_{1}^{\prime \prime}}{x}=0$ which implies $\sum_{x \in \mathbf{x}_{1}^{\prime}} \beta_{1, x} \cdot \frac{T_{1}^{\prime \prime}}{x}=0$. Then from Observation 2.7, $\beta_{1, x}=0$ for all $x \in \mathbf{x}_{1}^{\prime}$ and $N_{e s s}\left(\mathrm{C}_{\ell}\right)=n-1$. Otherwise pick any $y \in \operatorname{var}\left(\ell_{1}\right) \cap \operatorname{var}\left(T_{1}^{\prime \prime}\right)$ arbitrarily. Observe that the polynomial multiplied by $y^{2}$ in Equation (3) is $-\alpha_{y}^{\prime} \sum_{x \in x_{1}^{\prime} \backslash\{y\}} \beta_{1, x} \frac{T_{1}^{\prime \prime}}{y \cdot x}$. As $\frac{T_{1}^{\prime \prime}}{y}$ is a canonical ROF, it follows from Observation 2.7 that $\beta_{1, x}=0$ for all $x \in \mathbf{x} \backslash y$. Then, from Equation (3) we have $\beta_{1, y}\left(-\alpha_{y}^{\prime} T_{1}^{\prime \prime}+\ell_{1} \frac{T_{1}^{\prime \prime}}{y}\right)=0$. As the coefficient of $T^{\prime \prime}$ in this polynomial is $-2 \alpha_{y}^{\prime} \beta_{1, y}$, and $\operatorname{char}(\mathbb{F}) \neq 2, \beta_{1, y}=0$. Hence, again $N_{e s s}\left(\mathrm{C}_{\ell}\right)=n-1$. This proves the base case.

Induction step: Suppose $\Delta>1$ and the claim holds for all canonical ROFs of product-depth at most $\Delta-1$. Let $T_{1}=Q_{1} \cdots Q_{m}$, where for every $i \in[m], Q_{i}$ is either a variable or a +-rooted ROF. As in the base case, if $\left|\mathbf{x}_{1}^{\prime}\right| \leq 1$ or $z \in \operatorname{var}\left(\ell_{1}\right)$, then there is nothing to prove. So, suppose that $\left|\mathbf{x}_{1}^{\prime}\right| \geq 2$ and $z \notin \operatorname{var}\left(\ell_{1}\right)$. We assume without loss of generality that $y_{1} \in \operatorname{var}\left(Q_{1}\right)$. It follows from the definition of $C_{\ell}$ that $T_{1}^{\prime}=Q_{1}^{\prime} Q_{2} \cdots Q_{m}$, where $Q_{1}^{\prime}=Q_{1}\left(y_{1}=\ell_{1}, \operatorname{var}\left(Q_{1}\right) \backslash\left\{y_{1}\right\}\right)$. For $i \in[2, m]$, let $\widetilde{Q}_{i}=Q_{1}^{\prime} \prod_{j \in[2, m] \backslash\{i\}} Q_{j}$ and $\widetilde{Q}_{1}=Q_{2} \cdots Q_{m}$. Let $\mathbf{x}_{1,1}^{\prime}=\operatorname{var}\left(Q_{1}\right) \backslash\left\{y_{1}\right\}$ and for $i \in[2, m], \mathbf{x}_{1, i}^{\prime}=\operatorname{var}\left(Q_{i}\right)$. For $i \in[m], x \in \mathbf{x}_{1, i}^{\prime}$, rename the coefficient of $\frac{\partial T_{1}^{\prime}}{\partial x}$ in Equation (2) as $c_{i, x}$. Then, Equation (2) becomes

$$
\begin{equation*}
\sum_{l \in J, x \in \mathbf{x}_{l}^{\prime}} \beta_{l, x} \frac{\partial T_{l}}{\partial x}+\sum_{l \in I} \beta_{l, z}+\widetilde{Q}_{1}\left(\sum_{l \in J, x \in \mathbf{x}_{l}^{\prime}} \beta_{l, x} \frac{\partial Q_{1}^{\prime}}{\partial x}+\sum_{i \in[m], x \in \mathbf{x}_{1, i}^{\prime}} c_{i, x} \frac{\partial Q_{1}^{\prime}}{\partial x}\right)+\sum_{i \in[2, m]} \widetilde{Q}_{i}\left(\sum_{x \in \mathbf{x}_{1, i}^{\prime}} c_{i, x} \frac{\partial Q_{i}}{\partial x}\right)=0 . \tag{4}
\end{equation*}
$$

Observation B.3. If $T_{1} \neq y_{1} Q_{2}$, then for every $l \in J, x \in \mathbf{x}_{l}^{\prime}, \beta_{l, x}=0$.
Proof. If $m \geq 3$ then we substitute roots of $Q_{2}$ and $Q_{3}$ in Equation (4). As $|\mathbb{F}|>n$ and $Q_{2}$ and $Q_{3}$ are variable disjoint multilinear polynomials, roots of $Q_{2}$ and $Q_{3}$ exist over $\mathbb{F}$. Then, Observation 2.7 implies for $l \in J, x \in \mathbf{x}_{l}^{\prime}, \beta_{l, x}=0$ and as $|I| \leq 1, \beta_{l, z}=0$.

Now, suppose $m=2$. Let the polynomial multiplied with $\widetilde{Q}_{2}=Q_{1}^{\prime}$ in Equation (4) be $q_{1}$. We plug in a root a of $Q_{2}$ in Equation (4). Let $h^{\prime}=\sum_{l \in J, x \in \mathbf{x}_{l}^{\prime}} \beta_{l, x} \frac{\partial T_{l}}{\partial x}$ and $h=h^{\prime}+\sum_{l \in I} \beta_{l, z}$. Then $h=h\left(\mathbf{x}_{1,2}^{\prime}=\mathbf{a}, \mathbf{x}^{\prime} \backslash \mathbf{x}_{1,2}^{\prime}\right)$, and Equation (4) implies that $h=-q_{1}(\mathbf{a}) Q_{1}^{\prime}\left(\mathbf{x}_{1,2}^{\prime}=\mathbf{a}, \mathbf{x}^{\prime} \backslash \mathbf{x}_{1,2}^{\prime}\right)$. Note that $q_{1}(\mathbf{a}) \in \mathbb{F}$. If either $q_{1}(\mathbf{a})=0$ or $\operatorname{var}\left(\ell_{1}\right) \cap\left(\uplus_{l \in J} \mathbf{x}_{l}^{\prime}\right)=\varnothing$, then Observation B. 1 implies that $h^{\prime}=0$. Otherwise, $\operatorname{deg}\left(Q_{1}^{\prime}\left(\mathbf{x}_{1,2}^{\prime}=\mathbf{a}, \mathbf{x}^{\prime} \backslash \mathbf{x}_{1,2}^{\prime}\right)\right)=\operatorname{deg}\left(Q_{1}^{\prime}\right)$. Also, in this case, $\operatorname{deg}\left(Q_{1}^{\prime}\right)=\operatorname{deg}\left(Q_{1}\right)$. As $Q_{1} \neq y_{1}, \operatorname{deg}\left(Q_{1}\right) \geq 2$. Hence, $\operatorname{deg}\left(Q_{1}^{\prime}\left(\mathbf{x}_{1,2}^{\prime}=\mathbf{a}, \mathbf{x}^{\prime} \backslash \mathbf{x}_{1,2}^{\prime}\right)\right) \geq 2$. Then there exists a monomial $p$ in $Q_{1}^{\prime}\left(\mathbf{x}_{1,2}^{\prime}=\mathbf{a}, \mathbf{x}^{\prime} \backslash \mathbf{x}_{1,2}^{\prime}\right)$, such that $\operatorname{deg}(p) \geq 2$ and $\operatorname{var}(p) \cap \operatorname{var}\left(Q_{1}\right) \neq \varnothing$. Clearly, $p$ is not in $h$, and as $h=-q_{1}(\mathbf{a}) Q_{1}^{\prime}\left(\mathbf{x}_{1,2}^{\prime}=\mathbf{a}, \mathbf{x}^{\prime} \backslash \mathbf{x}_{1,2}^{\prime}\right)$, we get $h=0$. This along with Observation B. 1 implies $h^{\prime}=0$. Thus from Observation 2.7, $\beta_{l, x}=0$ for every $l \in J, x \in \mathbf{x}_{l}^{\prime}$.

It follows from the above observation that when $T_{1} \neq y_{1} Q_{2}$, Equation (4) becomes

$$
\begin{equation*}
\sum_{l \in I} \beta_{l, z}+\widetilde{Q}_{1}\left(\sum_{i \in[m], x \in \mathrm{x}_{1, i}^{\prime}} c_{i, x} \frac{\partial Q_{1}^{\prime}}{\partial x}\right)+\sum_{i \in[2, m]} \widetilde{Q}_{i}\left(\sum_{x \in x_{1, i}^{\prime}} c_{i, x} \frac{\partial Q_{i}}{\partial x}\right)=0 . \tag{5}
\end{equation*}
$$

Now, we consider all the possible cases of $T_{1}^{\prime}$. Recall $\left|\mathbf{x}_{1}^{\prime}\right| \geq 2$, which implies that if $m=2$ and $Q_{1}^{\prime}$ is a linear polynomial then $\operatorname{deg}\left(Q_{2}\right) \geq 2$.

Case 1: $m=2, \operatorname{deg}\left(Q_{1}\right) \geq 2$, and $Q_{2}=y$ for some $y \in \mathbf{x}^{\prime}$. Then, Equation (5) looks like

$$
\begin{equation*}
\sum_{l \in I} \beta_{l, z}+y\left(\sum_{x \in \mathbf{x}_{1,1}^{\prime}} c_{1, x} \frac{\partial Q_{1}^{\prime}}{\partial x}+c_{2, y} \frac{\partial Q_{1}^{\prime}}{\partial y}\right)+Q_{1}^{\prime} c_{2, y}=0 . \tag{6}
\end{equation*}
$$

If $y \notin \operatorname{var}\left(\ell_{1}\right)$, we put $y=0$ in Equation (6). As $Q_{1}^{\prime}\left(y=0, \mathbf{x}^{\prime} \backslash\{y\}\right)=Q_{1}^{\prime}, c_{2, y}=0$. As $|I| \leq 1$, $\beta_{l, z}=0$. Thus we are left with $\sum_{x \in x_{1,1}^{\prime}} c_{1, x} \frac{\partial Q_{1}^{\prime}}{\partial x}=0$. Let $\mathbf{a} \in \mathbb{F}^{\left|\mathbf{x}^{\prime} \backslash \mathbf{x}_{1,1}^{\prime}\right|}$ be a point such that $\ell_{1}\left(\mathbf{x}^{\prime} \backslash \mathbf{x}_{1,1}^{\prime}=\right.$ $\left.\mathbf{a}, \mathbf{x}_{1,1}^{\prime}\right) \neq 0$; such a point exists. Notice that $N_{e s s}\left(Q_{1}^{\prime}\left(\mathbf{x}^{\prime} \backslash \mathbf{x}_{1,1}^{\prime}=\mathbf{a}, \mathbf{x}_{1,1}^{\prime}\right)\right) \leq N_{e s s}\left(Q_{1}^{\prime}\right)$. Because $Q_{1}$ is a product-depth $\Delta-1$ ROF and $\ell_{1}\left(\mathbf{x}^{\prime} \backslash \mathbf{x}_{1,1}^{\prime}=\mathbf{a}, \mathbf{x}_{1,1}^{\prime}\right) \neq 0$, it follows from the induction hypothesis that $N_{\text {ess }}\left(Q_{1}^{\prime}\left(\mathbf{x}^{\prime} \backslash \mathbf{x}_{1,1}^{\prime}=\mathbf{a}, \mathbf{x}_{1,1}^{\prime}\right)\right) \geq\left|\operatorname{var}\left(Q_{1}\right)\right|-2$. This means that at least $\left|\operatorname{var}\left(Q_{1}\right)\right|-2$ many elements in $\left\{\frac{\partial Q_{1}^{\prime}}{\partial x}: x \in \mathbf{x}_{1,1}^{\prime}\right\}$ are $\mathbb{F}$-linearly independent. Hence, at least $n-2$ many elements in $\left\{\frac{\partial \mathrm{C}_{\ell}}{\partial x}: x \in \mathbf{x}^{\prime}\right\}$ are F-linearly independent, and $N_{e s s}\left(\mathrm{C}_{\ell}\right) \geq n-2$.

If $y \in \operatorname{var}\left(\ell_{1}\right), Q_{1}^{\prime}=y Q+q$ for some $Q \in \mathbb{F}\left[\mathbf{x}_{1,1}^{\prime}\right]$ and $q \in \mathbb{F}\left[\mathbf{x}^{\prime} \backslash\{y\}\right]$. If $q$ is not a constant, just as before, we set $y=0$ in Equation (6). This gives us $c_{2, y}=\beta_{l, z}=0$. If $q \in \mathbb{F}$, note that $\mathbf{x}_{1,1}^{\prime} \subseteq$ $\operatorname{var}(Q)$, and hence $y^{2}$ divides $y \cdot \frac{\partial Q_{1}^{\prime}}{\partial x}$ for all $x \in \mathbf{x}_{1,1}^{\prime}$. This means that $\sum_{l \in I} \beta_{l, z}+c_{2, y}\left(y \frac{\partial Q_{1}^{\prime}}{\partial y}+Q_{1}^{\prime}\right)=$ 0. Now $y \frac{\partial Q_{1}^{\prime}}{\partial y}=y Q$. Thus, $y \frac{\partial Q_{1}^{\prime}}{\partial y}+Q_{1}^{\prime}=2 c_{2, y} y Q+q$. As $\operatorname{char}(\mathbb{F}) \geq 2, c_{2, y}=0$, and thus $\beta_{l, z}=0$. Then, using the induction hypothesis as before, we get $N_{e s s}\left(\mathrm{C}_{\ell}\right) \geq n-2$.

Case 2: $m=2, Q_{1}=y_{1}$, and $\operatorname{deg}\left(Q_{2}\right) \geq 2$. If $y_{2} \in \operatorname{var}\left(\ell_{1}\right) \cap \mathbf{x}_{1,2}^{\prime}$ then we redo this entire analysis by considering $\mathrm{C}_{\ell}=\mathrm{C}\left(y_{2}=\ell_{2}, \mathbf{x} \backslash\left\{y_{2}\right\}\right)$, where $\ell_{2}:=-\alpha_{y_{2}}^{-1}\left(\ell-\alpha_{y_{2}} y_{2}\right)$. Definition 2.3 and Observation 2.5 ensure that $N_{e s s}\left(\mathrm{C}_{\ell}\right)$ is not affected by making this change to the definition of $\mathrm{C}_{\ell}$. Then, this case is same as Case 1 and we get the desired result. Otherwise, Equation (4) looks like

$$
\sum_{l \in J, x \in \mathbf{x}_{l}^{\prime}} \beta_{l, x} \frac{\partial T_{l}}{\partial x}+\sum_{l \in I} \beta_{l, z}+Q_{2}\left(\sum_{l \in J, x \in \mathbf{x}_{l}^{\prime}}-\beta_{l, x} \alpha_{x}^{\prime}\right)+\ell_{1}\left(\sum_{x \in \mathbf{x}_{1,2}^{\prime}} c_{2, x} \frac{\partial Q_{2}}{\partial x}\right)=0 .
$$

If $Q_{2}$ has a dangling variable connected to its top + gate, let it be $y_{2}$. We shall consider the above equation without $c_{2, y} \frac{\partial Q_{2}}{\partial y_{2}}$. Observe that any monomial of the highest degree in $Q_{2}$ is not present in any other summand in the above equation. Hence $\sum_{l \in J, x \in \mathbf{x}_{l}^{\prime}}-\beta_{l, x} \alpha_{x}^{\prime}=0$. Also, for every $x \in \mathbf{x}_{1,2}^{\prime} \backslash\left\{y_{2}\right\}, \frac{\partial Q_{2}}{\partial x} \in \mathbb{F}\left[\mathbf{x}_{1,2}^{\prime}\right]$. Hence, $\sum_{x \in \mathbf{x}_{1,2}^{\prime} \backslash\left\{y_{2}\right\}} c_{2, x} \frac{\partial Q_{2}}{\partial x}=c$ for a $c \in \mathbb{F}$. It follows from Observation B. 1 that $c=0$, and hence from Observation 2.7 that $c_{2, x}=0$ for all $x \in \mathbf{x}_{1,2}^{\prime} \backslash\left\{y_{2}\right\}$. Observation B. 1 and the fact that $|I| \leq 1$ imply that $\beta_{l, z}=0$. Then, from Observation $2.7 \beta_{l, x}=0$ for all $l \in J$ and $x \in \mathbf{x}_{l}^{\prime}$. Hence, $\left\{\frac{\partial \mathbf{C}_{\ell}}{\partial x}: x \in \mathbf{x}^{\prime} \backslash\left\{y_{2}\right\}\right\}$ is $\mathbb{F}$-linearly independent and $N_{\text {ess }}\left(\mathrm{C}_{\ell}\right) \geq n-2$.
Case 3: $m=2, \operatorname{deg}\left(Q_{1}\right) \geq 2$, and $\operatorname{deg}\left(Q_{2}\right) \geq 2$. In this case, Equation (5) becomes

$$
\sum_{l \in I} \beta_{l, z}+Q_{2}\left(\sum_{i \in[2], x \in x_{1, i}^{\prime}} c_{i, x} \frac{\partial Q_{1}^{\prime}}{\partial x}\right)+Q_{1}^{\prime}\left(\sum_{x \in \mathbf{x}_{1,2}^{\prime}} c_{2, x} \frac{\partial Q_{2}}{\partial x}\right)=0 .
$$

Let the polynomials multiplied by $Q_{1}^{\prime}$ and $Q_{2}$ in the above equation be $q_{1}$ and $q_{2}$, respectively. Let $v$ be the parent of $y_{1}$ in $C$ and path $(v)$ be the path from the root of $C$ to $v$. If $v$ is the top-most + gate then substitute a root $\mathbf{a}$ of $Q_{2}$ in the above equation; $q_{1}(\mathbf{a}) \in \mathbb{F}$. As $\operatorname{deg}\left(Q_{1}^{\prime}\right) \geq 2$ and $|I| \leq 1$, we get $\beta_{l, z}=0$. Otherwise, there exists a $\times$ gate $v^{\prime}$ on path $(v)$, such that $Q_{v^{\prime}, 1}$ and $Q_{v^{\prime}, 2}$ are children of $v^{\prime}$, where $Q_{v^{\prime}, 1}$ lies on path $(v)$ and $Q_{v^{\prime}, 2}$ does not. Clearly, $\ell_{1}$ is present in $Q_{v^{\prime}, 1}$, and $Q_{v^{\prime}, 2}$ is a +-rooted sub-ROF or a variable of $Q_{1}$. We first substitute a root a of $Q_{v^{\prime}, 2}$ in the above equation and then plug in a root of $Q_{1}^{\prime}\left(\mathbf{x}_{1,2}^{\prime}=\mathbf{a}, \mathbf{x}^{\prime} \backslash \mathbf{x}_{1,2}^{\prime}\right)$. In this process, note that $\mathbf{x}_{1,2}^{\prime} \cup \operatorname{var}\left(\ell_{1}\right) \backslash \mathbf{x}_{1,1}^{\prime}$ is untouched. As $|I| \leq 1, \beta_{l, z}=0$. Further, since $Q_{2}$ is irreducible (Fact 2.5), we get that $Q_{2}$ either divides $Q_{1}^{\prime}$ or $q_{1}$. As $\operatorname{deg}\left(Q_{2}\right) \geq 2, Q_{2}$ contains a monomial not present in $Q_{1}^{\prime}$ and $Q_{2}$ does not divide $Q_{1}^{\prime}$. As $\operatorname{deg}\left(Q_{2}\right)>\operatorname{deg}\left(q_{1}\right), Q_{2}$ dividing $q_{1}$ implies that $q_{1}=0$. Thus, using Observation 2.7 we get that $c_{2, x}=0$ for all $x \in \mathbf{x}_{2, x}^{\prime}$. Then, using the induction hypothesis like in Case 1 , we get $N_{\text {ess }}\left(\mathrm{C}_{\ell}\right) \geq n-2$.

Case 4: $m \geq 3$. By putting the roots of $Q_{2}$ and $Q_{3}$ in Equation (5), we get $\beta_{l, z}=0$. For $i \in[2, m]$, let $q_{i}$ be the polynomial multiplied with $\widetilde{Q}_{i}$ in Equation (5). Then for every $i \in[2, m], Q_{i}$ divides $\widetilde{Q}_{i} q_{i}$. As $Q_{i}$ is irreducible (Fact 2.5), $Q_{i}$ must divide $q_{i}$ or $\widetilde{Q}_{i}$. Suppose there exists an $i$ such that $Q_{i}$ divides $\widetilde{Q}_{i}$. This happens if and only if $Q_{i}=x$ and $Q_{1}^{\prime}=\ell_{1}=-\alpha_{x}^{\prime} x$, where $x \in \mathbf{x}^{\prime}$. Note that such an $i$ is unique, say $i=2$. Now, for every $j \in[3, m], Q_{j}$ must divide $q_{j}$. As $\operatorname{deg}\left(Q_{j}\right)>\operatorname{deg}\left(q_{j}\right)$, $q_{j}=0$. Then, Equation (5) becomes $c_{2, x}\left(-\alpha_{x} \widetilde{Q}_{1}+\widetilde{Q}_{2}\right)=-2 c_{2, x} \alpha_{x} \cdot \prod_{j \in[3, m]} Q_{j}=0$. As char $(\mathbb{F}) \neq 2$ and $\alpha_{x}^{\prime} \neq 0, c_{i, x}=0$. If such an $i$ does not exist, then $q_{j}=0$ for all $j \in[2, m]$. In either case, using Observation 2.7 we get, $c_{j, x}=0$ for every $j \in[2, m], x \in \mathbf{x}_{1, j}^{\prime}$. Then, Equation (5) becomes $\sum_{x \in \mathbf{x}_{1,1}^{\prime}} c_{1, x} \frac{\partial Q_{1}^{\prime}}{\partial x}=0$. Using the induction hypothesis like in Case 1, we get $N_{e s s}\left(\mathrm{C}_{\ell}\right) \geq n-2$.

## B. 9 Proof of Claim 2.3

```
Algorithm 8 Make-Polys-Var-Disjoint \(\left(g_{1}, \ldots, g_{m}\right)\)
Input: Black-box access to \(g_{1}, \ldots g_{m} \in \mathbb{F}[\mathbf{x}]\) such that \(N_{e s s}\left(g_{1} \cdots g_{m}\right)=N_{\text {ess }}\left(g_{1}\right)+\cdots+N_{e s s}\left(g_{m}\right)\).
Output: An \(A \in \mathrm{GL}(|\mathbf{x}|, \mathbb{F})\) such that \(g_{1}(A \mathbf{x}), \ldots, g_{m}(A \mathbf{x})\) are pairwise variable disjoint and indi-
vidually free of redundant variables.
    1. \(A \leftarrow I_{|\mathbf{x}| \times|\mathbf{x}|}, \mathbf{y} \leftarrow \varnothing\).
```

```
for \(i=1, \ldots, m\) do
    \(A_{i} \leftarrow\) Remove-Redundant-Vars \(\left(g_{i}(A \mathbf{x}), \mathbf{y}\right)\left(\right.\) see Claim 2.2); \(\mathbf{y}_{i} \leftarrow \operatorname{var}\left(g_{i}\left(A A_{i} \mathbf{x}\right)\right)\).
    \(A \leftarrow A A_{i}, \mathbf{y} \leftarrow \mathbf{y} \cup \mathbf{y}_{i}\).
end for
Return \(A\).
```

The correctness of the algorithm follows from the observations below.
Observation B.4. For every $i \in[m], N_{\text {ess }}\left(g_{1} \cdots g_{i}\right)=N_{\text {ess }}\left(g_{1}\right)+\cdots+N_{\text {ess }}\left(g_{i}\right)$.
Proof. Follows from the fact that over any $\mathbb{F}, N_{\text {ess }}\left(h_{1} h_{2}\right) \leq N_{\text {ess }}\left(h_{1}\right)+N_{\text {ess }}\left(h_{2}\right)$, for $h_{1}, h_{2} \in \mathbb{F}[\mathbf{x}]$.
Observation B.5. Suppose $\mathbf{x}=\mathbf{y} \uplus \mathbf{z}$ and $h_{1}(\mathbf{y}), h_{2}(\mathbf{z}, \mathbf{y}) \in \mathbb{F}[\mathbf{x}]$ such that $N_{\text {ess }}\left(h_{1}\right)=|\mathbf{y}|$ and $N_{\text {ess }}\left(h_{1} h_{2}\right)=$ $N_{\text {ess }}\left(h_{1}\right)+N_{\text {ess }}\left(h_{2}\right)$. Then, $\mathbf{z}$ contains a set of essential variables of $h_{2}$.

Proof. Observe that $\operatorname{dim}\left\langle\frac{\partial h_{1} h_{2}}{\partial z}: z \in \mathbf{z}\right\rangle=\operatorname{dim}\left\langle\frac{\partial h_{2}}{\partial z}: z \in \mathbf{z}\right\rangle$; let this dimension be $l$. Then, by Fact 2.1, $N_{\text {ess }}\left(h_{1} h_{2}\right) \leq l+|\mathbf{y}|$, which implies $N_{\text {ess }}\left(h_{2}\right) \leq l\left(\right.$ as $N_{\text {ess }}\left(h_{1}\right)=|\mathbf{y}|$ and $N_{\text {ess }}\left(h_{1} h_{2}\right)=$ $\left.N_{\text {ess }}\left(h_{1}\right)+N_{\text {ess }}\left(h_{2}\right)\right)$. On the other hand, $\operatorname{dim}\left\langle\frac{\partial h_{2}}{\partial z}: z \in \mathbf{z}\right\rangle=l$ implies $N_{e s s}\left(h_{2}\right) \geq l$. Hence, $N_{\text {ess }}\left(h_{2}\right)=l$, and so by Fact $2.1, \mathbf{z}$ contains a set of essential variables of $h_{2}$.

## B. 10 Proof of Claim 2.4

```
Algorithm 9 Make-Factors-Var-Disjoint \((g(B \mathbf{x}+\mathbf{d}))\)
Input: Black-box access to a \(g(B \mathbf{x}+\mathbf{d}) \in \mathbb{F}[\mathbf{x}]_{\leq d}\), where \(g=g_{1} \cdots g_{m}\) for pairwise variable disjoint
\(g_{1}, \ldots, g_{m} . \quad\left(B \in \mathrm{GL}(|\mathbf{x}|, \mathbb{F}), \mathbf{d} \in \mathbb{F}^{|\mathbf{x}|}\right.\), and \(g, g_{1}, \ldots, g_{m}\) are unknown to the algorithm.)
Output: An \(A \in \operatorname{GL}(n, \mathbb{F})\) and a set \(V\) as stated in Claim 2.4.
    1. Factorize \(g(B \mathbf{x}+\mathbf{d})\) using Fact A.2. Let \(F \leftarrow\left\{h_{1}, \ldots, h_{e}\right\}\) be the set of (black-boxes for the)
    irreducible factors of \(g(B \mathbf{x}+\mathbf{d})\).
    while \(N_{\text {ess }}\left(\prod_{h \in F} h\right) \neq \sum_{h \in F} N_{\text {ess }}(h)\) do ,
        For the first \(l \in[|F|]\) s.t. \(N_{e s s}\left(h_{1} \cdots h_{l}\right) \neq \sum_{j \in[l]} N_{e s s}\left(h_{j}\right)\), find a \(k \in[l-1]\) s.t. \(N_{e s s}\left(h_{1} \cdots h_{k-1}\right.\).
        \(\left.h_{l}\right)=\sum_{j \in[k-1]} N_{e s s}\left(h_{j}\right)+N_{e s s}\left(h_{l}\right)\) but \(N_{e s s}\left(h_{1} \cdots h_{k} \cdot h_{l}\right) \neq \sum_{j \in[k]} N_{e s s}\left(h_{j}\right)+N_{\text {ess }}\left(h_{l}\right)\).
    4. \(F \leftarrow F \cup\left\{h_{k} \cdot h_{l}\right\}, F \leftarrow F \backslash\left\{h_{k}, h_{l}\right\}\). Rename the elements of \(F\) as \(\left\{h_{1}, \ldots, h_{s}\right\}\).
    end while
    Let \(F=\left\{h_{1}, \cdots, h_{s}\right\} . A \leftarrow\) Make-Polys-Var-Disjoint \(\left(h_{1}, \ldots, h_{s}\right)\) (see Algorithm 8).
    \(V \leftarrow\left\{\operatorname{var}\left(h_{1}(A \mathbf{x})\right), \ldots, \operatorname{var}\left(h_{s}(A \mathbf{x})\right)\right\}\).
    Return \(A\) and \(V\).
```

The correctness of the algorithm follows from the following observation. Note that the number of essential variables of a polynomial can be computed efficiently using Claim 2.2. As we are merging factors in Step 4, it is clear that the running time of the algorithm is poly $(|\mathbf{x}|, d)$.

Observation B.6. At Step $4, h_{k}$ and $h_{l}$ are factors of $g_{i}(B \mathbf{x}+\mathbf{d})$ for some $i \in[m]$.
Proof. For contradiction, suppose $h_{k}$ is a factor of $g_{i}(B \mathbf{x}+\mathbf{d})$ and $h_{l}$ is a factor of $g_{j}(B \mathbf{x}+\mathbf{d})$ for $i \neq j$. Let $p$ be the product of all $h \in\left\{h_{1}, \ldots, h_{k-1}\right\}$ such that $h$ is a factor of $g_{i}(B \mathbf{x}+\mathbf{d}), q$
the product of all $h \in\left\{h_{1}, \ldots, h_{k-1}\right\}$ such that $h$ is a factor of $g_{j}(B \mathbf{x}+\mathbf{d})$, and $r$ the product of all $h \in\left\{h_{1}, \ldots, h_{k-1}\right\}$ such that $h$ is neither a factor of $g_{i}(B \mathbf{x}+\mathbf{d})$ nor a factor of $g_{j}(B \mathbf{x}+\mathbf{d})$. Then, $h_{1} \cdots h_{k-1}=p q r$. Observe that $N_{\text {ess }}\left(p q r h_{l}\right)=N_{\text {ess }}(p)+N_{\text {ess }}(r)+N_{\text {ess }}\left(q h_{l}\right)$, as $g_{1}, \ldots, g_{m}$ are pairwise variable disjoint. On the other hand, from the condition $N_{e s s}\left(h_{1} \cdots h_{k-1} \cdot h_{l}\right)=$ $N_{\text {ess }}\left(h_{1}\right)+\ldots N_{\text {ess }}\left(h_{k-1}\right)+N_{\text {ess }}\left(h_{l}\right)$ in Step 3, $N_{\text {ess }}\left(p q r h_{l}\right)=N_{\text {ess }}(p)+N_{\text {ess }}(q)+N_{\text {ess }}(r)+N_{\text {ess }}\left(h_{l}\right)$. Hence, $N_{\text {ess }}\left(q h_{l}\right)=N_{\text {ess }}(q)+N_{\text {ess }}\left(h_{l}\right)$. For a similar reason, $N_{\text {ess }}\left(p h_{k}\right)=N_{\text {ess }}(p)+N_{\text {ess }}\left(h_{k}\right)$. Now, $N_{\text {ess }}\left(p q r h_{k} h_{l}\right)=N_{\text {ess }}\left(p h_{k}\right)+N_{e s s}\left(q h_{l}\right)+N_{e s s}(r)$, as $g_{1}, \ldots, g_{m}$ are variable disjoint. This implies, $N_{\text {ess }}\left(p q r h_{k} h_{l}\right)=N_{\text {ess }}(p)+N_{\text {ess }}\left(h_{k}\right)+N_{\text {ess }}(q)+N_{\text {ess }}\left(h_{l}\right)+N_{e s s}(r)=\sum_{j \in[k]} N_{\text {ess }}\left(h_{j}\right)+N_{\text {ess }}\left(h_{l}\right)$, which contradicts the condition $N_{\text {ess }}\left(h_{1} \cdots h_{k} \cdot h_{l}\right) \neq N_{\text {ess }}\left(h_{1}\right)+\ldots N_{e s s}\left(h_{k}\right)+N_{e s s}\left(h_{l}\right)$ in Step 3.

## C Missing proofs from Section 3

## C. 1 Proof of Lemma 3.1

Structure of $\operatorname{det}\left(H_{\mathrm{C}}\right)$. Notice that $\frac{\partial^{2} \mathrm{C}}{\partial x \partial y}=0$ if $x \in \operatorname{var}\left(T_{k}\right)$ and $y \in \operatorname{var}\left(T_{k^{\prime}}\right)$ for $k \neq k^{\prime} \in[s]$. Thus $H_{\mathrm{C}}$ is a block diagonal matrix with the diagonal blocks being $H_{T_{1}}, \ldots, H_{T_{s}}$. Hence, $\operatorname{det}\left(H_{\mathrm{C}}\right)=$ $\prod_{k \in[s]} \operatorname{det}\left(H_{T_{k}}\right)$. So to prove that $\operatorname{det}\left(H_{\mathrm{C}}\right) \neq 0$, it suffices to show that $\operatorname{det}\left(H_{T_{k}}\right) \neq 0$ for all $k \in[s]$.
Lemma C.1. Let $n \in \mathbb{N}, \mathbb{F}$ be a field with $\operatorname{char}(\mathbb{F})=0$ or $\geq n$, and $\mathbf{x}$ be a variable set with $|\mathbf{x}| \leq n$. If $T$ is a $\times$-rooted canonical ROF computing a polynomial in $\mathbb{F}[\mathbf{x}]$ of degree at least 2 , then $\operatorname{det}\left(H_{T}\right) \neq 0$.
Proof. We begin by developing an understanding of the entries of $H_{T}$. To do this, we first understand the derivatives of $T$. Let path $(x)$ denote the path from the root of $T$ to the leaf labelled by $x$. For an $x \in \mathbf{x}$, we define the product-depth of $x$, denoted by $\Delta_{x}$, to be the number of $\times$ gates on path $(x)$. We say that $x$ is a dangling variable if $x$ is directly connected to a gate. For an $x \in \mathbf{x}$, we expand $T$ along path $(x)$ as follows: let $T=Q_{x, 1,1} \cdots Q_{x, 1, m_{1}}$, and $x \in \operatorname{var}\left(Q_{x, 1,1}\right)$. Let $Q_{x, 1,1}=$ $T_{x, 1,1}+\cdots+T_{x, 1, s_{1}}+\gamma_{1}$, and $x \in \operatorname{var}\left(T_{x, 1,1}\right)$. Let $l$ be any number less than $\Delta_{x}-1$. After inductively defining $Q_{x, i, j}$ and $T_{x, i, j^{\prime}}$ for all $i \in[l], j \in\left[m_{i}\right]$, and $j^{\prime} \in\left[s_{i}\right]$, let $T_{x, l, 1}=Q_{x, l+1,1} \cdots Q_{x, l+1, m_{l+1}}$, with $x \in \operatorname{var}\left(Q_{x, l+1,1}\right)$, and $Q_{x, l+1,1}=T_{x, l+1,1}+\cdots+T_{x, l+1, s_{l+1}}+\gamma_{l+1}$, with $x \in \operatorname{var}\left(T_{x, l+1,1}\right)$. If $x$ is not a dangling variable, let $T_{x, \Delta_{x}-1,1}=x Q_{x, \Delta_{x}, 2} \cdots Q_{x, \Delta_{x}, m_{\Delta_{x}}}$ (here $Q_{x, \Delta_{x}, 1}=x$ ). If $x$ is a dangling variable, let $T_{x, \Delta_{x}-1,1}=Q_{x, \Delta_{x}, 1} \cdots Q_{x, \Delta_{x}, m_{\Delta_{x}}}$ and $Q_{x, \Delta_{x}, 1}=x+T_{x, \Delta_{x}, 2}+\cdots+T_{x, \Delta_{x}, s_{\Delta_{x}}}+\gamma_{\Delta_{x}}$ (here $\left.T_{x, \Delta_{x}, 1}=x\right)$. Then, $\frac{\partial T}{\partial x}=\prod_{i \in\left[\Delta_{x}\right] 2 \leq j \leq m_{i}} Q_{x, i, j}$.
The entries of $H_{T}$. For $x, y \in \mathbf{x}$, let $\left[H_{T}\right]_{x, y}$ denote the $(x, y)$-th enrty of $H_{T}$. Because $T$ is multilinear, $\left[H_{T}\right]_{x, x}=0$ for all $x \in \mathbf{x}$. For $x \neq y \in \mathbf{x}$, we define the first common ancestor of $x$ and $y$, denoted by $\mathrm{fca}(x, y)$, to be the first gate that appears on both the path from the leaf labelled by $x$ to the root of $T$ as well as on the path from the leaf labelled by $y$ to the root of $T$. There are two cases: fca $(x, y)$ is a + gate and fca $(x, y)$ is a $\times$ gate. We now describe $\frac{\partial^{2} T}{\partial x \partial y}$ in both these cases.
Observation C.1. For all $x \neq y \in \mathbf{x}$ such that $\mathrm{fca}(x, y)$ is $a+$ gate, $\left[H_{T}\right]_{x, y}=\left[H_{T}\right]_{y, x}=0$.
Proof. Suppose that $\operatorname{fca}(x, y)=Q_{x, l, 1}$ for some $1 \leq l \leq \min \left\{\Delta_{x}, \Delta_{y}\right\}$, and $y \in \operatorname{var}\left(T_{x, l, 2}\right)$. $\frac{\partial^{2} T}{\partial x \partial y}=$ $\frac{\partial^{2} Q_{\chi, l, 1}}{\partial x \partial y} \cdot \prod_{i \in[l]} \prod_{2 \leq j \leq m_{i}} Q_{x, i, j}=\left(\frac{\partial^{2} T_{x, l, 1}}{\partial x \partial y}+\frac{\partial^{2} T_{x, l, 2}}{\partial x \partial y}\right) \cdot \prod_{i \in[l]} \prod_{2 \leq j \leq m_{i}} Q_{x, i, j}=0$. So, $\left[H_{T}\right]_{x, y}=\left[H_{T}\right]_{y, x}=0$.

The second case is when $\mathrm{fca}(x, y)$ is a $\times$ gate. Suppose that $\mathrm{fca}(x, y)=T$ or $\mathrm{fca}(x, y)=T_{x, l, 1}$ for some $1 \leq l<\min \left\{\Delta_{x}, \Delta_{y}\right\}$. As we expanded $T$ along path $(x)$, we also expand it along
path $(y)$ by defining $Q_{y, i, 1}, \ldots, Q_{y, i, m_{i}^{\prime}}$ for all $i \in\left[\Delta_{y}\right]$ and $T_{y, i, 1}, \ldots, T_{y, i, s_{i}^{\prime}}$ for all $i \in\left[\Delta_{y}\right]$ if $y$ is a dangling variable, and for all $i \in\left[\Delta_{y}-1\right]$ otherwise. Notice that for all $i \in[l]$, every $Q_{x, i, j}=Q_{y, i, j}$ and every $T_{x, i, j^{\prime}}=T_{y, i, j^{\prime}}$. Also, we can assume without loss of generality that $Q_{y, l+1,1}=Q_{x, l+1,2}$, $Q_{x, l+1,1}=Q_{y, l+1,2}$, and $Q_{x, l+1, j}=Q_{y, l+1, j}$ for all $3 \leq j \leq m_{l+1}=m_{l+1}^{\prime}$. Let $\widetilde{Q}_{x, y}=\prod_{i \in[l]} \prod_{2 \leq j \leq m_{i}} Q_{x, i, j}$. $\prod_{3 \leq j \leq m_{l+1}} Q_{x, l+1, j}$. Notice that $\widetilde{Q}_{x, y}=\prod_{i \in[l]} \prod_{2 \leq j \leq m_{i}^{\prime}} Q_{y, i, j} . \prod_{3 \leq j \leq m_{l+1}^{\prime}} Q_{y, l+1, j}$. Then,
Observation C.2. For all $x \neq y \in \mathbf{x}$ such that $\mathrm{fca}(x, y)$ is $a \times$ gate,

$$
\left[H_{T}\right]_{x, y}=\left[H_{T}\right]_{y, x}=\widetilde{Q}_{x, y} \prod_{l+1<i \leq \Delta_{x}} \prod_{2 \leq j \leq m_{i}} Q_{x, i, j} \cdot \prod_{l+1<i \leq \Delta_{y}} \prod_{2 \leq j \leq m_{i}^{\prime}} Q_{y, i, j} .
$$

Proof.

$$
\begin{aligned}
\frac{\partial^{2} T}{\partial x \partial y} & =\prod_{i \in[l]} \prod_{2 \leq j \leq m_{i}} Q_{x, i, j} \cdot \frac{\partial^{2} Q_{x, l, 1}}{\partial x \partial y} \\
& =\prod_{i \in[l]} \prod_{2 \leq j \leq m_{i}} Q_{x, i, j} \cdot \frac{\partial^{2} T_{x, l, 1}}{\partial x \partial y} \\
& =\prod_{i \in[l]} \prod_{2 \leq j \leq m_{i}} Q_{x, i, j} \cdot \prod_{3 \leq j \leq m_{l+1}} Q_{x, l+1, j} \cdot \frac{\partial Q_{x, l+1,1}}{\partial x} \cdot \frac{\partial Q_{y, l+1,1}}{\partial y} \\
& =\widetilde{Q}_{x, y} \prod_{l+1<i \leq \Delta_{x}} \prod_{2 \leq j \leq m_{i}} Q_{x, i, j} \cdot \prod_{l+1<i \leq \Delta_{y}} \prod_{2 \leq j \leq m_{i}^{\prime}} Q_{y, i, j} .
\end{aligned}
$$

Having gained an understanding of the entries of $H_{T}$, we proceed with the proof of the lemma. We shall call a $\times$-rooted canonical ROF a $(\Delta, m)$ ROF if it has product-depth $\Delta$ and has exactly $m$ many product-depth $\Delta-1$ ROFs connected to the top-most $\times$ gate. Let $H_{T}^{\prime}$ be the matrix obtained from $H_{T}$ by taking $x^{-1}$ common from the $x$-th row and the $x$-th column of $H_{T}$. Observe that for all $x, y \in \mathbf{x},\left[H_{T}^{\prime}\right]_{x, y}=x y \cdot\left[H_{T}\right]_{x, y}$. Also, notice that it suffices to show that $\operatorname{det}\left(H_{T}^{\prime}\right) \neq 0$. We show this by induction on tuples of the form ( $\Delta, m$ ).

Base case. $T$ is a $(1, m)$ ROF, where $2 \leq m \leq|\mathbf{x}|$. Then, $T$ is a multilinear monomial, say $x_{1} \cdots x_{m}$, and $\operatorname{det}\left(H_{T}^{\prime}\right)=(-1)^{m-1}(m-1) \prod_{i \in[m]} x_{i}^{m} \neq 0$, as $\operatorname{char}(\mathbb{F})=0$ or $\geq n \geq|\mathbf{x}|$.

Induction step. $T$ is a $(\Delta, m)$ ROF, for some $\Delta \geq 2$. Assume, by the way of induction, that $\operatorname{det}\left(H_{T^{\prime}}^{\prime}\right) \neq 0$ for all $\left(\Delta^{\prime}, m^{\prime}\right)$ ROFs $T^{\prime}$, where:

1. $\Delta^{\prime}=1$ and $m^{\prime} \in\{2, \ldots,|\mathbf{x}|\}$, or
2. $1<\Delta^{\prime}<\Delta$ and $m^{\prime} \in[|\mathbf{x}|]$, or
3. $\Delta=\Delta^{\prime}$ and $m^{\prime}<m$.

Pick a variable $x \in \operatorname{var}(T)$ as follows: arbitrarily pick a factor of $T$ with product-depth exactly $\Delta-1$. If there is no dangling variable inside this factor, then let $x$ be any variable in it.

Otherwise let $x$ be a dangling variable with the smallest product-depth in it. As before, we expand $T$ along path $(x)$ by defining $Q_{x, i, j}$ for all $i \in\left[\Delta_{x}\right]$ and $T_{x, i, j^{\prime}}$ for all $i \in\left[\Delta_{x}\right]$ if $x$ is a dangling variable, and for all $i \in\left[\Delta_{x}-1\right]$ otherwise. Also, we assume without loss of generality that $Q_{x, 1,1}, \ldots, Q_{x, 1, m}$ are the only sub-ROFs of $T$ with product-depth $\Delta-1$. If $x$ is not a dangling variable, let $\chi=\Delta_{x}-1$; otherwise let $\chi=\Delta_{x}$. Let $U=\{y \in \operatorname{var}(T):$ fca $(x, y)$ is a $\times$ gate $\} \uplus\{x\}$ and $\bar{U}=\operatorname{var}(T) \backslash U=\{y \in \operatorname{var}(T): \mathrm{fca}(x, y)$ is a + gate $\}$. The following, easy to see observation gives a characterisation of $U$ and $\bar{U}$.

Observation C.3. $U=\underset{i \in\left[\Delta_{x}\right]}{\uplus} \underset{2 \leq j \leq m_{i}}{\uplus} \operatorname{var}\left(Q_{x, i, j}\right) \uplus\{x\}$ and $\bar{U}=\underset{i \in[x]}{\uplus} \underset{2 \leq j \leq s_{i}}{\uplus} \operatorname{var}\left(T_{x, i, j}\right)$.
We now upper bound the degree of $x$ in $\operatorname{det}\left(H_{T}^{\prime}\right)$, denoted by $\operatorname{deg}_{x}\left(\operatorname{det}\left(H_{T}^{\prime}\right)\right)$, in terms of $|U|$.
Observation C.4. $\operatorname{deg}_{x}\left(\operatorname{det}\left(H_{T}^{\prime}\right)\right) \leq|U|$.
Proof. $\operatorname{det}\left(H_{T}^{\prime}\right)=\sum_{\sigma \in S_{\mathbf{x}}}(-1)^{\operatorname{sgn}(\sigma)} \prod_{y \in \mathbf{x}}\left[H_{T}^{\prime}\right]_{y, \sigma(y)}$, where $S_{\mathbf{x}}$ is the group of permutations of $\mathbf{x}$. It follows from Observations C. 1 and C. 2 that the only rows of $H_{T}^{\prime}$ containing $x$ are the rows labelled by variables in $U$. Thus, for any $\sigma \in S_{\mathbf{x}},\left[H_{T}^{\prime}\right]_{y, \sigma(y)}$ contains $x$ only if $y \in U$. Hence, at most $|U|$ many entries in $\left\{\left[H_{T}^{\prime}\right]_{y, \sigma(y)}: y \in \mathbf{x}\right\}$ contain $x$. Also, the degree of $x$ in each of those entries is at most 1. The observation follows.

Let $N \subset S_{\mathbf{x}}$ be the set of all $\sigma \in S_{\mathbf{x}}$ such that the image of $U$ under $\sigma$ is $U$, and let $\bar{N}=S_{\mathbf{x}} \backslash N$. Observation C.5. For any $\sigma \in \bar{N}, \operatorname{deg}_{x}\left(\prod_{y \in \mathbf{x}}\left[H_{T}^{\prime}\right]_{y, \sigma(y)}\right)<|U|$.

Proof. As $\sigma \in \bar{N}$, there exists a $y^{\prime} \in U$ such that $\sigma\left(y^{\prime}\right) \in \bar{U}$. It follows from Observations C. 1 and C. 2 that the only columns of $H_{T}^{\prime}$ containing $x$ are the columns labelled by variables in $U$. Hence, $x \notin \operatorname{var}\left(\left[H_{T}^{\prime}\right]_{y^{\prime}, \sigma\left(y^{\prime}\right)}\right)$. Then, even if all entries in $\left\{\left[H_{T}^{\prime}\right]_{y, \sigma(y)}: y \neq y^{\prime} \in U\right\}$ contain $x$, $\operatorname{deg}_{x}\left(\prod_{y \in \mathbf{x}}\left[H_{T}^{\prime}\right]_{y, \sigma(y)}\right)<|U|$.

Now,

$$
\operatorname{det}\left(H_{T}^{\prime}\right)=\sum_{\sigma \in N}(-1)^{\operatorname{sgn}(\sigma)} \prod_{y \in \mathbf{x}}\left[H_{T}^{\prime}\right]_{y, \sigma(y)}+\sum_{\sigma \in \bar{N}}(-1)^{\operatorname{sgn}(\sigma)} \prod_{y \in \mathbf{x}}\left[H_{T}^{\prime}\right]_{y, \sigma(y)} .
$$

Let the first summand in the above expression be $h$. It follows from Observations C. 4 and C. 5 that to prove $\operatorname{det}\left(H_{T}^{\prime}\right) \neq 0$, it suffices to show that $\operatorname{deg}_{x}(h)=|U|$.
Claim C.1. $h=\left(\sum_{\sigma_{1} \in S_{U}}(-1)^{\operatorname{sgn}\left(\sigma_{1}\right)} \prod_{y_{1} \in U}\left[H_{T}^{\prime}\right]_{y_{1}, \sigma_{1}\left(y_{1}\right)}\right) \cdot\left(\sum_{\sigma_{2} \in S_{\bar{U}}}(-1)^{\operatorname{sgn}\left(\sigma_{2}\right)} \prod_{y_{2} \in \bar{U}}\left[H_{T}^{\prime}\right]_{y_{2}, \sigma_{2}\left(y_{2}\right)}\right)$.
Proof. For any $\sigma \in S_{\mathbf{x}}$, let $\sigma_{1}$ be $\sigma$ restricted to $U$ and $\sigma_{2}$ be $\sigma$ restricted to $\bar{U}$. For any $\sigma \in N$, notice that $\sigma_{1} \in S_{U}$ and $\sigma_{2} \in S_{\bar{U}}$. Thus,

$$
\begin{aligned}
h & =\sum_{\sigma \in N}(-1)^{\operatorname{sgn}(\sigma)} \prod_{y \in \mathbf{x}}\left[H_{T}^{\prime}\right]_{y, \sigma(y)} \\
& =\sum_{\substack{\sigma_{1} \in S_{U}, \sigma_{2} \in S_{\bar{U}}}}(-1)^{\operatorname{sgn}\left(\sigma_{1}\right)+\operatorname{sgn}\left(\sigma_{2}\right)} \prod_{y_{1} \in U}\left[H_{T}^{\prime}\right]_{y_{1}, \sigma_{1}\left(y_{1}\right)} \cdot \prod_{y_{2} \in \bar{U}}\left[H_{T}^{\prime}\right]_{y_{2}, \sigma_{2}\left(y_{2}\right)}
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{\sigma_{1} \in S_{U}}(-1)^{\operatorname{sgn}\left(\sigma_{1}\right)} \prod_{y_{1} \in U}\left[H_{T}^{\prime}\right]_{y_{1}, \sigma_{1}\left(y_{1}\right)}\left(\sum_{\sigma_{2} \in S_{\bar{U}}}(-1)^{\operatorname{sgn}\left(\sigma_{2}\right)} \prod_{y_{2} \in \bar{U}}\left[H_{T}^{\prime}\right]_{y_{2}, \sigma_{2}\left(y_{2}\right)}\right) \\
& =\left(\sum_{\sigma_{1} \in S_{U}}(-1)^{\operatorname{sgn}\left(\sigma_{1}\right)} \prod_{y_{1} \in U}\left[H_{T}^{\prime}\right]_{y_{1}, \sigma_{1}\left(y_{1}\right)}\right) \cdot\left(\sum_{\sigma_{2} \in S_{\bar{U}}}(-1)^{\operatorname{sgn}\left(\sigma_{2}\right)} \prod_{y_{2} \in \bar{U}}\left[H_{T}^{\prime}\right]_{y_{2}, \sigma_{2}\left(y_{2}\right)}\right) .
\end{aligned}
$$

Observation C.6. $\operatorname{deg}_{x}\left(\sum_{\sigma_{2} \in S_{\bar{U}}}(-1)^{\operatorname{sgn}\left(\sigma_{2}\right)} \prod_{y_{2} \in \bar{U}}\left[H_{T}^{\prime}\right]_{y_{2}, \sigma_{2}\left(y_{2}\right)}\right)=0$.
Proof. It follows from from Observations C. 1 and C. 2 that for no $y_{2} \in \bar{U}$, does the row of $H_{T}^{\prime}$ labelled by $y_{2}$ contain $x$.

Claim C.2. $\sum_{\sigma_{2} \in S_{\bar{U}}}(-1)^{\operatorname{sgn}\left(\sigma_{2}\right)} \prod_{y_{2} \in \bar{U}}\left[H_{T}^{\prime}\right]_{y_{2}, \sigma_{2}\left(y_{2}\right)} \neq 0$.
Proof. Notice that the given polynomial is the determinant of $\left[H_{T}^{\prime}\right]_{\bar{U}}, \bar{U}$, the sub-matrix of $\left[H_{T}^{\prime}\right]$ whose rows and columns are labelled by variables in $\bar{U}$. We show that $\left[H_{T}^{\prime}\right]_{\bar{u}, \bar{u}}$ is a block diagonal matrix and all the diagonal blocks have non-zero determinant.

From Observation C.3, the rows and columns of $\left[H_{T}^{\prime}\right]_{\bar{u}}, \bar{U}$ are labelled by variables in $\underset{i \in[\chi]}{\uplus} \underset{2 \leq j \leq s_{i}}{\uplus}$ $\operatorname{var}\left(T_{x, i, j}\right)$. We claim that $\frac{\partial^{2} T}{\partial x_{1} \partial x_{2}}=0$ for all $x_{1} \in \operatorname{var}\left(T_{x, i, j}\right)$ and $x_{2} \in \operatorname{var}\left(T_{x, i^{\prime}, j^{\prime}}\right)$, where $i \neq i^{\prime}$ or $j \neq j^{\prime}$. If $i=i^{\prime}$, then both $T_{x, i, j}$ and $T_{x, i^{\prime}, j^{\prime}}$ are children of the gate $Q_{x, i, 1}$, and fca $\left(x_{1}, x_{2}\right)=Q_{x, i, j}$. As $Q_{x, i, j}$ is a + gate, from Observation C.1, $\frac{\partial^{2} T}{\partial x_{1} \partial x_{2}}=0$. On the other hand, if $i \neq i^{\prime}$, assume without loss of generality that $i<i^{\prime}$. Then, observe that $T_{x, i^{\prime}, j^{\prime}}$ is a sub-ROF of $T_{x, i, 1}$. Thus fca $\left(x_{1}, x_{2}\right)$ is again $Q_{x, i, j}$, and just as before $\frac{\partial^{2} T}{\partial x_{1} \partial x_{2}}=0$. This implies that $\left[H_{T}^{\prime}\right]_{\bar{u}, \bar{u}}$ is a block diagonal matrix with diagonal blocks $\left[H_{T}^{\prime}\right]_{\operatorname{var}\left(T_{x, i, j}\right), \operatorname{var}\left(T_{x, i, j}\right)}$ for $i \in[\chi]$ and $2 \leq j \leq s_{i}$.

We now show that for all $i \in[\chi]$ and $2 \leq j \leq s_{i}$, the determinant of $\left[H_{T}^{\prime}\right]_{\operatorname{var}\left(T_{x, i j}\right), \operatorname{var}\left(T_{x, i, j}\right)}$ is nonzero; this would prove the claim. Fix an $i \in[\chi]$ and a $j \in\left\{2, \ldots, s_{i}\right\}$. Observe that for any $x_{1}, x_{2} \in$ $\operatorname{var}\left(T_{x, i, j}\right), \frac{\partial^{2} T}{\partial x_{1} \partial x_{2}}=\frac{\partial^{2} T_{x, i j}}{\partial x_{1} \partial x_{2}} \cdot \prod_{i^{\prime} \in[i]} \prod_{2 \leq j^{\prime} \leq m_{i^{\prime}}} Q_{x, i^{\prime}, j^{\prime}}$. So, $\left[H_{T}^{\prime}\right]_{\operatorname{var}\left(T_{x, i j}\right), \operatorname{var}\left(T_{x, i, j}\right)}=\prod_{i^{\prime} \in[i]} \prod_{2 \leq j^{\prime} \leq m_{i^{\prime}}} Q_{x, i^{\prime}, j^{\prime}} \cdot\left[H_{T_{x, i, j}}^{\prime}\right]$, and it is sufficient to prove that $\operatorname{det}\left(\left[H_{T_{x, i, j}}^{\prime}\right]\right) \neq 0 .{ }^{37}$ We claim that $T_{x, i, j}$ is not a single variable. The only way it can be a single variable is if it is a dangling variable. If $x$ is not a dangling variable, then because of the way we picked $x$, there is no dangling variable inside $Q_{x, 1,1}$. As $T_{x, i, j}$ is a subROF of $Q_{x, 1,1}$, it is not a dangling variable. Otherwise, as $x$ is a dangling variable in $Q_{x, 1,1}$ with the smallest product-depth, for all $i^{\prime} \leq \Delta_{x}-1$, and $2 \leq j^{\prime} \leq s_{i^{\prime}}, T_{x, i^{\prime}, j^{\prime}}$ can not be a dangling variable. Also, $x$ and $T_{x, \Delta_{x}, 2}, \ldots, T_{x, \Delta_{x}, s_{x}}$ are children of the same gate, viz. $Q_{x, \Delta_{x}, 1}$. Because $T$ is a canonical ROF, $T_{x, \Delta_{x}, 2} \ldots, T_{x, \Delta_{x}, s_{\Delta x}}$ can not be dangling variables. Thus, $T_{x, i, j}$ is not a dangling variable, and is a $\left(\Delta^{\prime}, m^{\prime}\right)$ ROF for some $\Delta^{\prime}<\Delta$ such that if $\Delta^{\prime}=1$, then $m^{\prime} \geq 2$. Then it follows from the induction hypothesis that $\operatorname{det}\left(\left[H_{T_{x, i, j}}^{\prime}\right]\right) \neq 0$, proving the claim.

[^20]Because of Claim C.1, Observation C.6, and Claim C.2, to prove that $\operatorname{deg}_{x}(h)=|U|$, we only need to show that for $g:=\sum_{\sigma_{1} \in S_{U}}(-1)^{\operatorname{sgn}\left(\sigma_{1}\right)} \prod_{y_{1} \in U}\left[H_{T}^{\prime}\right]_{y_{1}, \sigma_{1}\left(y_{1}\right)}, \operatorname{deg}_{x}(g)=|U|$. Let $T^{\prime}$ be the ROF obtained from $T$ by replacing $T_{x, i, 2}+\cdots+T_{x, i, s_{i}}+\gamma_{i}$ by 0 for all $i \in[\chi]$. Notice that $T^{\prime}=$ $x \prod_{i \in\left[\Delta_{x}\right]} \prod_{2 \leq j \leq m_{i}} Q_{x, i, j}=x \cdot \frac{\partial T}{\partial x}$. Hence, $\frac{\partial T}{\partial x}=\frac{\partial T^{\prime}}{\partial x}$. Also, from Observation C.3, $\operatorname{var}\left(T^{\prime}\right)=U$.
Claim C.3. When $g$ and $\operatorname{det}\left(H_{T^{\prime}}^{\prime}\right)$ are viewed as polynomials over $\mathbb{F}[\mathbf{x} \backslash\{x\}]$, the coefficient of $x^{|U|}$ is same in both the polynomials.
Proof. $g=\sum_{\sigma_{1} \in S_{U}}(-1)^{\operatorname{sgn}\left(\sigma_{1}\right)} \prod_{y_{1} \in U}\left[H_{T}^{\prime}\right]_{y_{1}, \sigma_{1}\left(y_{1}\right)}, \operatorname{det}\left(H_{T^{\prime}}^{\prime}\right)=\sum_{\sigma_{1} \in S_{U}}(-1)^{\operatorname{sgn}\left(\sigma_{1}\right)} \prod_{y_{1} \in U}\left[H_{T^{\prime}}^{\prime}\right]_{y_{1}, \sigma_{1}\left(y_{1}\right)}$ and for all $y_{1}, y_{2} \in U,\left[H_{T}^{\prime}\right]_{y_{1}, y_{2}}$ and $\left[H_{T^{\prime}}^{\prime}\right]_{y_{1}, y_{2}}$ are multilinear. Thus, it is sufficient to show that the coefficient of $x$ is same in $\left[H_{T}^{\prime}\right]_{y_{1}, y_{2}}$ and $\left[H_{T^{\prime}}^{\prime}\right]_{y_{1}, y_{2}}$ for all $y_{1}, y_{2} \in U$. This is the same as showing that $\frac{\left.\partial\left[H_{T}^{\prime}\right]\right]_{y_{1}, y_{2}}}{\partial x}=\frac{\partial\left[H_{T}^{\prime}, l y_{1}, y_{2}\right.}{\partial x}$ for all $y_{1}, y_{2} \in U$. There are three cases.

Case 1: Neither $y_{1}$ nor $y_{2}$ is $x$. Then,

$$
\frac{\partial\left[H_{T}^{\prime}\right]_{y_{1}, y_{2}}}{\partial x}=\frac{\partial}{\partial x}\left(y_{1} y_{2} \frac{\partial^{2} T}{\partial y_{1} \partial y_{2}}\right)=y_{1} y_{2} \frac{\partial^{2}}{\partial y_{1} \partial y_{2}}\left(\frac{\partial T}{\partial x}\right)=y_{1} y_{2} \frac{\partial^{2}}{\partial y_{1} \partial y_{2}}\left(\frac{\partial T^{\prime}}{\partial x}\right)=\frac{\partial\left[H_{T}^{\prime}\right]_{y_{1}, y_{2}}}{\partial x} .
$$

Case 2: Exactly one of $y_{1}$ and $y_{2}$ is $x$; say $y_{1}=x$. Then,

$$
\frac{\partial\left[H_{T}^{\prime}\right]_{y_{1}, y_{2}}}{\partial x}=\frac{\partial}{\partial x}\left(x y_{2} \frac{\partial^{2} T}{\partial x \partial y_{2}}\right)=y_{2} \frac{\partial}{\partial y_{2}}\left(\frac{\partial T}{\partial x}\right)=y_{2} \frac{\partial}{\partial y_{2}}\left(\frac{\partial T^{\prime}}{\partial x}\right)=\frac{\partial}{\partial x}\left(x y_{2} \frac{\partial^{2} T^{\prime}}{\partial x \partial y_{2}}\right)=\frac{\partial\left[H_{T^{\prime}}^{\prime}\right]_{y_{1}, y_{2}}}{\partial x} .
$$

Case 3: $y_{1}=y_{2}=x$. In this case, both $\left[H_{T}^{\prime}\right]_{y_{1}, y_{2}}$ and $\left[H_{T^{\prime}}^{\prime}\right]_{y_{1}, y_{2}}$ are 0 . So, $\frac{\partial\left[H_{T}^{\prime}\right] y_{1}, y_{2}}{\partial x}=\frac{\partial\left[H_{T}^{\prime}, y_{1}, y_{2}\right.}{\partial x}=0$.
Now, every non-zero entry of $H_{T^{\prime}}^{\prime}$ contains $x$ and the rows of $H_{T^{\prime}}^{\prime}$ are labelled by variables in $U$. Because we can take $x$ common from all the rows of $H_{T^{\prime}}^{\prime}$, if $\operatorname{det}\left(H_{T^{\prime}}^{\prime}\right) \neq 0$, then $\operatorname{deg}_{x}\left(\operatorname{det}\left(H_{T^{\prime}}^{\prime}\right)\right)=$ $|U|$. Thus Claim C. 3 implies that, $\operatorname{deg}_{x}(g)=|U|$ if and only if $\operatorname{det}\left(H_{T^{\prime}}^{\prime}\right) \neq 0$. Recall that $T$ is a $(\Delta, m)$ ROF. If $m \geq 2$, then it follows from the definition of $T^{\prime}$ that it is a $(\Delta, m-1)$ ROF. Otherwise, if $m=1$, i.e., if $Q_{x, i, 1}$ is the only sub-ROF of $T$ of product-depth $\Delta$, then $T^{\prime}$ is a $\left(\Delta^{\prime}, m^{\prime}\right)$ ROF for some $\Delta^{\prime}<\Delta$ and $m^{\prime} \leq|\mathbf{x}|$. Also as $T$ is a $\times$-rooted ROF, its fan-in, $m_{1} \geq 2$. Thus, if $\Delta^{\prime}=1$, then $m^{\prime} \geq 2$. So from the induction hypothesis, we have that $\operatorname{det}\left(H_{T^{\prime}}^{\prime}\right) \neq 0$. This proves the lemma.

## C. 2 Proof of Claim 3.1

Let $T=Q \cdot Q_{1} \cdots Q_{m}$ be a $\times$-rooted sub-ROF of C . Let $\mathrm{C}=T_{1}+\cdots+T_{s}+\gamma$. We saw in the proof of Lemma 3.1 that $\operatorname{det}\left(H_{\mathrm{C}}\right)=\prod_{k \in[s]} \operatorname{det}\left(H_{T_{k}}\right)$. Thus, if $T$ is a sub-ROF of $T_{k}$, then it is sufficient to show that $Q^{e-1}$ is a factor of $\operatorname{det}\left(H_{T_{k}}\right)$. Let $x \in \underset{l \in[m]}{\uplus} \operatorname{var}\left(Q_{l}\right)$ and consider the $x$-th row of $H_{T_{k}}$. Like in the proof of Lemma 3.1, we expand $T_{k}$ along the path $(x)$. Then for any $y \in \operatorname{var}\left(T_{k}\right)$, $\left[H_{T_{k}}\right]_{x, y}=\frac{\partial}{\partial y}\left(\prod_{i \in\left[\Delta_{x}\right]} \prod_{2 \leq j \leq m_{i}} Q_{x, i, j}\right)$. Notice that for some $\lambda_{x} \in\left[\Delta_{x}\right]$ and $j \in\left[m_{\lambda_{x}}\right]$, say for $j=2$, $Q=Q_{x, \lambda_{x}, 2}$. Thus, $Q$ is not a factor of $\left[H_{T_{k}}\right]_{x, y}$ only if $y \in \operatorname{var}(Q)$. For such a $y$,

$$
\begin{equation*}
\left[H_{T_{k}}\right]_{x, y}=\frac{\partial Q}{\partial y} \cdot \prod_{i \in\left[\lambda_{x}-1\right]} \prod_{2 \leq j \leq m_{i}} Q_{x, i, j} \cdot \prod_{3 \leq j \leq m_{\lambda_{x}}} Q_{x, \lambda_{x}, j} . \tag{7}
\end{equation*}
$$

We take $Q$ common from every row of $H_{T_{k}}$ labelled by variables in $\underset{l \in[m]}{\uplus} \operatorname{var}\left(Q_{l}\right)$ to obtain a matrix $H_{T_{k}}^{\prime \prime}$. Now, $\operatorname{det}\left(H_{T_{k}}\right)=Q^{e} \operatorname{det}\left(H_{T_{k}}^{\prime \prime}\right)$. So it suffices to show that $\operatorname{det}\left(H_{T_{k}}^{\prime \prime}\right)$ is either a polynomial, or if it has a denominator, the denominator is just $Q$. Notice that the only entries of $H_{T_{k}}^{\prime \prime}$ which are not polynomials but rational functions are $\left[H_{T_{k}}^{\prime \prime}\right]_{x, y}$, where $x \in \underset{l \in[m]}{\uplus} \operatorname{var}\left(Q_{l}\right)$ and $y \in \operatorname{var}(Q)$. Let $\sigma \in S_{\operatorname{var}\left(T_{k}\right)}$ be any permutation that maps $x_{1} \neq x_{2} \in \underset{l \in[m]}{\uplus} \operatorname{var}\left(Q_{l}\right)$ to $y_{1} \neq y_{2} \in \operatorname{var}(Q)$. Define $\sigma^{\prime} \in S_{\operatorname{var}\left(T_{k}\right)}$ such that it maps $x_{1}$ to $y_{2}, x_{2}$ to $y_{1}$, and for all other $x \in \operatorname{var}\left(T_{k}\right), \sigma^{\prime}(x)=\sigma(x)$. Then,

$$
\begin{aligned}
& (-1)^{\operatorname{sgn}(\sigma)} \prod_{x \in \operatorname{var}\left(T_{k}\right)}\left[H_{T_{k}}^{\prime \prime}\right]_{x, \sigma(x)}-(-1)^{\operatorname{sgn}\left(\sigma^{\prime}\right)} \prod_{x \in \operatorname{var}\left(T_{k}\right)}\left[H_{T_{k}}^{\prime \prime}\right]_{x, \sigma^{\prime}(x)} \\
& =(-1)^{\operatorname{sgn}(\sigma)} \prod_{x \in \operatorname{var}\left(T_{k}\right) \backslash\left\{x_{1}, x_{2}\right\}}\left[H_{T_{k}}^{\prime \prime}\right]_{x, \sigma(x)}\left(\left[H_{T_{k}}^{\prime \prime}\right]_{x_{1}, y_{1}}\left[H_{T_{k}}^{\prime \prime}\right]_{x_{2}, y_{2}}-\left[H_{T_{k}}^{\prime \prime}\right]_{x_{1}, y_{2}}\left[H_{T_{k}}^{\prime \prime}\right]_{x_{2}, y_{1}}\right) .
\end{aligned}
$$

Now, expanding $T$ along path $\left(x_{1}\right)$ as well as path $\left(x_{2}\right)$ we get,

$$
\begin{aligned}
& Q^{2}\left(\left[H_{T_{k}}^{\prime \prime}\right]_{x_{1}, y_{1}}\left[H_{T_{k}}^{\prime \prime}\right]_{x_{2}, y_{2}}-\left[H_{T_{k}}^{\prime \prime}\right]_{x_{1}, y_{2}}\left[H_{T_{k}}^{\prime \prime}\right]_{x_{2}, y_{1}}\right) \\
& =\left(\frac{\partial Q}{\partial y_{1}} \cdot \prod_{i \in\left[\lambda_{x_{1}}-1\right]} \prod_{2 \leq j \leq m_{i}} Q_{x, i, j} \cdot \prod_{3 \leq j \leq m_{\lambda_{x_{1}}}} Q_{x_{1}, \lambda_{x_{1}, j}}\right)\left(\frac{\partial Q}{\partial y_{2}} \cdot \prod_{i \in\left[\lambda_{x_{2}}-1\right]} \prod_{2 \leq j \leq m_{i}^{\prime}} Q_{x, i, j} \cdot \prod_{3 \leq j \leq m_{\lambda_{x_{2}}}^{\prime}} Q_{x_{2}, \lambda_{x_{2}}, j}\right) \\
& -\left(\frac{\partial Q}{\partial y_{2}} \cdot \prod_{i \in\left[\lambda_{x_{1}}-1\right]} \prod_{2 \leq j \leq m_{i}} Q_{x, i, j} \cdot \prod_{3 \leq j \leq m_{\lambda_{x_{1}}}} Q_{x_{1}, \lambda_{x_{1}, j}}\right)\left(\frac{\partial Q}{\partial y_{1}} \cdot \prod_{i \in\left[\lambda_{x_{2}}-1\right]} \prod_{2 \leq j \leq m_{i}^{\prime}} Q_{x, i, j} \cdot \prod_{3 \leq j \leq m_{\lambda_{x_{2}}^{\prime}}^{\prime}} Q_{x_{2}, \lambda_{x_{2}}, j}\right)
\end{aligned}
$$

(from Equation (7))
$=0$.
Let $U$ be the set of all permutations $\sigma$ such that $\sigma$ maps at most one variable in $\underset{l \in[m]}{\uplus} \operatorname{var}\left(Q_{l}\right)$ to a variable in $\operatorname{var}(Q)$. Then,

$$
\operatorname{det}\left[H_{T_{k}}^{\prime \prime}\right]=\sum_{\sigma \in U}(-1)^{\operatorname{sgn}(\sigma)} \prod_{x \in \operatorname{var}\left(T_{k}\right)}\left[H_{T_{k}}^{\prime \prime}\right]_{x, \sigma(x)} .
$$

As at most one of the $\left\{\left[H_{T_{k}}^{\prime \prime}\right]_{x, \sigma(x)}: x \in \operatorname{var}\left(T_{k}\right)\right\}$ has a denominator and this denominator is $Q$, either $\operatorname{det}\left[H_{T_{k}}^{\prime \prime}\right]$ is a polynomial, or if it has a denominator, the denominator is just $Q$. Thus, $Q^{e-1}$ is a factor of $\operatorname{det}\left(H_{T_{k}}\right)$.

## C. 3 Proof of Claim 3.2

From Lemma 3.1, $\operatorname{det}\left(H_{\mathrm{C}}\right) \neq 0$. Suppose that $x \in \operatorname{var}(\mathrm{C})$ is not a variable in the quadratic form of the top-most + gate of $C$, nor a dangling variable along some skewed path, nor a variable appearing in a quadratic form along some skewed path. There there exists a $\times$-gate $T$ on the path from the root of $C$ to the leaf labelled by $x$ such that if $T=Q_{1} \cdots Q_{m^{\prime}}$, then $x \in \operatorname{var}\left(Q_{1}\right)$ and $\left|\operatorname{var}\left(Q_{2}\right)\right|+\cdots+\left|\operatorname{var}\left(Q_{m^{\prime}}\right)\right| \geq 2$. Then, Claim 3.1 implies that $Q_{1}$ is a factor of $\operatorname{det}\left(H_{\mathrm{C}}\right)$. Now $Q_{1}$ is either a variable or a + -rooted sub-ROF, and therefore is irreducible (Fact 2.5). Then, the claim immediately follows from Observation 2.3.

## C. 4 Proof of Claim 3.3

Suppose that $y_{1} \in \mathbf{y}$ is present in $\operatorname{det}\left(H_{\mathrm{C}}\right)$. Let the quadratic form of $Q$ be $y_{1} y_{2}+\ldots+y_{l-1} y_{l}$. Let $P$ be a permutation matrix acting on $\mathbf{x}:=\operatorname{var}(\mathrm{C})$ such that $P$ maps $y_{1}$ to $y_{2}, y_{2}$ to $y_{1}$, and every other variable to itself. As, $\mathrm{C}=\mathrm{C}(P \mathbf{x}), \operatorname{det}\left(H_{\mathrm{C}}\right)=\operatorname{det}\left(H_{\mathrm{C}(P \mathbf{x})}\right)$. Also, from Fact 2.8, $\operatorname{det}\left(H_{\mathrm{C}(P \mathbf{x})}\right)=$ $\operatorname{det}\left(H_{\mathrm{C}}\right)(P \mathbf{x})$. As $y_{1}$ is present in $\operatorname{det}\left(H_{\mathrm{C}}\right), y_{2}$ is present in $\operatorname{det}\left(H_{\mathrm{C}}\right)(P \mathbf{x})=\operatorname{det}\left(H_{\mathrm{C}}\right)$. For any odd $i \leq l-1$, let $P$ be a permutation matrix mapping $y_{1}$ to $y_{i}, y_{2}$ to $y_{i+1}, y_{i}$ to $y_{1}, y_{i+1}$ to $y_{2}$, and all other variables to themselves. Again $\operatorname{det}\left(H_{\mathrm{C}}\right)=\operatorname{det}\left(H_{\mathrm{C}(P \mathbf{x})}\right)$ and $\operatorname{det}\left(H_{\mathrm{C}(P \mathbf{x})}\right)=\operatorname{det}\left(H_{\mathrm{C}}\right)(P \mathbf{x})$. As $y_{1}$ and $y_{2}$ appear in $\operatorname{det}\left(H_{\mathrm{C}}\right), y_{i}$ and $y_{i+1}$ also appear in $\operatorname{det}\left(H_{\mathrm{C}}\right)(P \mathbf{x})=\operatorname{det}\left(H_{\mathrm{C}}\right)$.

For any odd $i \leq l-1$, let $S$ be a scaling matrix mapping $y_{i}$ to $2 y_{i}, y_{i+1}$ to $\frac{y_{i+1}}{2}$ and every other variable to itself. $\mathrm{C}=\mathrm{C}(S \mathbf{x})$, and hence $\operatorname{det}\left(H_{\mathrm{C}}\right)=\operatorname{det}\left(H_{\mathrm{C}(S \mathbf{x})}\right)$. Also, from Fact 2.8, $\operatorname{det}\left(H_{\mathbf{C}(S \mathbf{x})}\right)=\operatorname{det}\left(H_{\mathrm{C}}\right)(S \mathbf{x})$. Consider a monomial $\mu$ of $\operatorname{det}\left(H_{\mathrm{C}}\right)$ in which the degree of $y_{i}$ is $d_{i}$, that of $y_{i+1}$ is $d_{i+1}$, and whose coefficient is $\beta$. In $\operatorname{det}\left(H_{\mathrm{C}}\right)(S \mathbf{x})$, the coefficient of $\mu$ is $\beta \cdot 2^{d_{i}-d_{i+1}}$. Thus, $d_{i}=d_{i+1}$. Then from Observation $2.4 y_{i}$ and $y_{i+1}$ are truly essential for $\operatorname{det}\left(H_{\mathrm{C}}\right)$.

## C. 5 Proof of Claim 3.4

As argued in Section C.1, $\operatorname{det}\left(H_{\mathrm{C}}\right)=\prod_{k \in[s]} \operatorname{det}\left(H_{T_{k}}\right)$. It is sufficient to show that $y$ is not present in $\operatorname{det}\left(H_{T_{k}}\right)$. It follows from Observations C. 1 and C.2, that $y$ does not appear in any entry of $H_{T_{k}}$ because the only $x^{\prime} \in \mathbf{x}$ for which $\frac{\partial^{2} T_{k}}{\partial x^{\prime} \partial y} \neq 0$ is $x$. But $\frac{\partial^{2} T_{k}}{\partial x^{\prime} \partial y}=1$. Hence, $y \notin \operatorname{var}\left(\operatorname{det}\left(H_{T_{k}}\right)\right)$.

## D Missing proofs from Section 4

## D. 1 Proof of Claim 4.1

$[B R]_{\mathbf{x} \backslash\left\{u_{0}\right\}, \mathbf{x} \backslash\left\{u_{0}\right\}}=[B]_{\mathbf{x} \backslash\left\{u_{0}\right\}, \mathbf{x}}[R]_{\mathbf{x}, \mathbf{x} \backslash\left\{u_{0}\right\}}$, where $[B]_{\mathbf{x} \backslash\left\{u_{0}\right\}, \mathbf{x}}$ is the sub-matrix of $B$ whose rows and columns are labelled by variables in $\mathbf{x} \backslash\left\{u_{0}\right\}$ and $\mathbf{x}$, respectively, while $[R]_{\mathbf{x}, \mathbf{x} \backslash\left\{u_{0}\right\}}$ is the submatrix of $R$ whose rows and columns are labelled by variables in $\mathbf{x}$ and $\mathbf{x} \backslash\left\{u_{0}\right\}$, respectively. For $x \in \mathbf{x} \backslash\left\{u_{0}\right\}$, let $\ell_{x}$ be the linear form that $x$ is mapped to by $B$. Let $R=\left(r_{x, x^{\prime}}\right)_{x, x^{\prime} \in \mathbf{x}}$. Then the $\left(x, x^{\prime}\right)$-the entry of $[B R]_{\mathbf{x} \backslash\left\{u_{0}\right\}, \mathbf{x} \backslash\left\{u_{0}\right\}}$ is $\ell_{x}\left(\mathbf{r}_{x^{\prime}}\right)$, where $\mathbf{r}_{x^{\prime}}=\left\{r_{x, x^{\prime}}: x \in \mathbf{x}\right\}$. As $B$ is invertible, $\left\{\ell_{x}(\mathbf{x}): x \in \mathbf{x} \backslash\left\{u_{0}\right\}\right\}$ is linearly independent. Thus, the columns of $[B R]_{\mathbf{x} \backslash\left\{u_{0}\right\}, \mathbf{x} \backslash\left\{u_{0}\right\}}$ are evaluations of linearly independent, degree 1 polynomials at independently chosen random points from $F^{n}$, where $|F| \geq n^{5}$. It is well known (see for instance Claim 2.2 of [KNS19]) that any such matrix is invertible with probability at least $1-\frac{1}{n^{4}}$.

## D. 2 Proof of Claim 4.2

Observe that $H_{2}$ is the Hessian of $\sum_{k \in\left[s^{\prime}\right]} T_{k}+\gamma$. Then $H_{C}=\left[\begin{array}{cc}H_{2} & 0 \\ 0 & 0\end{array}\right]$. Fact 2.6 implies that $H_{f(R \mathbf{x})}=$ $(B R)^{T} \cdot H_{\mathrm{C}}(B R \mathbf{x}+\mathbf{d}) \cdot(B R)$. It is easy to that $H_{1}=[B R]_{\mathbf{x} \backslash\left\{u_{0}\right\}, \mathbf{x} \backslash\left\{u_{0}\right\}}^{T} \cdot H_{2}(B R \mathbf{x}+\mathbf{d}) \cdot[B R]_{\mathbf{x} \backslash\left\{u_{0}\right\}, \mathbf{x} \backslash\left\{u_{0}\right\}}$, which implies $h=\operatorname{det}\left(H_{1}\right)=\beta^{2} \operatorname{det}\left(H_{2}\right)(B R \mathbf{x}+\mathbf{d})$, where $\beta$ is the determinant of $[B R]_{\mathbf{x} \backslash\left\{u_{0}\right\}, \mathbf{x} \backslash\left\{u_{0}\right\}}$. From Lemma 3.1, $\operatorname{det}\left(H_{2}\right) \neq 0$ and from Claim $4.1 \beta \neq 0$ with high probability. Hence, $h$ is also non-zero with high probability. Also, $u_{0} \notin \operatorname{var}\left(\operatorname{det}\left(H_{2}\right)\right)$ and hence $N_{\text {ess }}\left(\operatorname{det}\left(H_{2}\right)\right) \leq n-1$. Now,
$[\nabla h]_{\mathbf{x} \backslash\left\{u_{0}\right\}}=[B R]_{\mathbf{x} \backslash\left\{u_{0}\right\}, \mathbf{x} \backslash\left\{u_{0}\right\}}^{T} \cdot\left[\nabla \operatorname{det}\left(H_{2}\right)\right]_{\mathbf{x} \backslash\left\{u_{0}\right\}}(B R \mathbf{x}+\mathbf{d})$, where $[\nabla h]_{\mathbf{x} \backslash\left\{u_{0}\right\}}$ and $\left[\nabla \operatorname{det}\left(H_{2}\right)\right]_{\mathbf{x} \backslash\left\{u_{0}\right\}}$ are the gradient vectors of $h$ and $\operatorname{det}\left(H_{2}\right)$ restricted to the entries corresponding to variables in $\mathbf{x} \backslash\left\{u_{0}\right\}$. From Claim 4.1, $[B R]_{\mathbf{x} \backslash\left\{u_{0}\right\}, \mathbf{x} \backslash\left\{u_{0}\right\}}^{T}$ is invertible with high probability. So the spaces $\left\langle\frac{\partial h}{\partial x}: x \in \mathbf{x} \backslash\left\{u_{0}\right\}\right\rangle$ and $\left\langle\frac{\partial}{\partial x} \operatorname{det}\left(H_{2}\right): x \in \mathbf{x} \backslash\left\{u_{0}\right\}\right\rangle$ have the same dimension with high probability. Then Facts 2.3 and 2.1 imply that a subset of $\mathbf{x} \backslash\left\{u_{0}\right\}$ contains a set of essential variables of $h$ with high probability. Thus, $u_{0}$ is redundant for $h$ with high probability.

## D. 3 Proof of Claim 4.3

$\widehat{T}_{k}(R \mathbf{x})=T_{k}(B R \mathbf{x}+\mathbf{d})$ implies that $g_{k}(\mathbf{x})=g_{k}^{\prime}\left(C_{k}^{-1} B R A_{0} \mathbf{x}+C_{k}^{-1} \mathbf{d}\right)$. As $\operatorname{var}\left(g_{k}\right)=\operatorname{var}\left(g_{k}^{\prime}\right)=\mathbf{z}_{k}$ and none of them have any redundant variables, $\mathbf{z}_{k}$ are the truly essential variables of $g$ and $g^{\prime}$. Thus Observation 2.2 implies that $C_{k}^{-1} B R A_{0}$ maps every $z \in \mathbf{z}_{k}$ to a linear form in $\mathbf{z}_{k}$. Also, from Fact 2.2 we have that $C_{k}$ maps every $z \in \mathbf{z}_{k}^{\prime}$ and every $y \in \mathbf{y}_{k}$ to itself, and every $z \in \mathbf{z}_{k}^{\prime \prime}$ to a linear form that looks like $z+\sum_{y \in \mathbf{y}_{k} \cap \operatorname{var}\left(h_{k}^{\prime}\right)} \alpha_{y} y$. Multiplying $C_{k}$ to $C_{k}^{-1} B R A_{0}$ yields the claim.

## D. 4 Proof of Claim 4.4

$B A_{0}$ is invertible and from Claim 4.3, for every $z \in \mathbf{z}^{\prime},\left[\ell_{z}^{(0)}\right]_{\mathbf{y}}=0$. Hence, the sub-matrix $\left[B A_{0}\right]_{\mathbf{z}^{\prime \prime} \uplus \mathbf{y}, \mathbf{y}}$ of $B A_{0}$ containing rows corresponding to variables in $\mathbf{z}^{\prime \prime} \uplus \mathbf{y}$ and columns corresponding to variables in $\mathbf{y}$ is full rank. From Claim 4.3, we have that all rows of $\left[B A_{0}\right]_{\mathbf{z}^{\prime \prime}, \mathbf{y}}$ are in the $\mathbb{F}$-span of the rows of $\left[B A_{0}\right]_{\mathrm{y}, \mathrm{y}}$. Thus $\left[B A_{0}\right]_{\mathrm{y}, \mathrm{y}}$ is full rank. The claim follows by noticing that the entries of $\left[B A_{0}\right]_{\mathbf{y}, \mathbf{y}} \mathbf{y}$ are exactly the linear forms $\left[\ell_{y}^{(0)}\right]_{\mathbf{y}}$ for all $y \in \mathbf{y}$.

## D. 5 Proof of Claim 4.5

Observe that for every $i \in[m]$, the $i$-th iteration of the loop only works with $\widetilde{q}_{i}\left(A_{1}^{\prime} \mathbf{x}\right)$ (where $A_{1}^{\prime}$ is as in Step 4) and computes a $C_{i}$ which only acts non-trivially on $\operatorname{var}\left(\widetilde{q}_{i}\left(A_{1}^{\prime} \mathbf{x}\right)\right)$. Thus, we can analyse every iteration of the loop in isolation, and it sufficient to prove that after the $i$-th iteration,

$$
\widehat{q}_{i}\left(A_{1}^{\prime} C_{i} \mathbf{x}\right)=\left(y_{i, 1,1}^{\prime}+h_{i, 1,1}\right)\left(y_{i, 1,2}^{\prime}+h_{i, 1,2}\right)+\cdots+\left(y_{i, m_{i}, 1}^{\prime}+h_{i, m_{i}, 1}\right)\left(y_{i, m_{i}, 2}^{\prime}+h_{i, m_{i}, 2}\right) .
$$

Fix an $i \in\{0, \ldots, m\}$ and let $\operatorname{var}\left(\widetilde{q}_{i}\left(A_{1}^{\prime} \mathbf{x}\right)\right)=\left\{y_{i, 1,1}^{\prime}, y_{i, 1,2}^{\prime}, \ldots, y_{i, m_{i}, 1}^{\prime}, y_{i, m_{i}, 2}^{\prime}\right\}$. As mentioned before, $\widetilde{q}_{i}\left(A_{1}^{\prime} \mathbf{x}\right)$ has no redundant variables. Thus, $C_{i} \in \mathrm{GL}\left(2 m_{i}, \mathbb{F}\right)$ output by the QFE algorithm is such that after it has been extended to map every variable in $\mathbf{x} \backslash \operatorname{var}\left(\widetilde{q}_{i}\left(A_{1}^{\prime} \mathbf{x}\right)\right)$ to itself, $\widetilde{q}_{i}\left(A_{1}^{\prime} C_{i} \mathbf{x}\right)=$ $y_{i, 1,1}^{\prime} y_{i, 1,2}^{\prime}+\cdots+y_{i, m_{i},}^{\prime} y_{i, m_{i}, 2}^{\prime}$.

For all $j \in\left[m_{i}\right]$ and $l \in[2]$, let $\alpha_{l, j}$ be the $y_{i, j, l}$-th entry of $B \mathbf{b}+\mathbf{d}$ and $p_{j, l}=\left[\ell_{y_{i, j l}}^{(0)}\right]_{\mathbf{z}}+\alpha_{l, j}$. Then,

$$
\sum_{j \in\left[m_{i}\right]}\left(\left[\ell_{y_{i, 1}, 1}^{(0)}\right]_{\mathbf{y}}+p_{j, 1}\right)\left(\left[\ell_{y_{i, 2}, 2}^{(0)}\right]_{\mathbf{y}}+p_{j, 2}\right)\left(A_{1}^{\prime} C_{i} \mathbf{x}\right)=\sum_{j \in\left[m_{i}\right]}\left(\ell_{j, 1}+p_{j, 1}\right)\left(\ell_{j, 2}+p_{j, 2}\right),
$$

where for $j \in\left[m_{i}\right], l \in[2], \ell_{j, l}:=\left[\ell_{y_{i, 1}, 1}^{(0)}\right]_{\mathbf{y}}\left(A_{1}^{\prime} C_{i} \mathbf{x}\right)$. Since $A_{1}^{\prime} C_{i} \in \mathrm{GL}(n, \mathbb{F})$, Claim 4.4 implies that $\left\{\ell_{j, l}: j \in\left[m_{i}\right], l \in[2]\right\}$ is linearly independent. Now $\widetilde{q}_{i}\left(A_{1}^{\prime} C_{i}\right)=\sum_{j \in\left[m_{i}\right]} \ell_{j, 1} \ell_{j, 2}$ and $\widetilde{q} \in \operatorname{orb}\left(q_{i}\right)$.

Also neither $q_{i}$ nor $\widetilde{q}_{i}$ have any redundant variables. Hence from Observation 2.2, for all $j \in\left[m_{i}\right]$ and $l \in[2], \ell_{j, l}$ is a linear form solely in $\left\{y_{i, 1,1}^{\prime}, y_{i, 1,2}^{\prime}, \ldots, y_{i, m_{i}, 1}^{\prime}, y_{i, m_{i}, 2}^{\prime}\right\}$. Expanding the right hand side of the above equation,

$$
\begin{equation*}
\sum_{j \in\left[m_{i}\right]}\left(\ell_{j, 1}+p_{j, 1}\right)\left(\ell_{j, 2}+p_{j, 2}\right)=\sum_{j \in\left[m_{i}\right]} \ell_{j, 1} \ell_{j, 2}+\sum_{j \in\left[m_{i}\right]}\left(\ell_{j, 1} p_{j, 2}+\ell_{j, 2} p_{j, 1}\right)+\sum_{j \in\left[m_{i}\right]} p_{j, 1} p_{j, 2} . \tag{8}
\end{equation*}
$$

For $j \in\left[m_{i}\right]$, let $h_{i, j, 1}$ and $h_{i, j, 2}$ be the coefficients of $y_{i, j, 2}$ and $y_{i, j, 1}$ in $\sum_{j \in\left[m_{i}\right]}\left(\ell_{j, 1} p_{j, 2}+\ell_{j, 2} p_{j, 1}\right)$ respectively. Then, $h_{i, j, 1}, h_{i, j, 2} \in \mathbb{F}[\mathbf{z}]$ are linear polynomials and $\sum_{j \in\left[m_{i}\right]}\left(\ell_{j, 1} p_{j, 2}+\ell_{j, 2} p_{j, 1}\right)=\sum_{j \in\left[m_{i}\right]}\left(y_{i, j, 1} h_{i, j, 2}+\right.$ $y_{i, j, 2} h_{i, j, 1}$ ). Now, $\sum_{j \in\left[m_{i}\right]} \ell_{j, 1} \ell_{j, 2}=\sum_{j \in\left[m_{i}\right]} y_{i, j, 1} y_{i, j, 2}$. Putting these in equation (8),

$$
\begin{equation*}
\sum_{j \in\left[m_{i}\right]}\left(\ell_{j, 1}+p_{j, 1}\right)\left(\ell_{j, 2}+p_{j, 2}\right)=\sum_{j \in\left[m_{i}\right]}\left(y_{i, j, 1}+h_{i, j, 1}\right)\left(y_{i, j, 2}+h_{i, j, 2}\right)+\sum_{j \in\left[m_{i}\right]}\left(p_{j, 1} p_{j, 2}-h_{i, j, 1} h_{i, j, 2}\right) \tag{9}
\end{equation*}
$$

Substitute $y_{i, j, l}=y_{i, j, l}-h_{i, j, l}$ for every $j \in\left[m_{i}\right], l \in[2]$ in the above equation. Then we get

$$
\sum_{j \in\left[m_{i}\right]}\left(\ell_{j, 1}+p_{j, 1}^{\prime}\right)\left(\ell_{j, 2}+p_{j, 2}^{\prime}\right)=\sum_{j \in\left[m_{i}\right]} y_{i, j, 1} y_{i, j, 2}+\sum_{j \in\left[m_{i}\right]}\left(p_{j, 1} p_{j, 2}-h_{i, j, 1} h_{i, j, 2}\right),
$$

where for every $j \in\left[m_{i}\right], l \in[2], p_{j, l}^{\prime} \in \mathbb{F}[\mathbf{z}]$ is a linear polynomial. Note that the right hand side of the above equation does not have a monomial containing variables from both $\mathbf{y}$ and $\mathbf{z}$. Thus we get $\sum_{j \in\left[m_{i}\right]}\left(\ell_{j, 1} p_{j, 2}^{\prime}+\ell_{j, 2} p_{j, 1}^{\prime}\right)=0$. Since $\left\{\ell_{j, l}: j \in\left[m_{i}\right], l \in[2]\right\}$ is linearly independent, it is easy to see that for every $j \in\left[m_{i}\right], p_{j, 1}^{\prime}=p_{j, 2}^{\prime}=0$, which implies $\sum_{j \in\left[m_{i}\right]}\left(p_{j, 1} p_{j, 2}-h_{i, j, 1} h_{i, 2,2}\right)=0$. Hence,

$$
\begin{aligned}
\widehat{q}_{i}\left(A_{1}^{\prime} C_{i} \mathbf{x}\right) & =\sum_{j \in\left[m_{i}\right]}\left(\left[\ell_{y_{i, 1}, 1}^{(0)}\right]_{\mathbf{y}}+p_{j, 1}\right)\left(\left[\ell_{y_{i, 2}, 2}^{(0)}\right]_{\mathbf{y}}+p_{j, 2}\right)\left(A_{1}^{\prime} C_{i} \mathbf{x}\right) \\
& =\sum_{j \in\left[m_{i}\right]}\left(\ell_{j, 1}+p_{j, 1}\right)\left(\ell_{j, 2}+p_{j, 2}\right) \\
& =\sum_{j \in\left[m_{i}\right]}\left(y_{i, j, 1}+h_{i, j, 1}\right)\left(y_{i, j, 2}+h_{i, j, 2}\right)
\end{aligned}
$$

(from Equation (9)).

## D. 6 Proof of Claim 4.6

$\left\{\ell_{x}^{(1)}: x \in \mathbf{x}\right\}$ is linearly independent. As $A_{1}^{\prime}$ acts as identity on $\mathbf{z} \uplus \mathbf{u}$ (Observation 4.1), from Claim 4.3, we get that $\ell_{z}^{(1)} \in \mathbb{F}[\mathbf{z}]$ for all $z \in \mathbf{z}^{\prime}$. Hence, $\operatorname{dim}\left\langle\left[\ell_{x}^{(1)}\right]_{\mathbf{y}}: x \in \mathbf{z}^{\prime \prime} \uplus \mathbf{y}\right\rangle=|\mathbf{y}|$. From Claim 3.3, no $y \in \mathbf{y} \backslash \mathbf{u}$ is in $\operatorname{var}\left(\operatorname{det}\left(H_{2}\right)\right)$. Thus, by applying $A_{1}^{\prime}$ on both sides of the equation in the second point of Claim 4.3, we get that for all $z \in \mathbf{z}^{\prime \prime}, \ell_{z}^{(1)}=\ell_{z}^{\prime}+\sum_{u \in \mathbf{u}} \alpha_{u} \ell_{u}^{(1)}$, where $\ell_{z}^{\prime} \in \mathbb{F}[\mathbf{z}]$. Hence, $\left\{\left[\ell_{z}^{(1)}\right]_{\mathbf{y}}: z \in \mathbf{z}^{\prime \prime}\right\} \in \mathbb{F}$-span $\left\{\left[\ell_{y}^{(1)}\right]_{\mathbf{y}}: y \in \mathbf{y}\right\}$; so $\left\{\left[\ell_{y}^{(1)}\right]_{\mathbf{y}}: y \in \mathbf{y}\right\}$ is linearly independent. Now, $\left\{\left[\ell_{y}^{(1)}\right]_{\mathbf{y}}: y \in \mathbf{y} \backslash \mathbf{u}\right\}=\mathbf{y} \backslash \mathbf{u}$. Thus, $\left\{\left[\ell_{u}^{(1)}\right]_{\mathbf{u}}: u \in \mathbf{u}\right\}$ is linearly independent.

## D. 7 Proof of Claim 4.7

Immediately after Step 8 of Procedure 2 is executed, $\operatorname{det}\left(H_{2}\right)\left(B R A_{0} \mathbf{x}+\mathbf{d}\right)=h\left(A_{0} \mathbf{x}\right) \in \mathbb{F}[\mathbf{z}]$. Because $C$ computed in the for loop of lines 10-12 only maps some variables in $\mathbf{z}^{\prime}$ to linear forms in $\mathbb{F}[\mathbf{z}]$, after this loop is executed, $\operatorname{det}\left(H_{2}\right)\left(B R A_{0}(C \mathbf{x}+\mathbf{b})+\mathbf{d}\right) \in \mathbb{F}[\mathbf{z}]$. Thus, after $A_{0}$ is updated to be $R A_{0} C$ and $\mathbf{b}:=R A_{0} \mathbf{b}^{\prime}$ in Step 13 of Procedure 2, $\operatorname{det}\left(H_{2}\right)\left(B A_{0} \mathbf{x}+B \mathbf{b}+\mathbf{d}\right) \in \mathbb{F}[\mathbf{z}]$. Since $A_{1}^{\prime}$ acts as identity on $\mathbf{z}$ and $A_{1}=A_{0} A_{1}^{\prime}, h^{\prime}:=\operatorname{det}\left(H_{2}\right)\left(B A_{1} \mathbf{x}+B \mathbf{b}+\mathbf{d}\right) \in \mathbb{F}[\mathbf{z}]$. Now, from the chain rule of derivatives we have that

$$
\nabla h^{\prime}=\left(B A_{1}\right)^{T}\left[\nabla \operatorname{det}\left(H_{2}\right)\right]\left(B A_{1} \mathbf{x}+B \mathbf{b}+\mathbf{d}\right),
$$

where $\nabla h^{\prime}$ and $\nabla \operatorname{det}\left(H_{2}\right)$ are gradients of $h^{\prime}$ and $\operatorname{det}\left(H_{2}\right)$ with respect to $\mathbf{x}$, respectively. As $h^{\prime}$ does not contain any $\mathbf{u}$-variable,

$$
\mathbf{0}=\left[\nabla h^{\prime}\right]_{\mathbf{u}}=\left[\left(B A_{1}\right)^{T}\right]_{\mathbf{u}}\left[\nabla \operatorname{det}\left(H_{2}\right)\right]\left(B A_{1} \mathbf{x}+B \mathbf{b}+\mathbf{d}\right),
$$

where $\left[\nabla h^{\prime}\right]_{\mathbf{u}}$ is $\nabla h^{\prime}$ restricted to entries corresponding to $\mathbf{u}$ and $\left[\left(B A_{1}\right)^{T}\right]_{\mathbf{u}}$ is $\left(B A_{1}\right)^{T}$ restricted to rows corresponding to $\mathbf{u}$. Thus,

$$
\left[\left(B A_{1}\right)^{T}\right]_{\mathbf{u}, \mathbf{x}^{\prime}}\left[\nabla \operatorname{det}\left(H_{2}\right)\right]_{\mathbf{x}^{\prime}}=-\left[\left(B A_{1}\right)^{T}\right]_{\mathbf{u}, \mathbf{x} \backslash \mathbf{x}^{\prime}}\left[\nabla \operatorname{det}\left(H_{2}\right)\right]_{\mathbf{x} \backslash \mathbf{x}^{\prime}},
$$

where $\left[\left(B A_{1}\right)^{T}\right]_{\mathbf{u}, \mathbf{x}^{\prime}}$ and $\left[\left(B A_{1}\right)^{T}\right]_{\mathbf{u}, \mathbf{x} \backslash \mathbf{x}^{\prime}}$ are the sub-matrices of $\left(B A_{1}\right)^{T}$ whose rows and columns are labelled by variables in $\mathbf{u}, \mathbf{x}^{\prime}$ and $\mathbf{u}, \mathbf{x} \backslash \mathbf{x}^{\prime}$ variables respectively. As $\mathscr{B}=\left[B A_{1}\right]_{\mathbf{x}^{\prime}, \mathbf{u}} \mathbf{u},\left[\left(B A_{1}\right)^{T}\right]_{\mathbf{u}, \mathbf{x}^{\prime}}$ is invertible. By right multiplying its inverse on both sides of the above equation, we get that for all $x^{\prime} \in \mathbf{x}^{\prime}, \frac{\partial}{\partial x^{\prime}} \operatorname{det}\left(H_{2}\right) \in \mathbb{F}$-span $\left\{\frac{\partial}{\partial x} \operatorname{det}\left(H_{2}\right): x \in \operatorname{var}\left(\operatorname{det}\left(H_{2}\right)\right) \backslash \mathbf{x}^{\prime}\right\}$. Hence, $\mathbf{x}^{\prime}$ is redundant for $\operatorname{det}\left(H_{2}\right)$. Then, as no variable $\mathbf{y} \backslash \mathbf{u}$ is present in $\operatorname{det}\left(H_{2}\right)$, the claim follows.

## D. 8 Proof of Claim 4.8

Pick any arbitrary $k \in\left\{s_{1}+1, \ldots, s_{2}\right\}$ and $y^{\prime} \in \mathbf{y}_{k}$. If $\ell_{y^{\prime}}^{(2)}$ contains a variable not in $\mathbf{z}_{k} \uplus \mathbf{y}_{k}$, because of Claim 4.5 and the fact that $A_{2}^{\prime}$ acts as identity on $\mathbf{z} \uplus(\mathbf{y} \backslash \mathbf{u})$, it must be in $\mathbf{z} \backslash \mathbf{z}_{k}$. Suppose that $y y^{\prime}$ is a term in the quadratic form along a skewed $\mu$ in $T_{k}$. Fix any $z \in \mathbf{z} \backslash \mathbf{z}_{k}$; if $z \in \operatorname{var}\left(\ell_{y^{\prime}}^{(2)}\right)$, then during the $y$-th iteration of the for loop of lines $2-8, g$ contains the monomial $\mu z$. We now argue that the only place in $f\left(A_{2} \mathbf{x}+\mathbf{b}\right)$ which can contribute $\mu z$ to $g$ is $\mu \ell_{y^{\prime}}^{(2)}$. This implies that the coefficient of $\mu z$ in $g$, i.e., the coefficient of $z$ in $\ell_{y^{\prime}}^{\prime}$ after Step 3 is equal to its coefficient in $\ell_{y^{\prime}}^{(2)}$.

For $\mu z$ to be present in $g, \mu z y$ must be present in $f\left(A_{2} \mathbf{x}+\mathbf{b}\right)$. We claim that $\mu z y$ is not present in $\widehat{T}_{k^{\prime}}\left(A_{2} \mathbf{x}+\mathbf{b}\right)$ for any $k^{\prime} \neq k$. If $k^{\prime} \in\left[s_{1}\right]$, then this directly follows from Claim 4.3 and the fact that $A_{1}^{\prime} A_{2}^{\prime}$ act as identity on $\mathbf{z}_{k}$. For a $k^{\prime} \in\left\{s_{1}+1, \ldots, s\right\}$, note that as $k \in\left\{s_{1}+1, \ldots, s_{2}\right\}, \operatorname{deg}(\mu) \geq 1$. Because $y$ and variables in $\operatorname{var}(\mu)$ are not in $\mathbf{z}_{k^{\prime}} \uplus \mathbf{y}_{k^{\prime}}, y$ can only be present in $\ell_{x}^{(2)}$ for some $x \in \mathbf{x}_{k^{\prime}}$ if $x$ is a dangling variable along some skewed path. Hence any monomial of $\widehat{T}_{k^{\prime}}\left(A_{2} \mathbf{x}+\mathbf{b}\right)$ containing $y$ can not contain any other variable in $\mathbf{z}_{k} \uplus \mathbf{y}_{k}$. So, $\mu y z$ is not present in $\widehat{T}_{k^{\prime}}\left(A_{2} \mathbf{x}+\mathbf{b}\right)$.

Now, apart from $\ell_{y}^{(2)}, y$ can only appear in $\ell_{x}^{(2)}$ for some $x \in \mathbf{x}_{k}$, if $x$ is a dangling variable along some skewed path, say $\mu^{\prime}$. However, since $z \notin \mathbf{z}_{k}, z \notin \operatorname{var}\left(\mu^{\prime}\right)$. So, $\mu z y$ can not be present in $\mu^{\prime} \ell_{x}^{(2)}$. This only leaves $\mu \ell_{y^{\prime}}^{(2)}$ as the place that can contribute $\mu z$. Hence the coefficient of $z$ in $\ell_{y^{\prime}}^{\prime}$ is equal to its coefficient in $\ell_{y_{1}}^{(2)}$. Now, notice that $y^{\prime}$ is not present in $g$ in any iteration of the for
loop other than the $y$-th iteration. Hence, through out the execution of the loop, $A_{3}^{\prime}$ only acts on $y^{\prime}$ during the $y$-th iteration. In this iteration, after Step 4 is executed, $\ell_{y^{\prime}}^{(2)}\left(A_{3}^{\prime} \mathbf{x}+\mathbf{b}^{\prime}\right)$ does not contain $z$ as $A_{3}^{\prime}$ is updated to map $y^{\prime}$ to $y^{\prime}-\ell_{y^{\prime}}^{\prime}$. Since this is true for any $z \in \mathbf{z} \backslash \mathbf{z}_{k}$, the claim follows.

## D. 9 Proof of Claim 4.9

Pick any arbitrary $k \in\left\{s_{2}+1, \ldots, s^{\prime}\right\}$ and $y^{\prime} \in \mathbf{y}_{k}$. If $\ell_{y^{\prime}}^{(2)}$ contains a variable not in $\mathbf{y}_{k}$ (as $\mathbf{z}_{k}=\varnothing$ ), because of Claim 4.5 and the fact that $A_{2}^{\prime}$ acts as identity on $\mathbf{z} \uplus(\mathbf{y} \backslash \mathbf{u})$, it must be in $\mathbf{z}$. Suppose that $T_{k}=y y^{\prime}$. Fix any $z \in \mathbf{z} ;$ if $z \in \operatorname{var}\left(\ell_{y^{\prime}}^{(2)}\right)$, then during the $y$-th iteration of the for loop of lines 2-8, $g$ contains $z$. We now show that the only place in $f\left(A_{2} \mathbf{x}+\mathbf{b}\right)$ that can contribute $z$ to $g$ is $\ell_{y^{\prime}}^{(2)}$. Observe that for $z$ to be present in $g, y z$ must be present in $f\left(A_{2} \mathbf{x}+\mathbf{b}\right)$. Apart from $\ell_{y}^{(2)}$, $y$ is only present in $\ell_{x}^{(2)}$ if $x$ is a dangling variable along a skewed path in some bad term $T_{k^{\prime}}$ or $x=u_{0}$. However, Observation 4.5 implies that we can assume without loss of generality that the only place in $f\left(A_{2} \mathbf{x}+\mathbf{b}\right)$ that contains $z y$ is $\ell_{y}^{(2)} \ell_{y^{\prime}}^{(2)}$. Thus, after Step 4 is executed, $y^{\prime}$ is mapped to an affine form in $y^{\prime}$ in $f\left(A_{2} A_{3}^{\prime} \mathbf{x}+\mathbf{b}\right)$.

## D.10 Proof of Claim 4.10

Fix a $k \in\left\{s_{1}+1, \ldots, s_{2}\right\}$ and an $x \in \mathbf{x}_{k}^{\prime}$. Suppose that $y \in \mathbf{y} \backslash \mathbf{y}_{k}$ is present in $\ell_{x}^{(2)}$. Then, in the $y$-th iteration of the for loop of lines 2-8, the monomial $\mu^{\prime}$ representing the skewed path corresponding to $x$ is in $r(\mathbf{z})$. Observe that $\operatorname{deg}\left(\mu^{\prime}\right) \geq 1$. Note that the only time $A_{3}^{\prime}$ translates the sole $\mathbf{u}$-variable $u^{\prime}$ in $\ell_{x}^{(2)}$ by a multiple of $y$ is in the $y$-th iteration of the loop. So it suffices to prove that in this iteration, $\beta$ in Step 6 is the coefficient of $y$ in $\ell_{x}^{(2)}$. We do this by showing that the only place in $f\left(A_{2} \mathbf{x}+\mathbf{b}\right)$ from which $\mu^{\prime}$ can appear in $g$ is from $\mu^{\prime} \ell_{x}^{(2)}$.

For $\mu^{\prime}$ to be present in $g, \mu^{\prime} y$ must be present in $f\left(A_{2} \mathbf{x}+\mathbf{b}\right)$. We claim that $\mu^{\prime} y$ can not be present in $\widehat{T}_{k^{\prime}}\left(A_{2} \mathbf{x}+\mathbf{b}\right)$ for any $k^{\prime} \neq k$. Because of Claims 4.8 and 4.9, variables in $\operatorname{var}\left(\mu^{\prime}\right)$ can only be present in $\ell_{x^{\prime}}^{(2)}$ for some $x^{\prime} \in \mathbf{x}_{k^{\prime}}$ if $x^{\prime}$ is a dangling variable along some skewed path in $T_{k^{\prime}}$ or $x^{\prime}=u_{0}$. Hence any monomial of $\widehat{T}_{k^{\prime}}\left(A_{2} \mathbf{x}+\mathbf{b}\right)$ containing a variable in $\operatorname{var}\left(\mu^{\prime}\right)$ can not contain any other variable in $\mathbf{z}_{k} \uplus \mathbf{y}_{k}$. So, $\mu^{\prime} y$ is not present in $\widehat{T}_{k^{\prime}}\left(A_{2} \mathbf{x}+\mathbf{b}\right)$.

Now, in $\widehat{T}_{k}\left(A_{2} \mathbf{x}+\mathbf{b}\right), y$ is only present in $\ell_{x^{\prime}}^{(2)}$ for some $x^{\prime} \in \mathbf{x}_{k}$ if $x^{\prime}$ is a dangling variable along some skewed path. However, if that skewed path is $\mu^{\prime \prime}$, then the monomial present in $\widehat{T}_{k}\left(A_{2} \mathbf{x}+\mathbf{b}\right)$ is $\mu^{\prime \prime} y$. Hence $\mu^{\prime \prime} \ell_{x^{\prime}}^{(2)}$ can contain the monomial $\mu^{\prime} y$ only if $\mu^{\prime \prime}=\mu^{\prime}$ and $x^{\prime}=x$. Thus only $\mu^{\prime} \ell_{x}^{(2)}$ contributes $\mu^{\prime}$ to $g$, and $\beta$ is precisely the coefficient of $y$ in $\ell_{x}^{(2)}$. Hence, after $A_{3}^{\prime}$ has been updated to map $u^{\prime}$ to $u^{\prime}-\beta y$ in Step $6, \ell_{x}^{(2)}\left(A_{3}^{\prime} \mathbf{x}\right)$ does not contain $y$.

For any $y \in \ell_{u_{0}}^{(2)}$, in the $y$-th iteration of the loop, $r(\mathbf{z})$ contains a constant, say $\beta$. Because $u_{0}$ is only translated by a constant multiple of $y$ in the $y$-th iteration of the loop, it is sufficient to show that $\beta$ is the coefficient of $y$ in $\ell_{u_{0}}^{(2)}$. If $y \in \mathbf{y}_{k}$ for some $k \in\left\{s_{1}+1, \ldots, s_{2}\right\}$, then every monomial in $f\left(A_{2} \mathbf{x}+\mathbf{b}\right)$ containing $y$ must also contain a skewed path. Observation 4.6 implies that $A_{3}^{\prime}$ maps the top quadratic from to $\sum_{k=s_{2}+1}^{s^{\prime}} y_{k, 1} y_{k, 2}$. Thus $\beta y$ is also not present in the top quadratic form. Hence $\beta$ is exactly the coefficient of $y$ in $\ell_{u_{0}}^{(2)}$. Also, in this case when Step 6 is executed, $u^{\prime}=u_{0}$. So after $A_{3}^{\prime}$ has been updated to map $u^{\prime}$ to $u^{\prime}-\beta y, \ell_{u_{0}}^{(2)}\left(A_{3}^{\prime} \mathbf{x}\right)$ does not contain $y$.

## D. 11 Proof of Claim 4.11

Fix any $k \in\left\{s_{1}+1, \ldots, s_{2}\right\}$ and $x \in \mathbf{x}_{k}^{\prime}$ which is not a bad dangling variable. If the corresponding skewed path is $\mu$, then $\operatorname{deg}(\mu) \geq 2$. Also, from Observation 4.3, if the sole $\mathbf{u}$ variable in $\ell_{u}^{(3)}$ is $u$, then $(\mu, u) \in V$. We analyse the iteration of the for loop of lines 11-16 corresponding to $(\mu, u)$. Fix any $z \in \mathbf{z} \backslash \mathbf{z}_{k}$. We show that in the $z$-th iteration of the for loop of lines 12-15 the coefficient of $\mu z$ in $g$ is exactly the coefficient of $z$ in $\ell_{x}^{(3)}$.

As $\operatorname{deg}(\mu) \geq 2, \mu z$ is not present in $\widehat{T}_{k^{\prime}}\left(A_{3} \mathbf{x}+\mathbf{b}\right)$ for any $k^{\prime} \neq k$. Also, in $\widehat{T}_{k}\left(A_{3} \mathbf{x}+\mathbf{b}\right), z$ is only present in $\ell_{x}^{(3)}$ for some $x \in \mathbf{x}_{k}$, if $x$ is a dangling variable along a skewed path. However, if the skewed path corresponding to $x$ is $\mu^{\prime}$, then we get the monomial $\mu^{\prime} z$ form $\mu^{\prime} \ell_{x}^{(3)}$. This means that $\mu^{\prime}=\mu$ and hence in $\widehat{T}_{k}\left(A_{3} \mathbf{x}+\mathbf{b}\right), \mu z$ is only obtained from $\mu \ell_{x}^{(3)}$. This means that in Step 14, $\alpha$ is precisely the coefficient of $z$ in $\ell_{x}^{(3)}$. Hence, after that step is executed and $A_{4}^{\prime}$ updated to map $u$ to $u-\alpha z, \ell_{x}^{(3)}\left(A_{4}^{\prime} \mathbf{x}\right)$ does not contain $z$. Also, observe that the only monomials containing $z$ in $\widehat{T}_{k^{\prime}}\left(A_{3}\left(\operatorname{var}\left(\mu^{\prime}\right), z, \mathbf{x} \backslash\left(\operatorname{var}\left(\mu^{\prime}\right) \uplus\{z\}\right)=\mathbf{0}\right)+\mathbf{b}\right)$, for $k^{\prime} \neq k$ can be of degree at most 2 . Further any monomial containing $z$ in $\widehat{T}_{k}\left(A_{3}\left(\operatorname{var}\left(\mu^{\prime}\right), z, \mathbf{x} \backslash\left(\operatorname{var}\left(\mu^{\prime}\right) \uplus\{z\}\right)=\mathbf{0}\right)+\mathbf{b}\right)$ must look like $\mu^{\prime} z$, where $\mu^{\prime}$ is a sub-monomial of $\mu$. Hence, $\frac{\partial g}{\partial z}$ is sparse and can be interpolated efficiently.

## D. 12 Proof of Claim 4.12

We prove the claim by showing that the following loop invariant holds: The matrix $A_{4}^{\prime}$ computed after the $i$-th iteration of the loop is such that for all $j \leq i$, if $x_{j} \in \mathbf{x}_{k}^{\prime}$, then $\hat{\ell}_{x_{j}}^{(3)}\left(A_{4}^{\prime} \mathbf{x}\right) \in \mathbb{F}\left[\mathbf{z}_{k} \uplus \mathbf{y}_{k}\right]$. Suppose that the invariant is true before the execution of the $i$-th iteration of the loop; it is trivially true before the first iteration. Suppose that $x_{i} \in \mathbf{x}_{k}^{\prime}$. First we consider the $z$-th iteration of the for loop of lines 18-21 for a $z \notin \mathbf{z}_{k} \cup\left\{z_{1}, \ldots, z_{m}\right\}$. Since for any $k \in[s]$, the only $x \in \mathbf{x}_{k}$ such that $\ell_{x}^{(3)}\left(A_{4}^{\prime} \mathbf{x}\right)$ contains variables not in $\mathbf{z}_{k}$ are $x \in\left\{u_{0}, x_{1}, \ldots, x_{m}\right\}$, the only place in $f\left(A_{3} A_{4}^{\prime} \mathbf{x}+\mathbf{b}\right)$ that can contribute $z_{i} z$ to $g$ is $z_{i} \cdot \ell_{x_{i}}^{(3)}\left(A_{4}^{\prime} \mathbf{x}\right)$. Hence, in Step $20 \alpha$ is exactly the coefficient of $z$ in $\ell_{u_{i}}^{(3)}\left(A_{4}^{\prime} \mathbf{x}\right)$. Thus after that step is executed and $A_{4}^{\prime}$ is updated to map the sole $\mathbf{u}$ variable $u_{i}$ in $\ell_{x_{i}}^{(3)}\left(A_{4}^{\prime} \mathbf{x}\right)$ to $u_{i}-\alpha z, \ell_{x_{i}}^{(3)}\left(A_{4}^{\prime} \mathbf{x}\right)$ does not contain $z$. For a $z \in\left\{z_{1}, \ldots, z_{i-i}\right\}$, the assumption that the loop invariant is true before the $i$-th iteration and Observation 4.7 imply that $z_{i} z$ is not a monomial in $g$ and hence $z$ is not present in $\frac{\partial g}{\partial z}$. On the other hand, for all $z \in\left\{z_{i+1}, \ldots, z_{m}\right\}$, Observation 4.7 implies that in Step $20 \alpha$ is exactly the coefficient of $z$ in $\ell_{x_{i}}^{(3)}\left(A_{4}^{\prime} \mathbf{x}\right)$. Hence, after that step is executed and $A_{4}^{\prime}$ updated to map the sole $\mathbf{u}$ variable $u_{i}$ in $\ell_{x_{i}}^{(3)}\left(A_{4}^{\prime} \mathbf{x}\right)$ to $u_{i}-\alpha z, \ell_{x_{i}}^{(3)}\left(A_{4}^{\prime} \mathbf{x}\right)$ does not contain $z$. Notice that this also implies that the monomial $z_{i} z$ is no longer present in $f\left(A_{4}^{\prime} \mathbf{x}+\mathbf{b}\right)$. Also, in the $i$-th iteration, $A_{4}^{\prime}$ does not act on any variable other than $u_{i}$. Hence, the invariant is also true after the execution of this iteration.

## D.13 Proof of Claim 4.13

There are two cases.
Case 1: $k \in\left[s_{1}\right]$, say $T_{k}=Q_{k, 1} \cdots Q_{k, m_{k}}, m_{k} \geq 2$ or neither $Q_{k, 1}$ nor $Q_{k, 2}$ is linear, $\widehat{T}_{k}=\widehat{Q}_{k, 1} \cdots \widehat{Q}_{k, m_{k}}$ and $\widehat{Q}_{k, l}=Q_{k, l}(B \mathbf{x}+\mathbf{d})$ for all $l \in\left[m_{k}\right]$. Then from Claim 3.1, $\widehat{Q}_{k, 1}\left(R A_{0} \mathbf{x}\right), \ldots, \widehat{Q}_{k, m_{k}}\left(R A_{0} \mathbf{x}\right)$ are irreducible factors of $h\left(A_{0} \mathbf{x}\right)$ where $R, A_{0}$, and $h$ are as just before Step 8 of Procedure 2 is executed.

Because $\widehat{\mathbf{z}}_{1}, \ldots, \widehat{\mathbf{z}}_{m}$ are returned by Make-Factors-Var-Disjoint $\left(h\left(A_{0} \mathbf{x}\right)\right)$, from Claim 2.4, for every $l \in\left[m_{k}\right]$, there exists an $i \in[m]$ such that $\operatorname{var}\left(\widehat{Q}_{k, l}\left(R A_{0} \mathbf{x}\right)\right) \subseteq \widehat{\mathbf{z}}_{i}$, where $A_{0}$ is as after Step 8 of Procedure 2 has been executed. It follows from Observation 2.2 that every variable in $\operatorname{var}\left(Q_{k, l}\right)$ is mapped to a linear from in $\widehat{\mathbf{z}}_{i}$ by $B R A_{0}$. As $C$ only maps some of these linear forms to constant multiples of variables in $\widehat{\mathbf{z}}_{i}$, even after $A_{0}$ is updated to be $R A_{0} C$ in Step 13 of Procedure 2, $\operatorname{var}\left(\widehat{Q}_{k, l}\left(A_{0} \mathbf{x}+\mathbf{b}\right)\right)=\operatorname{var}\left(\widehat{Q}_{k, l}\left(A_{0} \mathbf{x}\right)\right) \subseteq \widehat{\mathbf{z}}_{i}$. Because in Procedures 3 and $4, A_{1}^{\prime}, \ldots, A_{4}^{\prime}$ act as identity on $\mathbf{z}, \operatorname{var}\left(\widehat{Q}_{k, l}(A \mathbf{x}+\mathbf{b})\right) \subseteq \widehat{\mathbf{z}}_{i}$ where $A$ and $\mathbf{b}$ are as after Step 3 of Algorithm 1.

If $\operatorname{var}\left(\widehat{Q}_{k, 1}(A \mathbf{x}+\mathbf{b})\right) \cup \cdots \cup \operatorname{var}\left(\widehat{Q}_{k, m_{k}}(A \mathbf{x}+\mathbf{b})\right) \subseteq \widehat{\mathbf{z}}_{i}$, then $\operatorname{var}\left(\widehat{T}_{k}(A \mathbf{x}+\mathbf{b})\right)$ is clearly contained in a single connected component of $G$. So suppose that there exist disjoint sets $I_{1}, I_{2} \subseteq\left[m_{k}\right]$ and $i \neq j \in[m]$ such that $\cup_{l \in I_{1}} \operatorname{var}\left(\widehat{Q}_{k, l}(A \mathbf{x}+\mathbf{b})\right) \subseteq \widehat{\mathbf{z}}_{i}, \cup_{l \in I_{2}} \operatorname{var}\left(\widehat{Q}_{k, l}(A \mathbf{x}+\mathbf{b})\right) \subseteq \widehat{\mathbf{z}}_{j}$, and $\cup_{l \notin I_{1} \uplus I_{2}} \operatorname{var}\left(\widehat{Q}_{k, l}(A \mathbf{x}+\mathbf{b})\right) \cap\left(\widehat{\mathbf{z}}_{i} \uplus \widehat{\mathbf{z}}_{j}\right)=\varnothing$. Then, for any $z_{1} \in \widehat{\mathbf{z}}_{i}$ and $z_{2} \in \widehat{\mathbf{z}}_{j}, \frac{\partial^{2} f(A \mathbf{x}+\mathbf{b})}{\partial z_{1} \partial z_{2}}=$ $\frac{\partial^{2} \widehat{T}_{k}(A \mathbf{x}+\mathbf{b})}{\partial z_{1} \partial z_{2}}=\frac{\partial}{\partial z_{1}}\left(\prod_{l \in I_{1}} \widehat{Q}_{k, l}(A \mathbf{x}+\mathbf{b})\right) \cdot \frac{\partial}{\partial z_{2}}\left(\prod_{l \in I_{2}} \widehat{Q}_{k, l}(A \mathbf{x}+\mathbf{b})\right) \cdot\left(\prod_{l \notin I_{1} \uplus I_{2}} \widehat{Q}_{k, l}(A \mathbf{x}+\mathbf{b})\right) \neq 0$. So the edge $\left\{\widehat{\mathbf{z}}_{i}, \widehat{\mathbf{z}}_{j}\right\}$ is added to $G$, and $\operatorname{var}\left(\widehat{T}_{k}(A \mathbf{x}+\mathbf{b})\right)$ is in a single connected component of $G$.

Case 2: $k \in\left\{s_{1}+1, \ldots, s_{2}\right\}$, say $\widehat{T}_{k}=\widehat{Q}_{k, 1} \widehat{Q}_{k, 2}$, where $\widehat{Q}_{k, 1}$ is in the orbit of a variable. If there exists an $i$ such that $\operatorname{var}\left(\widehat{Q}_{k, 1}(A \mathbf{x}+\mathbf{b})\right) \cup \operatorname{var}\left(\widehat{Q}_{k, 2}(A \mathbf{x}+\mathbf{b})\right) \subseteq \widehat{\mathbf{z}}_{i}$, then $\operatorname{var}\left(\widehat{T}_{k}(A \mathbf{x}+\mathbf{b})\right)$ is clearly contained in a single connected component of $G$. Otherwise, it follows from Lemma 4.3 that $\widehat{Q}_{k, 1}(A \mathbf{x}+\mathbf{b})$ is a constant multiple of a variable, say $z_{1} \in \widehat{\mathbf{z}}_{i}$. Let $x$ be any variable in $\widehat{Q}_{k, 2}(A \mathbf{x}+\mathbf{b})$. First suppose that $x \in \widehat{\mathbf{z}}_{j}$ for some $j \neq i$ and $x=z_{2}$. Then $\frac{\partial^{2} f(A \mathbf{x}+\mathbf{b})}{\partial z_{1} \partial z_{2}}=\frac{\partial^{2} \hat{T}_{k}(A \mathbf{x}+\mathbf{b})}{\partial z_{\partial} \partial z_{2}}=$ $\frac{\partial}{\partial z_{1}}\left(\widehat{Q}_{k, 1}(A \mathbf{x}+\mathbf{b}) \cdot \frac{\partial \widehat{Q}_{k, 2}(A \mathbf{x}+\mathbf{b})}{\partial z_{2}}\right)$. As, $\frac{\partial \widehat{Q}_{k, 2}(A \mathbf{x}+\mathbf{b})}{\partial z_{2}} \neq 0, z_{1} \in \operatorname{var}\left(\widehat{Q}_{k, 1}(A \mathbf{x}+\mathbf{b}) \cdot \frac{\partial \widehat{\mathrm{Q}}_{k, 2}(A \mathbf{x}+\mathbf{b})}{\partial z_{2}}\right)$. Thus, $\frac{\partial^{2} f(A \mathbf{x}+\mathbf{b})}{\partial z_{1} \partial z_{2}} \neq 0$ and the edge $\left\{\widehat{\mathbf{z}}_{i}, \widehat{\mathbf{z}}_{j}\right\}$ is added to $G$. Now, if $x \in \mathbf{y}$ and $x=y$, even then using the same argument as above, $\frac{\partial^{2} f(A x+\mathbf{b})}{\partial z_{1} \partial y} \neq 0$ and the edge $\{\widehat{z}, y\}$ is added to $G$. Thus var $\left(\widehat{T}_{k}(A \mathbf{x}+\mathbf{b})\right)$ is contained in a single connected component of $G$.

So for all $k \in\left[s_{2}\right], \operatorname{var}\left(\widehat{T}_{k}(A \mathbf{x}+\mathbf{b})\right)$ is contained in a single connected component of $G$. Also, for $k \neq k^{\prime} \in\left[s^{\prime}\right]$ and any $z_{1} \in \widehat{T}_{k}(A \mathbf{x}+\mathbf{b}), z_{2} \in \widehat{T}_{k^{\prime}}(A \mathbf{x}+\mathbf{b}), \frac{\partial^{2} f(A x+\mathbf{b})}{\partial z_{1} \partial z_{2}}=0$. Thus, var $\left(\widehat{T}_{k}(A \mathbf{x}+\mathbf{b})\right)$ corresponds to a connected component in $G$. Further for any $y_{1}, y_{2} \in \operatorname{var}\left(\widehat{T}_{s_{2}+1}(A \mathbf{x}+\mathbf{b})\right) \uplus$ $\ldots \uplus \operatorname{var}\left(\widehat{T}_{s^{\prime}}(A \mathbf{x}+\mathbf{b})\right)$ observe that $\frac{\partial^{2} f(A \mathbf{x})}{\partial y_{1} \partial y_{2}}$ is never computed, hence they are in distinct connected components of $G$ of size 1 each. $u_{0}$ is also in a connected component containing just itself. Hence the only connected components of $G$ with more then 1 variable correspond to $\operatorname{var}\left(\widehat{T}_{1}(A \mathbf{x}+\mathbf{b})\right), \ldots, \operatorname{var}\left(\widehat{T}_{s_{2}}(A \mathbf{x}+\mathbf{b})\right)$.

## D.14 Proof of Claim 4.15

Fix an $i \in\left[\left|\mathbf{z}_{k}\right|\right]$. As $\mathbf{a}_{i}$ is chosen randomly, $\operatorname{deg}\left(\widehat{Q}\left(t \mathbf{a}_{i}\right)\right) \geq 2$ with high probability. Notice that there exist $\widehat{Q}_{i}^{\prime}, \beta_{i, 0}, \beta_{i, 1}$ such that $\widehat{Q}\left(t \mathbf{a}_{i}\right) \cdot \widehat{Q}_{i}^{\prime}(t)+\beta_{i, 1} \cdot t+\beta_{i, 0}=\widehat{T}\left(t \mathbf{a}_{i}\right)$ is satisfied; one solution is $\widehat{Q}_{i}^{\prime}=$ $\left(\widehat{T}_{k}(A \mathbf{x}+\mathbf{b}) / \widehat{Q}\right)\left(t \mathbf{a}_{i}\right), \beta_{i, 1}=\left(\sum_{z \in \mathbf{z}_{k}} c_{z} \cdot z\right)\left(\mathbf{a}_{i}\right)$, and $\beta_{i, 0}=\gamma^{\prime}$. We claim that this solution is unique
with high probability. Suppose that there existed two solutions $\widehat{Q}_{i,}^{\prime}, \beta_{i, 0}, \beta_{i, 1}$ and $\widehat{Q}_{i}^{\prime \prime}, \beta_{i, 0}^{\prime}, \beta_{i, 1}^{\prime}$. Then $\widehat{Q}\left(t \mathbf{a}_{i}\right) \cdot\left(\widehat{Q}_{i}^{\prime}(t)-\widehat{Q}_{i}^{\prime \prime}(t)\right)=\left(\beta_{i, 1}^{\prime}-\beta_{i, 1}\right) \cdot t+\beta_{i, 0}^{\prime}-\beta_{i, 0}$. As $\operatorname{deg}\left(\widehat{Q}\left(t \mathbf{a}_{i}\right)\right) \geq 2$ with high probability, this is only possible if $\widehat{Q}_{i}^{\prime}(t)=\widehat{Q}_{i}^{\prime \prime}(t), \beta_{i, 1}=\beta_{i, 1}^{\prime}$ and $\beta_{i, 0}=\beta_{i, 1}^{\prime}$. In particular $\beta_{i, 1}=\left(\sum_{z \in \mathbf{z}_{k}} c_{z} \cdot z\right)\left(\mathbf{a}_{i}\right)$ and $\beta_{i, 0}=\gamma^{\prime}$. Thus, after we interpolate $\sum_{z \in \mathbf{z}_{k}} \alpha_{z} z$ using $\beta_{i, 1}, \ldots, \beta_{\left|\mathbf{z}_{k}\right|, 1}$ and set $\ell_{k}=\sum_{z \in \mathbf{z}_{k}} \alpha_{z} z+$ $\beta_{1,0}, \widehat{T}=\widehat{T}_{k}(A \mathbf{x}+\mathbf{b})+[\ell(A \mathbf{x}+\mathbf{b})]_{\mathbf{z}_{k}}+\gamma^{\prime}-\ell_{k}=\widehat{T}_{k}(A \mathbf{x}+\mathbf{b})$ is reducible.

## D.15 Proof of Claim 4.16

Fix an $i \in\left[\left|\mathbf{z}_{k}\right|-1\right]$. Because $\operatorname{deg}\left(T_{k}\right) \geq 3$, Lemma 4.3 implies that $\widehat{Q}$ is a variable. Notice that there exist $\widehat{Q}_{i}^{\prime}(z, t), \beta_{i, 2}, \beta_{i, 1}, \beta_{i, 0}$ satisfying $z \cdot \widehat{Q}_{i}^{\prime}(z, t)+\beta_{i, 2} \cdot z+\beta_{i, 1} \cdot t+\beta_{i, 0}=\widehat{T}\left(z, \mathbf{z}_{k} \backslash\{z\}=\mathbf{a}_{i} \cdot t\right)$; one such solution is $\widehat{Q}_{i}^{\prime}=\left(\widehat{T}_{k}(A \mathbf{x}+\mathbf{b}) / \widehat{Q}\right)\left(z, t \mathbf{a}_{i}\right), \beta_{i, 2}=c_{z}, \beta_{i, 1}=\left(\sum_{z^{\prime} \in \mathbf{z}_{k} \backslash\{z\}} c_{z^{\prime}} \cdot z^{\prime}\right)\left(\mathbf{a}_{i}\right)$ and $\beta_{i, 0}=\gamma^{\prime}$. We now show that $\beta_{i, 1}$, and $\beta_{i, 0}$ are unique with high probability. Suppose there are two solutions $\widehat{Q}_{i}^{\prime}(z, t), \beta_{i, 2}, \beta_{i, 1}, \beta_{i, 0}$ and $\widehat{Q}_{i}^{\prime \prime}(z, t), \beta_{i, 2}^{\prime}, \beta_{i, 1}^{\prime}, \beta_{i, 0}^{\prime}$. Then, $z \cdot\left(\widehat{Q}_{i}^{\prime}(z, t)-\widehat{Q}_{i}^{\prime \prime}(z, t)\right)+\left(\beta_{i, 2}-\beta_{i, 2}^{\prime}\right) \cdot z=$ $\left(\beta_{i, 1}^{\prime}-\beta_{i, 1}\right) \cdot t+\left(\beta_{i, 0}^{\prime}-\beta_{i, 0}\right)$. By putting $z=0$ it can be seen that $\beta_{i, 1}=\beta_{i, 1}^{\prime}=\left(\sum_{z^{\prime} \in \mathbf{z}_{k} \backslash\{z\}} c_{z^{\prime}}^{\prime} \cdot z^{\prime}\right)\left(\mathbf{a}_{i}\right)$ and $\beta_{i, 0}=\beta_{i, 0}^{\prime}=\gamma^{\prime}$. Thus, after we interpolate $\sum_{z^{\prime} \in \mathbf{z}_{k} \backslash\{z\}} \alpha_{z^{\prime}} z^{\prime}$ using $\beta_{i, 1}, \ldots, \beta_{\left|\mathbf{z}_{k}\right|, 1}$ and set $\ell_{k}=$ $\sum_{z^{\prime} \in \boldsymbol{z}_{k} \backslash\{z\}} \alpha_{z^{\prime}} z^{\prime}+\beta_{1,0}, \widehat{T}=\widehat{T}_{k}(A \mathbf{x}+\mathbf{b})+[\ell(A \mathbf{x}+\mathbf{b})]_{\mathbf{z}_{k}}+\gamma^{\prime}-\ell_{k}=\widehat{T}_{k}(A \mathbf{x}+\mathbf{b})$ is reducible.

## D.16 Proof of Claim 4.17

One direction is simple. If $\ell=c \cdot \widehat{Q}_{l}$ for some $l \in[m]$, then it is clear that $T$ is reducible.
For the other direction, pick a $z \in \operatorname{var}(\ell)$ and let its coefficient be $c$. Note that there must exist an $l \in[m]$ such that $z \in \operatorname{var}\left(Q_{l}\right)$, for otherwise $T$ is in the orbit of the + -rooted ROF $Q_{1} \cdots Q_{m}+z$ and therefore irreducible. So assume without loss of generality that $z \in \operatorname{var}\left(Q_{1}\right)$. Let $T=r_{1} \cdot r_{2}$ where $r_{1}$ is an irreducible factor of $T$ containing $z$ and $r_{2}$ is not necessarily irreducible. Note that as $T$ is multilinear $r_{1}$ and $r_{2}$ are variable disjoint. Now,

$$
r_{1} r_{2}=Q_{1} Q+c \cdot z+\ell^{\prime}
$$

where $Q=Q_{2} \cdots Q_{m}$ and $\ell=c \cdot z+\ell^{\prime}$. Let $Q_{1}=g_{1} \cdot z+g_{2}$ and $r_{1}=w_{1} \cdot z+w_{2}$ where $g_{1}, g_{2}, w_{1}$, and $w_{2}$ are $z$-free polynomials. Then,

$$
\begin{equation*}
\left(w_{1} \cdot z+w_{2}\right) \cdot r_{2}=\left(g_{1} \cdot z+g_{2}\right) \cdot Q+c \cdot z+\ell^{\prime} \tag{10}
\end{equation*}
$$

Observation D.1. $w_{1} \in \mathbb{F}^{\times}$.
Proof. Taking derivatives with respect to $z$ on both sides of Equation (10), we see that $w_{1} \cdot r_{2}=$ $g_{1} \cdot Q+c$. If $g_{1}$ is a non-constant polynomial, then the latter is a + rooted ROF and therefore from Fact 2.5, irreducible. Hence, $r_{2}$ is irreducible and $g_{1} \in \mathbb{F}$.

If $g_{1}$ is a constant and $g_{2}$ is also a constant, then as $Q_{1} Q+u$ is a canonical ROF, either $Q$ must be a product of at least two + rooted ROFs or if it is just a single + rooted ROF, then it can not have a constant attached to its top-most + gate. In either of these cases $g_{1} \cdot Q+c$ is irreducible and hence we again get that $r_{2}$ is irreducible and $g_{1} \in \mathbb{F}$.

Suppose that $g_{1}$ is a constant, but $g_{2}$ is not. As $Q$ is non-constant (since $m \geq 2$ ), there exists a $z_{2} \in \operatorname{var}(Q)$. Then, for any $z_{1} \in \operatorname{var}\left(g_{2}\right)$, as $z z_{1}$ does not appear on the right side of Equation (10), $z_{1} \notin \operatorname{var}\left(w_{1}\right)$ or $\operatorname{var}\left(r_{2}\right)$. Also, for any $z_{2}^{\prime} \in \operatorname{var}(Q), z_{2}^{\prime} \notin \operatorname{var}\left(w_{1}\right)$. This is so because, for any $z_{1}^{\prime} \in \operatorname{var}\left(g_{2}\right), z_{1}^{\prime} z_{2}^{\prime}$ appears on the right side of Equation (10). If $z_{1}^{\prime}$ were to be in $\operatorname{var}\left(w_{1}\right)$, then $z_{1}^{\prime} z_{2}^{\prime}$
can not appear on the left side of (10) since $z_{1}^{\prime} \notin \operatorname{var}\left(w_{1}\right)$ or $\operatorname{var}\left(r_{2}\right)$. Thus, no variable in $\operatorname{var}\left(g_{2}\right)$ or $\operatorname{var}(Q)$ can be present in $\operatorname{var}\left(w_{1}\right)$ forcing $w_{1}$ to be a constant.

Assume without loss of generality that $w_{1}=1$. Thus,

$$
\left(z+w_{2}\right) \cdot r_{2}=\left(g_{1} \cdot z+g_{2}\right) \cdot Q+c \cdot z+\ell^{\prime}
$$

which implies that $r_{2}=g_{1} \cdot Q+c$. Hence,

$$
\left(z+w_{2}\right) \cdot\left(g_{1} \cdot Q+c\right)=\left(g_{1} \cdot z+g_{2}\right) \cdot Q+c \cdot z+\ell^{\prime}
$$

Observation D.2. $g_{1} \in \mathbb{F} \backslash\{0\}$.
Proof. By contradiction. Suppose that $g_{1}$ is a non-constant polynomial. Then we have

$$
\begin{aligned}
& \left(z+w_{2}\right) \cdot\left(g_{1} \cdot Q+c\right)=\left(g_{1} \cdot z+g_{2}\right) \cdot Q+c \cdot z+\ell^{\prime} \\
\Longrightarrow & \left(w_{2} \cdot g_{1}-g_{2}\right) Q=-c \cdot w_{2}+\ell^{\prime} .
\end{aligned}
$$

Suppose that $w_{2} \cdot g_{1}-g_{2} \neq 0$. Then $Q$ and $w_{2}$ must be variable disjoint, we get

1. $Q$ is linear and so as it is a canonical ROF is an affine form in a single variable,
2. $w_{2} \cdot g_{1}-g_{2} \in \mathbb{F}^{\times}$, say it is $c^{\prime}$, and
3. $w_{2}$ is an affine form.

Hence, $Q_{1}=g_{1} \cdot z+g_{2}=g_{1} \cdot z+g_{1} \cdot w_{2}-c^{\prime}$. We claim that $c^{\prime}$ must be 0 . It given that $Q_{1} Q+u$ is a canonical ROF and $Q$ is an affine form in a single variable. Thus it follows from property 6 of the definition of a canonical ROF that $Q_{1}$ can not have a constant attached to its top-most + gate; hence $c^{\prime}=0$. However this contradicts our assumption that $c^{\prime}=w_{2} \cdot g_{1}-g_{2} \neq 0$. Hence, $w_{2} \cdot g_{1}-g_{2}=0$. So, $g_{2}=w_{2} \cdot w_{1}$. This implies that $Q_{1}=g_{1}\left(z+w_{2}\right)$, which implies that $g_{1} \in \mathbb{F}^{\times}$ because $Q_{1}$ being a + -rooted ROF is irreducible.

Assume without loss of generality that $g_{1}=1$; if it is not, then replace $Q$ by $g_{1} \cdot Q$ and $g_{2}$ by $g_{1}^{-1} \cdot g_{2}$. Then,

$$
\begin{aligned}
& \left(z+w_{2}\right)(Q+c)=\left(z+g_{2}\right) \cdot Q+c \cdot z+\ell^{\prime} \\
\Longrightarrow & \left(w_{2}-g_{2}\right) Q=-c \cdot w_{2}+\ell^{\prime} .
\end{aligned}
$$

Then, just as before, $Q$ and $w_{2}$ are variable disjoint. Thus,

1. $Q$ is linear and so as it is a canonical ROF is an affine form in a single variable,
2. $w_{2}-g_{2} \in \mathbb{F}^{\times}$, say it is $c^{\prime \prime}$, and
3. $w_{2}$ is an affine form.

Suppose $w_{2}-g_{2} \neq 0$. Hence, $Q_{1}=z+w_{2}-c^{\prime \prime}$ and as $Q_{1}$ is canonical, $w_{2}$ has to be a constant. But then, $Q_{1}$ and $Q$ are both affine which contradicts the hypothesis that $Q_{1} \cdots Q_{m}$ is not a quadratic polynomial. Thus, $w_{2}=g_{2}$. Then,

$$
\begin{aligned}
& \left(z+w_{2}\right)(Q+c)=\left(z+w_{2}\right) \cdot Q+\ell \\
\Longrightarrow & \left(z+w_{2}\right) \cdot c=\ell .
\end{aligned}
$$

Now, as $Q_{1}=\left(z+w_{2}\right)$ is a canonical ROF, $w_{2} \in \mathbb{F}$. Hence, $\ell=c \cdot Q_{1}$.

## D.17 Proof of Lemma 4.5

As $f(A \mathbf{x})=\widehat{T}_{1}(A \mathbf{x})+\cdots+\widehat{T}_{s}(A \mathbf{x})+\gamma, \widehat{T}_{1}(A \mathbf{x}), \ldots, \widehat{T}_{s}(A \mathbf{x})$ are variable disjoint, and for all $k \in\left[s_{2}\right] \mathbf{z}_{k}=\operatorname{var}\left(\widehat{T}_{k}(A \mathbf{x})\right), f\left(A\left(\mathbf{z}_{k}, \mathbf{x} \backslash \mathbf{z}_{k}=\mathbf{0}\right)\right)=\widehat{T}_{k}(A \mathbf{x})+\gamma^{\prime}$ for some $\gamma^{\prime} \in \mathbb{F}$. So all that needs to be done to obtain black-box access to $\widehat{T}_{k}(A \mathbf{x})$ is to find $\gamma^{\prime}$ and subtract it from $g=$ $f\left(A\left(\mathbf{z}_{k}, \mathbf{x} \backslash \mathbf{z}_{k}=\mathbf{0}\right)\right)$. We show that this is exactly what the procedure does.

In the procedure, $N$ is the set of irreducible factors of det $\left(H_{g}\right)$. Suppose that $\widehat{T}_{k}=\widehat{Q}_{k, 1} \cdots \widehat{Q}_{k, m_{k}}$. It follows from Claim 3.1 and Fact 2.8, that a non-zero constant multiple of at least one of the factors $\widehat{Q}_{k, 1}(A \mathbf{x}), \ldots, \widehat{Q}_{k, m_{k}}(A \mathbf{x})$ is in $N$ along with some other 'bad' factors. First let us analyse the behaviour of the for loop of lines 3-7 when $r$ is a constant multiple of one of the $\widehat{Q}_{k, 1}(A \mathbf{x}), \ldots, \widehat{Q}_{k, m_{k}}(A \mathbf{x})$. In this case, there exist $r^{\prime}(t)$ and $\beta \in \mathbb{F}$ such that $r(t \mathbf{a}) r^{\prime}(t)+\beta=g(t \mathbf{a})$; one solution is $r^{\prime}(t)=$ $\left(\widehat{T}_{k}(A \mathbf{x}) / r\right)(A(t \mathbf{a}))$ and $\beta=\gamma^{\prime} . r^{\prime}(t)$ and $\beta$ can be discovered as follows: first interpolate $r(t \mathbf{a})$ and $g(t \mathbf{a})$ which are univariate polynomials in $t$. Treat the coefficients of $r^{\prime}(t)$ and $\beta$ as unknowns. Then, by equating the coefficients of monomials on both sides of $r(t \mathbf{a}) r^{\prime}(t)+\beta=g(t \mathbf{a})$, we get a system of linear equations in these unknowns which the procedure solves. As mentioned before, this system has a solution, we now show it is unique.

Suppose that there existed two solutions $r_{1}^{\prime}(t), \beta_{1}$ and $r_{2}^{\prime}(t), \beta_{2}$. Then, $r(t \mathbf{a})\left(r_{1}^{\prime}(t)-r_{2}^{\prime}(t)\right)$ $=\beta_{2}-\beta_{1}$. Because a is chosen randomly, with high probability $r(t \mathbf{a})$ is a non-constant polynomial in $t$. Thus, this is only possible when $r_{1}^{\prime}(t)=r_{2}^{\prime}(t)$ and $\beta_{1}=\beta_{2}=\gamma^{\prime}$. Hence, if $r$ is a constant multiple of one of the $\widehat{Q}_{k, 1}(A \mathbf{x}), \ldots, \widehat{Q}_{k, m_{k}}(A \mathbf{x})$, then $\beta=\gamma^{\prime}$ and $g-\beta$ is reducible. Thus, the procedure returns a black-box of $g-\beta=\widehat{T}_{k}(A \mathbf{x})$.

On the other hand, when $r$ is one of the bad factors, there are two cases: $\beta=\gamma^{\prime}$ and $\beta \neq \gamma^{\prime}$. In the first case there is noting to prove. On the other hand, if $\beta \neq \gamma^{\prime}$, then notice that $g+\gamma^{\prime}-\beta$ is in the orbit of $T_{k}+\gamma^{\prime}-\beta$. As the latter is a + -rooted ROF, Fact 2.5 implies that it is irreducible. Hence $g-\beta$ is also irreducible. Now, the fact that the for loop was executed for this bad factor implies that in all of the previous iterations, $r$ must have been a bad factor, for otherwise as seen above, the loop would have terminated. This along with the fact that $N$ contains a constant multiple of at least one of the $\widehat{Q}_{k, 1}(A \mathbf{x}), \ldots, \widehat{Q}_{k, m_{k}}(A \mathbf{x})$ implies that in this case, the next iteration of the loop will be executed. This will continue to happen until the loop is executed for an $r$ which is a non-zero constant multiple of one of the $\widehat{Q}_{k, 1}(A \mathbf{x}), \ldots, \widehat{Q}_{k, m_{k}}(A \mathbf{x})$ and $\gamma^{\prime}$ is discovered.

Notice that $\widehat{T}_{k}(A \mathbf{x})=f\left(A\left(\mathbf{z}_{k}, \mathbf{x} \backslash \mathbf{z}_{k}=\mathbf{0}\right)\right)-\beta$. Hence, to query $\widehat{T}_{k}(A \mathbf{x})$ at $\mathbf{z}_{k}=\mathbf{a}$, for some $\mathbf{a} \in \mathbb{F}^{\left|\mathbf{z}_{k}\right|}, f(A \mathbf{x})$ just needs to be queried at the point $\left(\mathbf{z}_{k}=\mathbf{a}, \mathbf{x} \backslash \mathbf{z}_{k}=\mathbf{0}\right)$ and then $\beta$, which is a fixed, known constant, subtracted from the result. Now as $A$ is known to us, to query $f(A \boldsymbol{x})$ at any point, we just need to query $f$ at one point.

## D. 18 Proof of Claim 4.18

Fix a $k \in\left[s_{2}\right]$. The hypothesis of Claim 4.5 is satisfied. Hence after Step 16 is executed, $\widehat{T}$ is the black-box of $\widehat{T}_{k}(A \mathbf{x})$. Suppose that $\widehat{T}_{k}(A \mathbf{x})=\widehat{Q}_{k, 1}(A \mathbf{x}) \cdots \widehat{Q}_{k, m_{k}}(A \mathbf{x})$, the corresponding term $T_{k}^{\prime}\left(P_{0} \mathbf{x}\right)$ of $\mathrm{C}^{\prime}\left(P_{0} \mathbf{x}\right)$ is a product of +-rooted canonical sub-ROFs $Q_{k, 1}, \ldots, Q_{k, m_{k}}$ and for all $l \in\left[m_{k}\right]$, $\widehat{Q}_{k, l}(A \mathbf{x})=Q_{k, l}\left(B^{\prime} \mathbf{x}+\mathbf{d}^{\prime}\right)$. The factors $\widehat{Q}_{1}, \ldots, \widehat{Q}_{m_{k}}$ of $\widehat{T}$ computed in Step 17 are non-zero constant multiples of $\widehat{Q}_{k, 1}(A \mathbf{x}), \ldots, \widehat{Q}_{k, m_{k}}(A \mathbf{x})$, respectively, say they are $c_{1} \widehat{Q}_{k, 1}(A \mathbf{x}), \ldots, c_{m_{k}} \widehat{Q}_{k, m_{k}}(A \mathbf{x})$; here $\prod_{l \in\left[m_{k}\right]} c_{l}=1$. Now, as $Q_{k, 1}, \ldots, Q_{k, m_{k}}$ are variable disjoint ROFs, $N_{e s s}\left(Q_{k, 1} \cdots Q_{k, m_{k}}\right)=$ $N_{\text {ess }}\left(Q_{k, 1}\right)+\cdots+N_{\text {ess }}\left(Q_{m_{k}}\right)$. Also, for all $l \in\left[m_{k}\right] N_{\text {ess }}\left(\widehat{Q}_{l}\right)=N_{e s s}\left(\widehat{Q}_{k, l}(A \mathbf{x})\right)=N_{e s s}\left(Q_{k, l}\right)$
and similarly $N_{\text {ess }}\left(\widehat{Q}_{1} \cdots \widehat{Q}_{m_{k}}\right)=N_{\text {ess }}\left(Q_{k, 1} \cdots Q_{k, m_{k}}\right)$. This means that $N_{e s s}\left(\widehat{Q}_{1} \cdots \widehat{Q}_{m_{k}}\right)=$ $N_{\text {ess }}\left(\widehat{Q}_{1}\right)+\cdots+N_{\text {ess }}\left(\widehat{Q}_{m_{k}}\right)$. So from Claim 2.3, there exists an $A_{k, 0} \in \operatorname{GL}\left(\left|\mathbf{z}_{k}\right|, \mathbb{F}\right)$ such that $\widehat{Q}_{1}\left(A_{k, 0} \mathbf{z}_{k}\right), \ldots, \widehat{Q}_{m_{k}}\left(A_{k, 0} \mathbf{z}_{k}\right)$ are variable disjoint. It also implies that $\widehat{Q}_{1}\left(A_{k, 0} \mathbf{z}_{k}\right), \ldots, \widehat{Q}_{m_{k}}\left(A_{k, 0} \mathbf{z}_{k}\right)$ do not contain any redundant variables. In Step $18, \widehat{Q}_{l}$ has been updated to be $\widehat{Q}_{l}\left(A_{k, 0} \mathbf{z}_{k}\right)$ for all $l \in\left[m_{k}\right]$. Now $\widehat{Q}_{l}\left(A_{k, 0} \mathbf{z}_{k}\right),\left|\operatorname{var}\left(Q_{k, l}\right)\right|=\left|\mathbf{z}_{k, l}\right|$, where $\mathbf{z}_{k, l}=\operatorname{var}\left(\widehat{Q}_{l}\left(\mathbf{z}_{k}\right)\right)$. So, there exists a permutation matrix $P_{k, 0} \in M\left(\left|\mathbf{z}_{k}\right|, \mathbb{F}\right)$ such that for all $l \in\left[m_{k}\right], \operatorname{var}\left(Q_{k, l}\left(P_{k, 0} \mathbf{z}_{k}\right)\right)=\mathbf{z}_{k, l}$.

Much like the outer loop, the $l$-th iteration of the inner loop of lines 20-23, also only works with $\widehat{Q}_{l}\left(\mathbf{z}_{k}\right)$ and $\mathbf{z}_{k, l}$; so we can also look at an iteration of this loop in isolation. We now analyse the $l$-th iteration of this loop for some $l \in\left[m_{k}\right]$. a is a random vector of size $\left|\mathbf{z}_{k}\right|$ and $\mathbf{a}^{\prime}$ is a restricted to entries corresponding to $\mathbf{z}_{k} \backslash \mathbf{z}_{k, l}$. Also $\beta_{l}=\prod_{l^{\prime} \in\left[m_{k}\right] \backslash\{l\}} \widehat{Q}_{l^{\prime}}\left(\mathbf{z}_{k, l}, \mathbf{z}_{k} \backslash \mathbf{z}_{k, l}=\mathbf{a}^{\prime}\right)$. Because a is random, $\beta_{l} \neq 0$ with high probability. Thus $\widehat{Q}_{l}=\beta_{l}^{-1} \widehat{T}\left(A_{k, 0}\left(\mathbf{z}_{k, l}, \mathbf{z}_{k} \backslash \mathbf{z}_{k, l}=\mathbf{a}^{\prime}\right)\right)=c_{l} \widehat{Q}_{k, l}\left(A\left(A_{k, 0} \mathbf{z}_{k}, \mathbf{x} \backslash \mathbf{z}_{k}\right)\right)$. Now consider a product-depth $\Delta$ canonical ROF $Q_{l}$ obtained by multiplying $Q_{k, l}\left(P_{k, 0} \mathbf{z}_{k}\right)$ by $c_{l}$, pushing it down to the leaves, and removing it from any non-constant leaf. Let $B^{\prime \prime}=P_{k, 0}^{\prime}{ }^{-1} B^{\prime} A_{k, 0}^{\prime}$, where $P_{k, 0}^{\prime} \in M(n, \mathbb{F})$ maps every $z \in \mathbf{z}_{k}$ to $P_{k, 0} \circ z$ and every other variable to itself, while $A_{k, 0}^{\prime} \in$ $\operatorname{GL}(n, \mathbb{F})$ maps every $z \in \mathbf{z}_{k}$ to $A_{k, 0} \circ z$ and every other variable to itself. Also, let $\mathbf{d}^{\prime \prime}=P_{k, 0}^{\prime}{ }^{-1} \mathbf{d}^{\prime}$. It can be verified that $\widehat{Q}_{l}=Q_{l}\left(B^{\prime \prime} \mathbf{x}+\mathbf{d}^{\prime \prime}\right)$. To recursively perform equivalence test on $\widehat{Q}_{l}$ we shall show that there exists a $B_{l} \in G L\left(\left|\mathbf{z}_{k, l}\right|, \mathbb{F}\right)$ and a $\mathbf{d}_{l} \in \mathbb{F}^{\left|z_{k, l}\right|}$ such that $\widehat{Q}_{l}\left(\mathbf{z}_{k, l}\right)=Q_{l}\left(B_{l} \mathbf{z}_{k, l}+\mathbf{d}_{l}\right)$.

Because $\operatorname{var}\left(Q_{l}\right)=\mathbf{z}_{k, l}, \widehat{Q}_{l}\left(\mathbf{z}_{k, l}\right)=Q_{l}\left(\left[B^{\prime \prime}\right]_{\mathbf{z}_{k, l}} \mathbf{x}+\left[\mathbf{d}^{\prime \prime}\right]_{\mathbf{z}_{k, l}}\right)$, where $\left[B^{\prime \prime}\right]_{\mathbf{z}_{k, l}}$ and $\left[\mathbf{d}^{\prime \prime}\right]_{\mathbf{z}_{k, l}}$ are $B^{\prime \prime}$ and $\mathbf{d}^{\prime \prime}$ restricted to the rows corresponding to $\mathbf{z}_{k, l}$. Also, since var $\left(\widehat{Q}_{l}\right)=\mathbf{z}_{k, l}, \widehat{Q}_{l}\left(\mathbf{z}_{k, l}\right)=$ $Q_{l}\left(\left[B^{\prime \prime}\right]_{\mathbf{z}_{k, l} \times \mathbf{z}_{k, l}} \mathbf{z}_{k, l}+\left[\mathbf{d}^{\prime \prime}\right]_{\mathbf{z}_{k, l}}\right)$, where $\left[B^{\prime \prime}\right]_{\mathbf{z}_{k, l} \times \mathbf{z}_{k, l}}$ is $B^{\prime \prime}$ restricted to the rows and columns corresponding to $\mathbf{z}_{k, l}$. It follows from Observation 2.2 that $\left[B^{\prime \prime}\right]_{\mathbf{z}_{k, l} \times \mathbf{z}_{k, l}}$ is invertible. So we can set $B_{l}=\left[B^{\prime \prime}\right]_{\mathbf{z}_{k, l} \times \mathbf{z}_{k, l}}$ and $\mathbf{d}_{l}=\left[\mathbf{d}^{\prime \prime}\right]_{\mathbf{z}_{k, l}}$.

Thus, by the induction hypothesis, $A_{k, l}$ computed in Step 22, is such that there exist a permutation matrix $P_{k, l} \in M\left(\left|\mathbf{z}_{k, l}\right|, \mathbb{F}\right)$, a scaling matrix $S_{k, l} \in M\left(\left|\mathbf{z}_{k, l}\right|, \mathbb{F}\right)$ and a $\mathbf{b}_{k, l} \in \mathbb{F}^{\left|\mathbf{z}_{k, l}\right|}$ satisfying $\widehat{Q}_{l}\left(A_{k, l} \mathbf{z}_{k, l}\right)=Q_{l}\left(P_{k, l} S_{k, l} \mathbf{z}_{k, l}+\mathbf{b}_{k, l}\right)$. Since this is true for all $l \in\left[m_{k}\right]$, after the execution of the for loop of lines 20-23 and Step 24, for all $l \in\left[m_{k}\right], c_{l} \widehat{Q}_{k, l}\left(A\left(A_{k} \mathbf{z}_{k}, \mathbf{x} \backslash \mathbf{z}_{k}\right)\right)=c_{l} Q_{k, l}\left(P_{k} S_{k} \mathbf{z}_{k}+\mathbf{b}_{k}\right)$, where for all $l \in\left[m_{k}\right]$ and $z \in \mathbf{z}_{k, l}, P_{k}$ maps $z$ to $P_{k, l} \circ \mathbf{z}_{k, l}, S_{k} \operatorname{maps} z$ to $S_{k, l} \circ \mathbf{z}_{k, l}$ and the $z$-th coordinate of $\mathbf{d}_{k}$ is the same as that of $\left[P_{k, 0}\right]_{\mathbf{z}_{k, l} \times \mathbf{z}_{k, l}} \mathbf{d}_{k, l}$. Because $\prod_{l \in\left[m_{k}\right]} c_{l}=1, \widehat{T}_{k}\left(A\left(A_{k} \mathbf{z}_{k}, \mathbf{x} \backslash \mathbf{z}_{k}\right)\right)=$ $T_{k}^{\prime}\left(P_{0}\left(P_{k} S_{k} \mathbf{z}_{k}+\mathbf{b}_{k}, \mathbf{x} \backslash \mathbf{z}_{k}\right)\right)$, proving the claim.

## E PE for orbits of product-depth 2 ROFs

In Section 5, we gave an algorithm for PE for orbits of additive-constant-free canonical ROFs. Here we show how to solve PE for product-depth 2 canonical ROFs with additive-constants.

The issue with additive-constants. Let $f_{1}$ and $f_{2}$ be two $n$-variate polynomials in the orbits of ROFs and suppose that they are equivalent. Then there exists a canonical ROF C such that $f_{1}, f_{2} \in \operatorname{orb}(\mathrm{C})$. If $A_{1}, A_{2} \in \mathrm{GL}(n, \mathbb{F})$ are matrices obtained by invoking the Find-Equivalence() algorithm (Algorithm 1) on $f_{1}$ and $f_{2}$, respectively, then $f_{1}\left(A_{1} \mathbf{x}\right), f_{2}\left(A_{2} \mathbf{x}\right) \in \operatorname{PS}$-orb(C). In particular, the additive-constants other than translations in $f_{1}\left(A_{1} \mathbf{x}\right)$ and $f_{2}\left(A_{2} \mathbf{x}\right)$ are the same. However,
when we reconstruct $f_{1}\left(A_{1} \mathbf{x}\right)$ and $f_{2}\left(A_{2} \mathbf{x}\right)$ using the Reconstruct-ROF() algorithm (Algorithm 13) and recover the translation of variables using the Canonize() procedure (Procedure 14), the outputs $\mathrm{C}_{1}^{\prime}$ and $\mathrm{C}_{2}^{\prime}$ are equal to $f_{1}\left(A_{1} \mathbf{x}\right)$ and $f_{2}\left(A_{2} \mathbf{x}\right)$ up to scaling of the leaves. This means that the additive-constants in $\mathrm{C}_{1}^{\prime}$ and $\mathrm{C}_{2}^{\prime}$ might not be the same. Thus if we were to construct a permutation matrix $P$ from the isomorphism that maps the underlying tree of $\mathrm{C}_{1}^{\prime}$ to that of $\mathrm{C}_{2}^{\prime}, \mathrm{C}_{1}^{\prime}$ need not be equal to $\mathrm{C}_{2}^{\prime}(P \mathbf{x})$. So the strategy used in Section 5 does not work in a straightforward manner. In this section, we show how to overcome this issue for the case of orbits of product-depth 2 ROFs.

The idea. Suppose $f_{1} \in \operatorname{orb}\left(f_{2}\right)$; then $\mathrm{C}_{1}=\mathrm{C}_{2}=\mathrm{C}$, where C is a product-depth 2 canonical ROF and thus, from Theorem $1 f_{1}\left(A_{1} \mathbf{x}\right) \in \operatorname{PS}-\operatorname{orb}\left(f_{2}\left(A_{2} \mathbf{x}\right)\right)$. We reconstruct $f_{1}\left(A_{1} \mathbf{x}\right)$ and $f_{2}\left(A_{2} \mathbf{x}\right)$ to obtain $\mathrm{C}_{1}^{\prime}$ and $\mathrm{C}_{2}^{\prime}$, recover, and remove the translations of variables in both $\mathrm{C}_{1}^{\prime}$ and $\mathrm{C}_{2}^{\prime}$. We then show that there is a way to transform $\mathrm{C}_{1}^{\prime}$ and $\mathrm{C}_{2}^{\prime}$ such that all the non-zero additive-constants in them are 1 and that as ROFs, they only differ by permutation and scaling of variables; we exploit this to give an equivalence test. We then recover the scaling of variables in $\mathrm{C}_{1}^{\prime}$ and $\mathrm{C}_{2}^{\prime}$. After that we check if for every term $T_{1}$ in $\mathrm{C}_{1}^{\prime}$ there exists a term $T_{2}$ in $\mathrm{C}_{2}^{\prime}$ such that the number of factors of both having 1 as additive-constant and having 0 as additive-constant is the same. Furthermore, we check that for every factor of $T_{1}$ having 1 (respectively, 0 ) as additive-constant, there exists a factor of $T_{2}$ also having 1 (respectively, 0 ) as additive-constant such that their underlying trees are isomorphic. If $f_{1} \in \operatorname{orb}\left(f_{2}\right)$, this must be true for all terms of $\mathrm{C}_{1}^{\prime}$ and $\mathrm{C}_{2}^{\prime}$ and we are thus able to check for equivalence. Note that here we do not need to worry about their additive-constants as they are the same.

Transforming $\mathrm{C}_{1}^{\prime}$ and $\mathrm{C}_{2}^{\prime}$. Let $f(\mathbf{x})=f_{1}(\mathbf{x}), A=A_{1}, \mathrm{C}^{\prime}(\mathbf{x})=\mathrm{C}_{1}^{\prime}(\mathbf{x})$ (or $f(\mathbf{x})=f_{2}(\mathbf{x}), A=$ $\left.A_{2} C^{\prime}(\mathbf{x})=\mathrm{C}_{2}^{\prime}(\mathbf{x})\right)$. Suppose that $f(A \mathbf{x})=T_{1}+\cdots+T_{s}+\gamma$. Then from Lemma F. 1 as $\mathrm{C}^{\prime}$ and $f(A \mathbf{x})$ are equal up to scaling of leaves and each gate in $\mathrm{C}^{\prime}$ computes a non-zero constant multiple of the corresponding gate in $f(A \mathbf{x})$, if $\mathrm{C}^{\prime}(\mathbf{x})=T_{1}^{\prime}+\cdots+T_{s}^{\prime}+\gamma^{\prime}$, then $T_{i}^{\prime}=c_{i} T_{i}$ for all $i \in[s]$ and $\gamma^{\prime}=c_{0} \gamma$, where $c_{0}, \ldots, c_{s}$ are non-zero constants.

Observation E.1. $c_{0}, \ldots, c_{s}=1$.
The proof of the above observation can be found in Section E.1. Let $\mathbf{b}$ be the translation vector output by Canonize $\left(\mathrm{C}^{\prime}\right)$. Then, from Claim F.3, $\mathbf{b}$ is also the translation vector of $f(A \mathbf{x})$. So, $f(A \mathbf{x}+\mathbf{b})$ is free of translations and is the same as $\mathrm{C}^{\prime}(\mathbf{x}+\mathbf{b})$ up to scaling of the leaves. We shall transform the terms of $\mathrm{C}^{\prime}(\mathbf{x}+\mathbf{b})$. Let $T=Q_{1} \cdots Q_{m}$ be a term of $f(A \mathbf{x}+\mathbf{b})$. Then, from Lemma F. 1 the corresponding term of $C^{\prime}, T^{\prime}=Q_{1}^{\prime} \cdots Q_{m}^{\prime}$ will be such that $Q_{i}^{\prime}=\beta_{i} \cdot Q_{i}, \beta_{i} \neq 0$ for all $i \in[m]$. There are two kinds of $T^{\prime}$ :

- Kind 1: The additive-constant of at least one of the factors $Q_{1}^{\prime}, \ldots, Q_{m}^{\prime}$ is 0 .
- Kind 2: The additive-constant of all the factors $Q_{1}^{\prime}, \ldots, Q_{m}^{\prime}$ are non-zero.

In the following claims we see how to transform each of the above two kinds of terms. Their proofs can be found in Sections E. 2 and E.3.
Claim E.1. Let $T^{\prime}$ be a term of kind 1 such that for some $k<m$, the additive-constants of $Q_{k+1}^{\prime}, \ldots, Q_{m}^{\prime}$ are zero, while the additive-constants $\alpha_{1}^{\prime}, \ldots, \alpha_{k}^{\prime}$ of $Q_{1}^{\prime}, \ldots, Q_{k}^{\prime}$ are non-zero. Also, let $\alpha_{1}, \ldots, \alpha_{m}$ be the additiveconstants in $T$. Then, if we transform $T^{\prime}$ by bringing out $\alpha_{1}^{\prime}, \ldots, \alpha_{k}^{\prime}$ and absorb the product $\alpha^{\prime}=\prod_{i \in[k]} \alpha_{i}^{\prime}$ in $Q_{m}^{\prime}$, we recover $T^{\prime}$ as $\frac{Q_{1}}{\alpha_{1}} \cdots \frac{Q_{k}}{\alpha_{k}} \cdot\left(\beta_{k+1} Q_{k+1}\right) \cdots\left(\beta_{m-1} Q_{m-1}\right) \cdot\left(\beta \cdot \alpha \cdot \beta_{m} Q_{m}\right)$, where $\beta=\prod_{i \in[k]} \beta_{i}$ and $\alpha=\prod_{i \in[k]} \alpha_{i}$. Also, the only non-zero additive-constants in $T^{\prime}$ are all 1 .

Claim E.2. Let $T^{\prime}$ be a term of kind 2 and the additive-constants of $Q_{1}^{\prime}, \ldots, Q_{m}^{\prime}$ be $\alpha_{1}^{\prime}, \ldots, \alpha_{m}^{\prime}$. Also, let $\alpha_{1}, \ldots, \alpha_{m}$ be the additive-constants of $T$. Then, if we transform $T^{\prime}$ by bringing out $\alpha_{1}^{\prime}, \ldots, \alpha_{m}^{\prime}$, we recover $T^{\prime}$ as $\alpha \cdot \frac{Q_{1}}{\alpha_{1}} \cdots \frac{Q_{m}}{\alpha_{m}}$, where $\alpha=\prod_{i \in[m]} \alpha_{i}$. Also, all additive-constants in $T^{\prime}$ are 1 .

Now, suppose that $f_{1} \in \operatorname{orb}\left(f_{2}\right)$ and $\mathbf{b}_{1}, \mathbf{b}_{2}$ are translation vectors of $\mathrm{C}_{1}^{\prime}$ and $\mathrm{C}_{2}^{\prime}$ recovered using the Canonise procedure. Then from Claim F.3, as they are also translation vectors of $f_{1}\left(A_{1} \mathbf{x}\right)$ and $f_{2}\left(A_{2} \mathbf{x}\right), f_{1}\left(A_{1} \mathbf{x}+\mathbf{b}_{1}\right)$ and $f_{2}\left(A_{2} \mathbf{x}+\mathbf{b}_{2}\right)$ are free of translations. Moreover, as ROFs they only differ by permutation and scaling of variables. Notice that, in this case, the above two claims imply that the same relationship also holds between $\mathrm{C}_{1}^{\prime}\left(\mathbf{x}+\mathbf{b}_{1}\right)$ and $\mathrm{C}_{2}^{\prime}\left(\mathbf{x}+\mathbf{b}_{2}\right)$. As we exploit this property to give an equivalence test for $f_{1}$ and $f_{2}$, we record it as an observation.

Observation E.2. If $f_{1} \in \operatorname{orb}\left(f_{2}\right)$, then after modifying $\mathrm{C}_{1}^{\prime}\left(\mathbf{x}+\mathbf{b}_{1}\right)$ and $\mathrm{C}_{2}^{\prime}\left(\mathbf{x}+\mathbf{b}_{2}\right)$ according to Claims E.1 and E.2, $\mathrm{C}_{1}^{\prime}\left(\mathbf{x}+\mathbf{b}_{1}\right)$ and $\mathrm{C}_{2}^{\prime}\left(\mathbf{x}+\mathbf{b}_{2}\right)$ as ROFs only differ by permutation and scaling of variables.

## The Algorithm

```
Algorithm 10 Product-Depth-2-Equivalence-Test \(\left(f_{1}(\mathbf{x}), f_{2}(\mathbf{x})\right)\)
Input: Black-box access to \(f_{1}(\mathbf{x}), f_{2}(\mathbf{x})\) in the orbits of product-depth 2 canonical ROFs.
Output: Whether or not \(f_{1}\) and \(f_{2}\) are equivalent. If they are equivalent, then \(A \in \operatorname{GL}(n, \mathbb{F})\) and
\(\mathbf{b} \in \mathbb{F}^{n}\) such that \(f_{1}(\mathbf{x})=f_{2}(A \mathbf{x}+\mathbf{b})\).
    /* Reconstructing canonical ROFs equivalent to \(f_{1}\) and \(f_{2}\) and transforming their terms. */
    for \(i \in[2]\) do
    \(A_{i} \leftarrow\) Find-Equivalence \(\left(f_{i}(\mathbf{x})\right)\) (Algorithm 1).
    \(\mathrm{C}_{i}^{\prime} \leftarrow \operatorname{Reconstruct-ROF}\left(f_{i}\left(A_{i} \mathbf{x}\right)\right)\) (Algorithm 13).
    \(\mathbf{b}_{i} \leftarrow\) translation vector returned by Canonize (C \(\left.C_{i}^{\prime}\right)\) (Procedure 14). \(\mathrm{C}_{i}^{\prime} \leftarrow \mathrm{C}_{i}^{\prime}\left(\mathbf{x}+\mathbf{b}_{i}\right)\).
    Transform all terms in \(\mathrm{C}_{i}^{\prime}\) according to Claims E. 1 and E.2. \(\mathrm{C}_{i}^{\prime} \leftarrow\) the ROF obtained after the
        transformation and recovering scaling of variables, \(S_{i} \leftarrow\) the scaling matrix.
    end for
```

                                    /* Checking if \(\mathrm{C}_{1}^{\prime}\) and \(\mathrm{C}_{2}^{\prime}\) are equivalent. */
    if the additive-constants of \(\mathrm{C}_{1}^{\prime}\) and \(\mathrm{C}_{2}^{\prime}\) attached to the top + gate are not equal then
    Return NOT EQUIVALENT.
    end if
    \(N_{1} \leftarrow\) set of terms of \(\mathrm{C}_{1}^{\prime}, N_{2} \leftarrow\) set of terms of \(\mathrm{C}_{2}^{\prime}, P \leftarrow I_{n \times n}\), the permutation matrix mapping
    the variables of \(\mathrm{C}_{1}^{\prime}\) to the variables of \(\mathrm{C}_{2}^{\prime}\).
    for \(T_{1}^{\prime} \in N_{1}\) do
    If \(T_{1}^{\prime}\) is a term of kind 1 and \(\exists T_{2}^{\prime} \in N_{2}\) also of kind 1 such that Check-Kind- \(1\left(T_{1}^{\prime}, T_{2}^{\prime}\right)\) returns
    SUCCESS, then \(N_{2} \leftarrow N_{2} \backslash\left\{T_{2}^{\prime}\right\}\). Update \(P\) so that it maps \(\operatorname{var}\left(T_{1}^{\prime}\right)\) to \(\operatorname{var}\left(T_{2}^{\prime}\right)\) appropriately.
    13. If $T_{1}^{\prime}$ is a term of kind 2 and $\exists T_{2}^{\prime} \in N_{2}$ also of kind 2 such that Check-Kind- $2\left(T_{1}^{\prime}, T_{2}^{\prime}\right)$ returns
SUCCESS, then $N_{2} \leftarrow N_{2} \backslash\left\{T_{2}^{\prime}\right\}$. Update $P$ so that it maps $\operatorname{var}\left(T_{1}^{\prime}\right)$ to $\operatorname{var}\left(T_{2}^{\prime}\right)$ appropriately.
end for
if $N_{2}=\varnothing$ then
$A \leftarrow A_{2} S_{2} P S_{1}^{-1} A_{1}^{-1}, \mathbf{b} \leftarrow A_{2} \mathbf{b}_{2}-A_{2} S_{2} P S_{1}^{-1} \mathbf{b}_{1}$.
14. Use the Schwartz-Zippel Lemma to check if $f_{1}(\mathbf{x})=f_{2}(A \mathbf{x}+\mathbf{b})$. If yes, return EQUIVALENT,
$A$ and $\mathbf{b}$. Else, return NOT EQUIVALENT.
```
else
    Return NOT EQUIVALENT.
end if
```

The checks on lines 12 and 13 are performed using the following procedures.
Procedure 11 Check-Kind-1 $\left(T_{1}^{\prime}, T_{2}^{\prime}\right)$
Input: Terms $T_{1}^{\prime}$ of $\mathrm{C}_{1}^{\prime}$ and $T_{2}^{\prime}$ of $\mathrm{C}_{2}^{\prime}$ of Kind 1.
Output: SUCCESS if they are equivalent, FAILURE otherwise.
Suppose $T_{1}^{\prime}=Q_{1,1}^{\prime} \cdots Q_{1, k_{1}}^{\prime} \cdot Q_{1, k_{1}+1}^{\prime} \cdots Q_{1, m_{1}}^{\prime}$ and $T_{2}^{\prime}=Q_{2,1}^{\prime} \cdots Q_{2, k_{2}}^{\prime} \cdot Q_{2, k_{2}+1}^{\prime} \cdots Q_{2, m_{2}}^{\prime}$, where $Q_{1,1}^{\prime}, \cdots, Q_{1, k_{1}}^{\prime}$ and $Q_{2,1}^{\prime}, \cdots, Q_{2, k_{2}}^{\prime}$ are the only factors with additive-constants.
if $k_{1} \neq k_{2}$ or $m_{1} \neq m_{2}$ then
Return Failure
end if
if there exists a bijection $\sigma:\left[m_{1}\right] \rightarrow\left[m_{1}\right]$ such that $\sigma\left(\left[k_{1}\right]\right)=\left[k_{1}\right]$ and $\forall i \in\left[m_{1}\right]$, the rooted trees of $Q_{1, i}^{\prime}$ and $Q_{2, \sigma(i)}^{\prime}$ are isomorphic then

Return SUCCESS.
else
Return FAilure.
end if

## Procedure 12 Check-Kind-2 $\left(T_{1}^{\prime}, T_{2}^{\prime}\right)$

Input: Terms $T_{1}^{\prime}$ of $\mathrm{C}_{1}^{\prime}$ and $T_{2}^{\prime}$ of $\mathrm{C}_{2}^{\prime}$ of kind 2.
Output: SUCCESS if they are equivalent, FAILURE otherwise.
Suppose $T_{1}^{\prime}=\alpha_{1}^{\prime} \cdot Q_{1,1}^{\prime} \cdots Q_{1, m_{1}}^{\prime}$ and $T_{2}^{\prime}=\alpha_{2}^{\prime} \cdot Q_{2,1}^{\prime} \cdots Q_{2, m_{2}}^{\prime}$.
if $\alpha_{1}^{\prime} \neq \alpha_{2}^{\prime}$ or $m_{1} \neq m_{2}$ then
Return Failure
end if
if there exists a bijection $\sigma:\left[m_{1}\right] \rightarrow\left[m_{1}\right]$ such that $\forall i \in\left[m_{1}\right]$, the rooted trees of $Q_{1, i}^{\prime}$ and $Q_{2, \sigma(i)}^{\prime}$ are isomorphic then

Return SUCCESS.
else
Return FAILURE.
end if

## Analysis of the algorithm

We establish the correctness of the above algorithm by proving the following lemma.
Lemma E. 1 (Correctness of Algorithm 10). Given black-box access to two n-variate polynomials $f_{1}(\mathbf{x})$, $f_{2}(\mathbf{x})$ in the orbits of two unknown product-depth 2 canonical ROFs, Algorithm 10 correctly determines whether they are equivalent or not provided that $\operatorname{char}(\mathbb{F})=0$ or $\geq n^{2}$ and $|\mathbb{F}| \geq n^{13}$. Moreover, if they are equivalent, it returns an $A \in \operatorname{GL}(n, \mathbb{F})$ and $a \mathbf{b} \in \mathbb{F}^{n}$ such that $f_{1}(\mathbf{x})=f_{2}(A \mathbf{x}+\mathbf{b})$.

Proof. If $f_{1} \notin \operatorname{orb}\left(f_{2}\right)$, then Step 17 ensures that the algorithm returns NOT EQUIVALENT with high probability. So suppose that $f_{1} \in \operatorname{orb}\left(f_{2}\right)$. Then, from Observation E.2, we have that after Step 5 of the algorithm, $\mathrm{C}_{1}^{\prime}$ and $\mathrm{C}_{2}^{\prime}$ as ROFs only differ by permutation of variables (because the scaling of variables has already been recovered). Thus, if the additive-constants attached to the top-most gates in $\mathrm{C}_{1}^{\prime}$ and $\mathrm{C}_{2}^{\prime}$ are not equal, $f_{1} \notin \operatorname{orb}\left(f_{2}\right)$ and so Step 8 is correct.

Now for every term $T_{1}$ of $f_{1}$, there must exist a term $T_{2}$ of $f_{2}$ such that $T_{1} \in \operatorname{PS}-\operatorname{orb}\left(T_{2}\right)$. Then, Observation E. 2 also implies that the corresponding terms $T_{1}^{\prime}$ and $T_{2}^{\prime}$ of $f_{1}^{\prime}$ and $f_{2}^{\prime}$ as ROFs must be same up to permutation of variables. It is easy to see that this is true if and only if, depending on the kind of these terms, either Check-Kind- $1\left(T_{1}^{\prime}, T_{2}^{\prime}\right)$ or Check-Kind- $2\left(T_{1}^{\prime}, T_{2}^{\prime}\right)$ succeeds. Hence the algorithm correctly determines whether $f_{1}$ and $f_{2}$ are equivalent or not. A simple calculation then shows that $f_{1}(\mathbf{x})=f_{2}(A \mathbf{x}+\mathbf{b})$ for $A$ and $\mathbf{b}$ as defined in Step 17 .

Running time of the algorithm. Find-Equivalence(), Reconstruct-ROF(), and Canonize() run in time polynomial in $n$. Also as mentioned in Fact A.4, a polynomial time algorithm exists for the rooted tree isomorphism problem. This implies that Check-Kind-1() and Check-Kind-2() run in time poly $(n)$. As $\left|N_{1}\right|,\left|N_{2}\right| \leq n$, this means that the for loop of lines 11-14 also runs in poly $(n)$ time. Moreover, the Schwartz-Zippel lemma also yields a polynomial time algorithm for checking if $f_{1}(\mathbf{x})=f_{2}(A \mathbf{x}+\mathbf{b})$ in Step 17. Thus, Algorithm 10 runs in time poly $(n)$.

## E. 1 Proof of Observation E. 1

Since $f(A \mathbf{x})$ and $\mathrm{C}^{\prime}(\mathbf{x})$ are the same polynomials, we get $0=\mathrm{C}^{\prime}(\mathbf{x})-f(A \mathbf{x})=\left(c_{1}-1\right) T_{1}+\cdots+$ $\left(c_{s}-1\right) T_{s}+\left(c_{0}-1\right) \gamma$. Now each of the terms $T_{1}, \ldots, T_{s}$ contains a variable not contained in any other term or in $\gamma$. This means $T_{1}, \ldots, T_{s}, \gamma$ are linearly independent forcing $c_{0}=\cdots=c_{s}=1$.

## E. 2 Proof of Claim E. 1

As $Q_{i}^{\prime}=\beta_{i} Q_{i}, \alpha_{i}^{\prime}=\beta_{i} \alpha_{i}$ for all $i \in[m]$. Thus, when we bring out $\alpha_{1}^{\prime}, \ldots, \alpha_{k}^{\prime}$ from $Q_{1}^{\prime}, \ldots, Q_{k}^{\prime}$ we recover $T^{\prime}$ as $T^{\prime}=\left(\beta_{1} \alpha_{1}\right) \cdots\left(\beta_{k} \alpha_{k}\right) \cdot \frac{\beta_{1} Q_{1}}{\beta_{1} \alpha_{1}} \cdots \frac{\beta_{k} Q_{k}}{\beta_{k} \alpha_{k}} \cdot\left(\beta_{k+1} Q_{k+1}\right) \cdots\left(\beta_{m} Q_{m}\right)$, which implies $T^{\prime}=$ $\left(\beta_{1} \alpha_{1}\right) \cdots\left(\beta_{k} \alpha_{k}\right) \cdot \frac{Q_{1}}{\alpha_{1}} \cdots \frac{Q_{k}}{\alpha_{k}} \cdot\left(\beta_{k+1} Q_{k+1}\right) \cdots\left(\beta_{m} Q_{m}\right)$. So, after absorbing $\alpha_{1}^{\prime} \cdots \alpha_{k}^{\prime}=\left(\beta_{1} \alpha_{1}\right) \cdots\left(\beta_{k} \alpha_{k}\right)$ in $Q_{m}$, we get $T^{\prime}$ in the desired form. Also, the only non-zero additive-constants are those in $\frac{Q_{1}}{\alpha_{1}}, \ldots, \frac{Q_{k}}{\alpha_{k}}$ and they are 1 by the definition of $\alpha_{1}, \ldots, \alpha_{k}$.

## E. 3 Proof of Claim E. 2

As $Q_{i}^{\prime}=\beta_{i} Q_{i}, \alpha_{i}^{\prime}=\beta_{i} \alpha_{i}$ for all $i \in[m]$. Thus, when we bring out $\alpha_{1}^{\prime}, \ldots, \alpha_{m}^{\prime}$ from $Q_{1}^{\prime}, \ldots, Q_{m}^{\prime}$ we recover $T^{\prime}$ as $T^{\prime}=\left(\beta_{1} \alpha_{1}\right) \cdots\left(\beta_{m} \alpha_{m}\right) \cdot \frac{\beta_{1} Q_{1}}{\beta_{1} \alpha_{1}} \cdots \frac{\beta_{m} Q_{m}}{\beta_{m} \alpha_{m}}$. Observation E. 1 implies $\beta_{1} \cdots \beta_{m}=1$ and we get $T^{\prime}=\alpha \cdot \frac{Q_{1}}{\alpha_{1}} \ldots \frac{Q_{m}}{\alpha_{m}}$. By the definition of $\alpha_{1}, \ldots, \alpha_{m}$ all additive-constants in $T^{\prime}$ are 1 .

## F ROF reconstruction

We present an algorithm that reconstructs an ROF in the PS-orb of a canonical ROF. ${ }^{38}$ In this section, we slightly abuse the terminology and call an ROF that satisfies Properties 1-5 of Definition

[^21]2.6, but does not necessarily satisfy Property 6, a canonical ROF. We also give an accompanying procedure to recover a translation vector and a scaling matrix that convert the reconstructed ROF to a canonical ROF. While randomized [HH91, BHH95a] and deterministic [SV14, MV18] polynomial-time ROF reconstruction algorithms are known, we provide a randomized algorithm here as we need some special properties of this algorithm in Section 5 and Appendix E.

## F. 1 The algorithm

Before formally describing the algorithm, let us see a high-level description of it.
The idea. Suppose that we have black-box access to an ROF $\mathrm{C}=T_{1}+\cdots+T_{s}+\gamma$ in the PS-orb of a canonical ROF, where $T_{k}=Q_{k, 1} \cdots Q_{k, s_{k}}$ for all $k \in[s], Q_{k, l}$ is either a variable or a +-rooted sub-ROF of $C$ for every $l \in\left[s_{k}\right]$, and $\gamma \in \mathbb{F}$. We first use the second-order derivatives of $C$ to learn $\operatorname{var}\left(T_{1}\right), \ldots, \operatorname{var}\left(T_{s}\right)$. Then, we obtain black-box access to $T_{1}, \ldots, T_{s}$ as follows: As C is in the PS-orb of a canonical ROF, at most one of the $T_{k}$, say $T_{s}$, is a scalar multiple of a variable $x_{i}$. As $\frac{\partial \mathrm{C}}{\partial x_{i} x_{j}}=0$ for all $j \neq i \in[n]$, we can find out $x_{i}$. On the other hand, for $k \in[s-1]$ and for a $x_{i} \in \operatorname{var}\left(Q_{k, l}\right)$,

$$
\frac{\partial \mathrm{C}}{\partial x_{i}}=r_{1} \cdots r_{m} \cdot \prod_{l^{\prime} \in\left[s_{k}\right] \backslash\{l\}} Q_{k, l^{\prime}},
$$

where $r_{1}, \cdots, r_{m}$ are pairwise variable disjoint, and every $r_{i}$ is either a variable or a + -rooted subROF of $Q_{k, l}$. As $s_{k} \geq 2$ and $Q_{k, 1}, \ldots, Q_{k, s_{k}}$ are non-constant polynomials, for every $Q_{k, l}$, there exists $x_{j} \in \operatorname{var}\left(T_{k}\right)$ such that $Q_{k, l}$ is an irreducible factor of $\frac{\partial \mathrm{C}}{\partial x_{j}}$ (because of Fact 2.5). Thus, by obtaining black-box access to the derivatives of C with respect to the variables in $\operatorname{var}\left(T_{k}\right)$, factoring them, collecting all the factors and then discarding a factor $r$ if there exists another factor $r^{\prime}$ such that $\operatorname{var}(r) \subset \operatorname{var}\left(r^{\prime}\right)$, we get black-box access to $Q_{k, 1}, \ldots, Q_{k, s_{k}}$ up to constant multiples. However, notice that if we want to query the black-box of a $Q_{k, l}$ at one point, we need to query the black-box of $C$ at $\operatorname{poly}(n)$ points. So, if we try to recursively learn $Q_{k, 1}, \ldots, Q_{k, s_{k}}$, the running time of the algorithm would be exponential in the depth of C .

We need to be able to get black-box access to $Q_{k, 1}, \ldots, Q_{k, s_{k}}$ in such a way that to obtain the value of $Q_{k, l}$ at one point, we only need to query the black-box of $C$ at one point. We do this by first learning $\operatorname{var}\left(Q_{k, 1}\right), \ldots, \operatorname{var}\left(Q_{k, s_{k}}\right)$ and some roots of $Q_{k, 1}, \ldots, Q_{k, s_{k}}$ using the black-boxes of $Q_{k, 1}, \ldots, Q_{k, s_{k}}$ that we obtained above. Then we set all variables in $\mathbf{x} \backslash \operatorname{var}\left(Q_{k, l}\right)$ to random field elements. This gives us black-box access to $c_{k, l} Q_{k, l}+c_{k, l}^{\prime}$, for some unknown $c_{k, l} \neq 0, c_{k, l}^{\prime} \in \mathbb{F}$. Plugging in the root of $Q_{k, l}$ into this black-box we learn $c_{k, l}^{\prime}$. Subtracting this from $c_{k, l} Q_{k, l}+c_{k, l}^{\prime}$ gives us black-box access to $c_{k, l} Q_{k, l}$, where $c_{k, l}$ is unknown. Notice that now we only need to make one query to the black-box of C to learn the value of $c_{k, l} Q_{k, l}$.

We learn $\gamma$ by finding a common root $\mathbf{a}=\left(a_{1}, \ldots, a_{n}\right)$ of $Q_{k, l}$ for all $k \in[s], l \in\left[s_{k}\right]$ and setting $\gamma=\mathrm{C}(\mathbf{a})$. Then, we find out $c_{1} \ldots, c_{s} \in \mathbb{F}$ such that $\sum_{k=1}^{s} c_{k} \cdot \prod_{l=1}^{s_{k}} c_{k, l} \cdot Q_{k, l}=\mathrm{C}-\gamma$ and multiply $Q_{1,1}, \ldots, Q_{s, 1}$ by $c_{1}, \ldots, c_{s}$, respectively. After that, we learn $T_{k}$ by recursively learning $c_{k} c_{k, 1} Q_{k, 1}, c_{k, 2} Q_{k, 2}, \ldots, c_{k, s_{k}} Q_{k, s_{k}}$ and multiplying them. We now describe the algorithm formally.

[^22]```
/* Learning var( }\mp@subsup{T}{1}{}),\ldots,\operatorname{var}(\mp@subsup{T}{s}{}).*
```

. Let $E \leftarrow \varnothing$, and $G \leftarrow(\mathbf{x}, E)$ be an undirected graph.
for $i, j \in[|\mathbf{x}|]$ do
If $\frac{\partial^{2} f}{\partial x_{i} \partial x_{j}} \neq 0$, add edge $\left\{x_{i}, x_{j}\right\}$ to $E$.
end for
Let $\mathscr{C} \leftarrow\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{s}\right\}$ be the set of connected components of $G$, where $s \leftarrow|\mathscr{C}|$.
$/ *$ Discovering factors of $T_{1}, \ldots, T_{s} . * /$
if $\exists k \in[s]$ such that $\left|\mathbf{x}_{k}\right|=1$ then
If $\mathbf{x}_{k}=\left\{x_{i}\right\}, T_{k} \leftarrow x_{i}, N_{k} \leftarrow\left\{x_{i}\right\}$.
end if
for $k \in[s]$ such that $\left|\mathbf{x}_{k}\right| \geq 2$ do
$N_{k} \leftarrow \varnothing$.
for $i$ such that $x_{i} \in \mathbf{x}_{k}$ do
Compute black-box access to $\frac{\partial f}{\partial x_{i}}$ and then obtain black-box access to all its irreducible factors. Add all the irreducible factors to $N_{k}$.
end for
for $r_{1}, r_{2} \in N_{k}$ do
If $\operatorname{var}\left(r_{1}\right) \subseteq \operatorname{var}\left(r_{2}\right), N_{k} \leftarrow N_{k} \backslash\left\{r_{1}\right\}$. Else, if $\operatorname{var}\left(r_{2}\right) \subseteq \operatorname{var}\left(r_{1}\right), N_{k} \leftarrow N_{k} \backslash\left\{r_{2}\right\}$.
end for
end for
/* Obtaining efficient black-box access to the factors of $T_{1}, \ldots, T_{s} . * /$
for $k \in[s]$ such that $\left|\mathbf{x}_{k}\right| \geq 1$ do
for $r \in N_{k}$ do
$\mathbf{a}_{r} \leftarrow$ a vector of size $|\operatorname{var}(r)|$ which is a root of $r . \mathbf{a}_{r}^{\prime} \leftarrow$ a random vector of size $n-|\operatorname{var}(r)|$.
$\beta_{r} \leftarrow f\left(\operatorname{var}(r)=\mathbf{a}_{r}, \mathbf{x} \backslash \operatorname{var}(r)=\mathbf{a}_{r}^{\prime}\right) . r \leftarrow f\left(\operatorname{var}(r), \mathbf{x} \backslash \operatorname{var}(r)=\mathbf{a}_{r}^{\prime}\right)-\beta_{r}$.
end for
end for
$/{ }^{*}$ Learning $\gamma$ and $c_{1}, \ldots, c_{s}$. ${ }^{* /}$
Construct $\mathbf{a}=\left(a_{1}, \ldots, a_{n}\right)$, a common root of $\prod_{r \in N_{1}} r, \ldots, \prod_{r \in N_{s}} r . \gamma \leftarrow f(\mathbf{a})$.
Solve for $c_{1}, \ldots, c_{s}$ such that $f-\gamma=c_{1} \cdot \prod_{r \in N_{1}} r+\cdots+c_{s} \cdot \prod_{r \in N_{s}} r$.
For all $k \in[s]$, replace an arbitrary $r \in N_{k}$ by $c_{k} \cdot r$. If $\exists k \in[s]$ such that $\left|\mathbf{x}_{k}\right|=1, T_{k} \leftarrow c_{k} T_{k}$.
$/{ }^{*}$ Reconstructing $T_{1}, \ldots, T_{s}$. */
for $k \in[s]$ such that $\left|\mathbf{x}_{k}\right| \geq 2$ do $T_{k} \leftarrow 1$.
for $r \in N_{k}$ do
$\mathbf{y} \leftarrow \operatorname{var}(r) . T_{k} \leftarrow T_{k} \times$ Reconstruct- $\operatorname{ROF}(r(\mathbf{y}))$.
end for
end for
$\mathrm{C} \leftarrow \mathrm{T}_{1}+\cdots+T_{s}+\gamma$. Return C.

## F. 2 Analysis of the algorithm

We will assume, without loss of generality, that an ROF has no edge labels and every leaf node is either a constant or a constant multiple of a variable.

Lemma F.1. If $f(\mathbf{x})$ computed by an ROF $\mathrm{C}^{\prime}$ in the PS-orb of a canonical ROF, then the ROF C returned by the algorithm is equal to $\mathrm{C}^{\prime}$ up to scaling of the leaves with high probability. Moreover, there is a one-to-one correspondence between the gates of C and the gates of $\mathrm{C}^{\prime}$ with a gate of C computing a non-zero constant multiple of the polynomial computed by the corresponding gate of $\mathrm{C}^{\prime}$.

Proof. We induct on the product-depth $\Delta$ of $\mathrm{C}^{\prime}$. If $\Delta=0$, then as $\mathrm{C}^{\prime}$ is in the PS-orb of a canonical ROF, $\mathrm{C}^{\prime}=c_{i} x_{i}+\gamma$, where $c_{i} \neq 0, \gamma \in \mathbb{F}$. In this case $\mathscr{C}$ has only one connected component $\mathbf{x}_{1}=\left\{x_{i}\right\}$. In Step 7, $T_{1}=x_{i}$. Step 24 can be implemented by simply setting $\mathbf{a}$ to be the all zero vector and Step 25 by computing $\frac{\partial f}{\partial x_{i}}$. Thus, $\mathrm{C}=\mathrm{C}^{\prime}$ and for $\Delta=0$, the lemma is true.

Now, suppose that the lemma is true for all ROFs of product-depth at most $\Delta \geq 0$ and let $\mathrm{C}^{\prime}$ be a product-depth $\Delta+1$ ROF. Let $\mathrm{C}^{\prime}=T_{1}^{\prime}+\cdots+T_{s}^{\prime}+\gamma^{\prime}$. There exists at most one $k^{\prime} \in[s]$, such that $\left|\operatorname{var}\left(T_{k^{\prime}}^{\prime}\right)\right|=1$ and for every $k \in[s] \backslash\left\{k^{\prime}\right\}$, let $T_{k}^{\prime}=Q_{k, 1}^{\prime} \cdots Q_{k, s_{k}}^{\prime}$, where $s_{k} \geq 2$ and for every $l \in\left[s_{k}\right], Q_{k, l}^{\prime}$ is either a variable or a +-rooted sub-ROF of $\mathrm{C}^{\prime}$.
Claim F.1. There is a bijection $\pi:[s] \rightarrow[s]$ s.t. the connected component $\mathbf{x}_{\pi(k)}=\operatorname{var}\left(T_{k}^{\prime}\right)$ for all $k \in[s]$. Proof. Fix any $k \in[s]$. If $\left|\operatorname{var}\left(T_{k}^{\prime}\right)\right|=1$, say $T_{k}^{\prime}=c \cdot x_{i}$ for some $c \in \mathbb{F}^{\times}$, then $\frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}=0$ for all $j \in$ $[s] \backslash\{i\}$, and so, $\left\{x_{i}\right\}$ is a connected component in $\mathscr{C}$. If $\left|\operatorname{var}\left(T_{k}^{\prime}\right)\right| \geq 2$, then as $\mathrm{C}^{\prime}$ is in the PS-orb of a canonical ROF, $T_{k}^{\prime}=Q_{k, 1}^{\prime} \cdots Q_{k, s_{k}}^{\prime}$, where $s_{k} \geq 2$. If $x_{i}, x_{j} \in \operatorname{var}\left(T_{k}^{\prime}\right)$ are such that $x_{i} \in \operatorname{var}\left(Q_{k, l}^{\prime}\right)$ and $x_{j} \in \operatorname{var}\left(Q_{k, l^{\prime}}^{\prime}\right)$, for $l \neq l^{\prime}$, then as $\frac{\partial^{2} f}{\partial x_{i} \partial x_{j}} \neq 0,\left\{x_{i}, x_{j}\right\} \in E$. On the other hand, if $l=l^{\prime}$, then as $s_{k} \geq 2$ and $Q_{k, 1}^{\prime}, \ldots, Q_{k, s_{k}}^{\prime}$ are non-constant, there exists a $x_{m} \in \operatorname{var}\left(Q_{k, l^{\prime \prime}}^{\prime}\right), l^{\prime \prime} \neq l$ such that $\frac{\partial^{2} f}{\partial x_{i} \partial x_{m}} \neq 0$ and $\frac{\partial^{2} f}{\partial x_{j} \partial x_{m}} \neq 0$. Thus, $\left\{x_{i}, x_{m}\right\},\left\{x_{j}, x_{m}\right\} \in E$ and so $x_{i}$ and $x_{j}$ are in the same connected component. Moreover, as for any $x_{i} \in \operatorname{var}\left(T_{k}^{\prime}\right)$ and $x_{j} \in \operatorname{var}\left(T_{1}^{\prime}\right) \uplus \cdots \uplus \operatorname{var}\left(T_{k-1}^{\prime}\right) \uplus \operatorname{var}\left(T_{k+1}^{\prime}\right) \uplus \cdots \uplus \operatorname{var}\left(T_{s}^{\prime}\right)$, $\frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}=0$, this connected component is exactly $\operatorname{var}\left(T_{k}^{\prime}\right)$, proving the claim.

Claim F.2. After Steps 6-8 and the for loop of lines 18-23 have been executed, for all $k \in[s]$, with high probability, $N_{\pi(k)}=\left\{Q_{k, 1}, \ldots, Q_{k, s_{k}}\right\}$ where $Q_{k, l}$ is a non-zero constant multiple of $Q_{k, l}^{\prime}$ for all $l \in\left[s_{k}\right]$ and $\pi$ is the bijection given in Claim F.1.

Proof. Fix any $k \in[s]$. If $\left|\operatorname{var}\left(T_{k}^{\prime}\right)\right|=1$, say $\operatorname{var}\left(T_{k}^{\prime}\right)=\left\{x_{i}\right\}$, then Claim F. 1 immediately implies that after Steps 6-8 have been executed, $N_{\pi(k)}=\left\{x_{i}\right\}$. On the other hand if $\left|\operatorname{var}\left(T_{k}^{\prime}\right)\right| \geq 2$, then observe that for any $x_{i} \in \operatorname{var}\left(Q_{k, l}^{\prime}\right)$,

$$
\frac{\partial \mathrm{C}^{\prime}}{\partial x_{i}}=r_{1} \cdots r_{m} \cdot \prod_{l^{\prime} \in\left[s_{k}\right] \backslash\{l\}} Q_{k, l^{\prime}}^{\prime}
$$

where $r_{1}, \cdots, r_{m}$ are pairwise variable disjoint and every $r_{i}$ is a variable or a + -rooted sub-ROF of $Q_{k, l}^{\prime}$. Hence, after the for loop 11-13 has been executed, $N_{\pi(k)}$ will contain two types of factors:

- constant multiples of $Q_{k, 1}^{\prime}, \ldots, Q_{k, s_{k}}^{\prime}$ and
- constant multiples of +-rooted sub-ROFs of $Q_{k, 1}^{\prime}, \ldots, Q_{k, s_{k}}^{\prime}$.

The first kind of factors are present because $s_{k} \geq 2, Q_{k, 1}^{\prime}, \ldots, Q_{k, s_{k}}^{\prime}$ are non-constant polynomials and being +-rooted sub-ROFs are irreducible (see Fact 2.5). As all variables appearing in any + -rooted
sub-ROF of $Q_{k, l}^{\prime}$ are also variables of $Q_{k, l}^{\prime}$, the second kind of factors are removed from $N_{\pi(k)}$ by the for loop of lines 14-16. Moreover, as $Q_{k, l}^{\prime}$ and $Q_{k, l^{\prime}}^{\prime}$ are variable disjoint for $l \neq l^{\prime}$, the first kind of factors are not removed. This means that after the for loop of lines 9-17 has been executed, for all $k \in[s], N_{\pi(k)}=\left\{Q_{k, 1}, \ldots, Q_{k, s_{k}}\right\}$ where $Q_{k, l}$ is a non-zero constant multiple of $Q_{k, l}^{\prime}$ for all $l \in\left[s_{k}\right]$. Thus, a root of $Q_{k, l}$ is also a root of $Q_{k, l}^{\prime}$.

Now, inside the loop of lines 18-23, for $r=Q_{k, l}, f\left(\operatorname{var}(r), \mathbf{x} \backslash \operatorname{var}(r)=\mathbf{a}_{r}^{\prime}\right)=c_{k, l} Q_{k, l}^{\prime}+c_{k, l}^{\prime}$ for some $c_{k, l}, c_{k, l}^{\prime} \in \mathbb{F}$. As every coordinate of $\mathbf{a}_{r}^{\prime}$ is chosen randomly (say, from a subset of $\mathbb{F}$ of size $n^{4}$ ), with high probability $c_{k, l} \neq 0$. As $\mathbf{a}_{r}$ is a root of $Q_{k, l}^{\prime}, \beta_{r}=f\left(\operatorname{var}(r)=\mathbf{a}_{r}, \mathbf{x} \backslash \operatorname{var}(r)=\mathbf{a}_{r}^{\prime}\right)=c_{k, l}^{\prime}$. Hence, after this loop has been executed $r=c_{k, l} Q_{k, l}^{\prime, l}$, proving the claim.

Thus, for all $k \in[s], T_{k}^{\prime}$ is a non-zero constant multiple of the product of the polynomials in $N_{\pi(k)}$. So, for some $c_{1}, \ldots, c_{s} \in \mathbb{F}^{\times}, \mathrm{C}^{\prime}=T_{1}^{\prime}+\cdots T_{s}^{\prime}+\gamma^{\prime}=\sum_{k \in[s]} c_{k} \cdot \prod_{l \in\left[s_{k}\right]} Q_{k, l}+\gamma$. Since in Step 24 , $\mathbf{a}$ is a common root of $Q_{k, l}$, for all $k \in[s]$ and $l \in\left[s_{k}\right], \gamma^{\prime}=f(\mathbf{a})=\gamma$. As the polynomials in $\left\{\prod_{l \in\left[s_{k}\right]} Q_{k, l}: k \in[s]\right\}$ are linearly independent, $c_{1}, \ldots, c_{s}$ are unique. Once $c_{1}, \ldots, c_{s}$ have been learnt in Step 25 and $N_{1}, \ldots, N_{s}$ updated in Step 26 , we have for all $k \in[s], T_{k}^{\prime}$ is equal to the product of the polynomials in $N_{\pi(k)}$. For all $k \in[s]$ and $l \in\left[s_{k}\right]$, as $Q_{k, l}$ is a product-depth $\Delta$ ROF in the PS-orb of a canonical ROF, from the induction hypothesis, the output of Reconstruct-ROF $\left(Q_{k, l}\right)$ is a ROF in the PS-orb of a canonical ROF and is equal to $Q_{k, l}$ up to scaling of the leaves. After the loop 27-32 has been executed, for all $k \in[s], T_{\pi(k)}$ is an ROF in the PS-orb of a canonical ROF and is equal to $T_{k}^{\prime}$ up to scaling of the leaves. Hence, $\mathrm{C}^{\prime}=T_{1}^{\prime}+\cdots+T_{s}^{\prime}+\gamma^{\prime}=T_{1}+\cdots+T_{s}+\gamma=\mathrm{C}$.

For the "moreover" part of the lemma, notice that from the induction hypothesis, we have the desired one-to-one correspondence between gates of the ROF output by Reconstruct-ROF $\left(Q_{k, l}\right)$ and the gates of $Q_{k, l}$ for all $k \in[s]$ and $l \in\left[s_{k}\right]$. Then, as $T_{\pi(k)}=T_{k}^{\prime}$, this yields the desired one-to-one correspondence between the gates of $\mathrm{C}^{\prime}$ and C .

## Running time of the algorithm

We will show that the algorithm runs in time poly $(n)$. From black-box access to $f$, a black-box access to $\frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}$, for any $i, j \in[n]$, can be computed in $\operatorname{poly}(n)$ time (Fact A.1). Whether $\frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}$ is zero or not can be determined in poly $(n)$ time using the Schwartz-Zippel test. Hence $G$ can be constructed in time poly $(n)$. The connected components of $G$ can also be computed in poly $(n)$ time. Clearly, lines 6-8 run in $\operatorname{poly}(n)$ time. Now we analyse the runtime of the loop of lines 9-17.

A black-box access to $\frac{\partial f}{\partial x_{i}}$ can be obtained in poly $(n)$ time from black-box access to $f$. Once we have black-box access to $\frac{\partial f}{\partial x_{i}}$, black-box access to its irreducible factors can be computed in poly $(n)$ time using the algorithm in [KT90]. Hence, the for loop of lines 11-13 executes in poly ( $n$ ) time. For Step 15, $\operatorname{var}\left(r_{1}\right)$ and $\operatorname{var}\left(r_{2}\right)$ can be determined by obtaining black-box access to the derivatives of $r_{1}$ and $r_{2}$ with respect to all $\mathbf{x}$ variables and checking using the Schwartz-Zippel lemma which of them are non-zero. Thus this step, and hence, the for loop of lines 14-16 executes in poly $(n)$ time.

Once we have black-box access to all polynomials in $N_{1}, \ldots, N_{s}$, for all $k \in[s]$ and all $r \in N_{k}$, $\mathbf{a}_{r}^{\prime}$ and $\mathbf{a}_{r}$ can be computed in poly $(n)$ time. To construct $\mathbf{a}_{r}$, first set all but one variable appearing in $r$ to random values. After doing this, $r$ becomes an affine form whose root can be computed easily. Notice that on line 21, we obtain black-box access to $Q_{k, l}$ using only one query to $f$.

The vector a can be constructed in poly ( $n$ ) time by just combining all $\mathbf{a}_{r}$ 's constructed in the loop of lines 18-23. To compute $c_{1}, \ldots, c_{s}$ in Step 25, we can simply evaluate $f$ and $\prod_{l \in s_{k}} Q_{k, l}$ for all
$k \in[s]$ at $s$ many random points $\mathbf{b}_{1}, \ldots \mathbf{b}_{s}$ and solve the linear system of equations

$$
\left\{f\left(\mathbf{b}_{i}\right)-\gamma=\sum_{k \in[s]} c_{k} \cdot \prod_{l \in s_{k}} Q_{k, l}\left(\mathbf{b}_{i}\right): k \in[s]\right\}
$$

for $c_{1}, \ldots, c_{s}$. As $\left\{\prod_{l \in\left[s_{k}\right]} Q_{k, l}: k \in[s]\right\}$ are linearly independent, with high probability, the coefficient matrix of this system will be invertible.

So far we have shown that for each call to the algorithm, the time spent outside the recursive calls on line 30 is poly $(n)$. Now, given input $f$, the total number of recursive calls is at most $\operatorname{poly}(n)$. This is because each leaf of the recursion tree corresponds to a distinct variable in $\mathbf{x}$ and whenever Reconstruct-ROF $(r)$ is called from inside Reconstruct-ROF $\left(r^{\prime}\right), \operatorname{var}(r) \subsetneq \operatorname{var}\left(r^{\prime}\right)$. Thus, the runtime of the algorithm is poly $(n)$, as a black-box query to $r$ amounts to only one query to $f$.

## F. 3 Canonization: Recovering scaling and translation

We shall slightly abuse the terminology in this section and say that a leaf of an ROF is a variable if it is a constant multiple of a variable. This is consistent with our assumption in the previous section that any leaf of an ROF is either a constant multiple of a variable or a constant. To recover the scaling matrix and the translation vector, we use the following procedure.

## Procedure 14 Canonize(C)

Input: An ROF C in the PS-orb of a canonical ROF.
Output: A scaling matrix $S \in \mathrm{GL}(|\mathbf{x}|, \mathbb{F})$ and a vector $\mathbf{b}$ such that $\mathrm{C}(S \mathbf{x}+\mathbf{b})$ is a canonical ROF.

1. $N_{1} \leftarrow$ set of all +-gates in C directly connected to a variable. $N_{2} \leftarrow$ set of all variable leaves connected to $\times$-gates. Initialize $S \leftarrow I_{n \times n}$ and $\mathbf{b}=\left(b_{1}, \ldots, b_{n}\right)=\mathbf{0}$.
for $v \in N_{1} \uplus N_{2}$ do
2. If $v \in N_{1}$ and the variable and constant children of $v$ are $\alpha_{i} x_{i}$ and $\beta_{i}$ respectively, where $\alpha_{i} \in \mathbb{F}^{\times}$, then $b_{i} \leftarrow \frac{-\beta_{i}}{\alpha_{i}}$ and $S \leftarrow \operatorname{diag}\left(0, \ldots, 0, \alpha_{i}^{-1}, 0, \ldots, 0\right) \cdot S$.
3. Else, if $v \in N_{2}$ and $v=\alpha_{i} x_{i}, \alpha_{i} \in \mathbb{F}^{\times}, S \leftarrow \operatorname{diag}\left(0, \ldots, 0, \alpha_{i}^{-1}, 0, \ldots, 0\right) \cdot S$ and $b_{i} \leftarrow 0$.
end for
Return $S$, b.
Clearly, the procedure runs in $\operatorname{poly}(n)$ time; its correctness follows from the next observation.
Observation F.1. Let $S, \mathbf{b}=$ Canonize $(\mathbf{C})$. Then, $\mathrm{C}(S \mathbf{x}+\mathbf{b})$ is a canonical ROF.
Proof. Let $v \in N_{1}$ and let the variable and constant children of $v$ be $\alpha_{i} x_{i}$ and $\beta_{i}$, respectively. As $b_{i}=\frac{-\beta_{i}}{\alpha_{i}}$ and $S$ is updated as $\operatorname{diag}\left(0, \ldots, 0, \alpha_{i}^{-1}, 0, \ldots, 0\right) \cdot S$, after the execution of the loop of lines 2-5, $\alpha_{i} x_{i}+\beta_{i}$ from $\mathbf{C}$ becomes $x_{i}$ in $C(S \mathbf{x}+\mathbf{b})$. Similarly, if $v \in N_{2}$ and $v=\alpha_{i} x_{i}$, because $S$ is updated as $\operatorname{diag}\left(0, \ldots, 0, \alpha_{i}^{-1}, 0, \ldots, 0\right) \cdot S$, after the execution of the loop of lines 2-5, $\alpha_{i} x_{i}$ becomes $x_{i}$ in $\mathrm{C}(S \mathbf{x}+\mathbf{b})$. Since the only difference between a canonical ROF and an ROF in its PS-orb is that in the latter a variable can be scaled and translated, this proves the observation.

We now show that not only does Procedure 14 recover the translation vector but also that this vector is recovered uniquely. The following claim comes in handy in Appendix E.

Claim F.3. Let $\mathrm{C}^{\prime}$ be an ROF in the PS-orb of a canonical ROF, $\mathrm{S}^{\prime}$ be a scaling matrix and $\mathbf{b}^{\prime}$ a translation vector such that $\mathrm{C}^{\prime}\left(S^{\prime} \mathbf{x}+\mathbf{b}^{\prime}\right)$ is a canonical ROF. Also, let $\mathrm{C}=\operatorname{Reconstruct-ROF}\left(\mathrm{C}^{\prime}(\mathbf{x})\right)$ and $S, \mathbf{b}=$ Canonize(C). Then, $\mathbf{b}=\mathbf{b}^{\prime}$.

Proof. Let $v \in N_{1} \uplus N_{2}$. From Lemma F.1, the corresponding gate $v^{\prime}$ in $\mathrm{C}^{\prime}$ is such that $v=c \cdot v^{\prime}$ for some $c \neq 0$. So, if $v \in N_{1}$, then $v^{\prime}$ must be a + gate with variable and constant children. If the variable and constant children of $v^{\prime}$ are $\alpha_{i}^{\prime} x_{i}$ and $\beta_{i}^{\prime}$, respectively, then the variable and the constant children of $v$ are $c \alpha_{i}^{\prime} x_{i}$ and $c \beta_{i}^{\prime}$, respectively. Observe that $b_{i}^{\prime}=\frac{-\beta_{i}^{\prime}}{\alpha_{i}^{\prime}}$. Thus, $b_{i}=\frac{-c \beta_{i}^{\prime}}{c \alpha_{i}^{\prime}}=\frac{-\beta_{i}^{\prime}}{\alpha_{i}^{\prime}}=b_{i}^{\prime}$. Similarly, if $v \in N_{2}$, then $v^{\prime}$ is also a variable leaf. Thus, $b_{i}=b_{i}^{\prime}=0$.

## G A pictorial overview of Algorithm 1

In this section, we pictorially depict the execution of Algorithm 1. We consider the following simple example to show the working of Phase 1 of the algorithm mentioned in Section 4.1.


In the following figures, $\ell_{i}, \ell_{i, j}, \ell_{i, j}^{\prime}, h_{i}, h_{i}^{\prime}, h_{i, j}, h_{i, j}^{\prime}$ etc. denote affine forms.


Step 1

In Step 1, all the good terms of $f$ are made variable disjoint. Furthermore, every "good" linear factor - affine form connected to a $\times$ gate computing a polynomial of degree at least 3 in $f$ gets mapped to (a constant multiple) of a distinct variable. In our example, the good term has three good linear factors, which have been mapped to $z_{1,1}, z_{1,2}, z_{1,3}$. Also, there are five good linear factors in the bad term; these have been mapped to $z_{2,1}, \ldots, z_{2,5}$. Let $\mathbf{z}_{1}:=\left\{z_{1,1}, z_{1,2}, z_{1,3}\right\}$, $\mathbf{z}_{2}:=\left\{z_{2,1}, \ldots, z_{2,5}\right\}, \mathbf{z}:=\mathbf{z}_{1} \uplus \mathbf{z}_{2}$, and $\mathbf{y}:=\mathbf{x} \backslash \mathbf{z}$. Step 2 extensively uses skewed paths. In the above figure, there are two skewed paths identified by the "marker monomials" $z_{2,1}$ and $z_{2,1} z_{2,2}$.


Step 2.1

In Step 2.1, every affine form corresponding to a variable in the top quadratic form or a quadratic form along a skewed path which is redundant for $\operatorname{det}\left(H_{\mathrm{C}}\right)$ is mapped to an affine form of the type $y_{i, j}+h_{i, j}(\mathbf{z})$. In the above figure, the $\mathbf{y}$-variables corresponding to affine forms in the top quadratic form and in the quadratic form along the skewed path $z_{2,1} z_{2,2}$ are $y_{3,1}, y_{3,2}$ and $y_{2,1}, y_{2,2}$, respectively. We shall refer to all the remaining $\mathbf{y}$-variables, i.e., $y_{0,} y_{2,3}, y_{2,4}$ as $\mathbf{u}$-variables.


Step 2.2
In Step 2.2, every affine form corresponding to a dangling variable along a skewed path which is redundant for $\operatorname{det}\left(H_{\mathrm{C}}\right)$ is mapped to an affine form of the type $u_{i}+h_{i}(\mathbf{z}, \mathbf{y} \backslash \mathbf{u})$. There might be dangling variables along skewed paths that are present in a set of essential variables of $\operatorname{det}\left(H_{\mathrm{C}}\right)$. In our simple example, such variables are not present. In the general case, such variables can be
handled by picking a basis of an appropriate vector space. This space is spanned by the u-parts of the affine forms corresponding to the dangling variables along skewed paths and the top dangling variable (see Section 4.1 for more details). A word of caution: the affine form corresponding to the top dangling variable has not been handled; it will be fixed in Step 3. Let $\mathbf{y}_{2}=\left\{u_{1}, u_{2}, y_{2,1}, y_{2,2}\right\}$. In the above figure, the variables in $\mathbf{z}_{1}$ and $\mathbf{y} \backslash \mathbf{y}_{2}$ are external for the bad term and all variables in $\mathbf{x} \backslash\left\{y_{3,1}, y_{3,2}\right\}$ are external for the top quadratic form. These will be removed in Step 2.3.


Step 2.3

In Step 2.3, external variables are removed from the affine forms in the top quadratic form, quadratic forms along skewed paths and corresponding to dangling variables along skewed paths. In the above figure, $h_{i, j}^{\prime}$ and $h_{i}^{\prime}$ are obtained after removing external variables from $h_{i, j}$ and $h_{i}$, respectively.


$$
\text { Step } 3
$$

In Step 3, the affine form corresponding to the top-most dangling variable is mapped to $u_{0}+\alpha_{0}, \alpha_{0} \in$ $\mathbb{F}$. Now, all the terms of $f$ are variable disjoint. After this, we recursively call Algorithm 1 on the factors of the good and the bad terms to map them to variable disjoint ROFs.


[^0]:    *Partially supported by a MATRICS grant of the Science and Engineering Research Board, DST, India.
    ${ }^{\dagger}$ Supported by the Prime Minister's Research Fellowship, India.

[^1]:    ${ }^{1}$ i.e., the number of variables cannot be reduced by applying an invertible linear map on the variables.
    ${ }^{2}$ If $n$ is odd, the quadratic form is in the orbit of $x_{1} x_{2}+\ldots+x_{n-2} x_{n-1}+x_{n}^{2}$. The "odd $n$ " case can be reduced to the "even $n$ " case of the quadratic form equivalence problem over $\mathbb{C}$ by simply adding $x_{n+1}^{2}$ to both the input forms. The correctness of this reduction follows from Witt's cancellation theorem [Wit37]; see [CMM17] for a self-contained proof.
    ${ }^{3}$ That $\mathbb{F}=\mathbb{C}$ is not very crucial here. Over an arbitrary $\mathbb{F}$ of characteristic $\neq 2$, a quadratic form is in the orbit of some $a_{1} x_{1}^{2}+\ldots+a_{n} x_{n}^{2}$, where $a_{i} \in \mathbb{F}$. Observe that $a_{1} x_{1}^{2}+\ldots+a_{n} x_{n}^{2}$ is an ROF with every $x_{i}$ replaced by $x_{i}^{2}$. We call a formula a power-substituted ROF if it is derived from an ROF by replacing every $x_{i}$ by $x_{i}^{e_{i}}$ for some $e_{i} \in \mathbb{N}$. Although we work with conventional ROFs in this work, our results and analysis are likely to generalize (after some modifications) to power-substituted ROFs. See Section 6 for an evidence supporting this belief.

[^2]:    ${ }^{4}$ A polynomial is $s$-sparse if it has at most $s$ monomials with non-zero coefficients.
    ${ }^{5} \mathrm{An}$ ROABP is an expression $\mathbf{1}^{T} \cdot M_{1}\left(x_{1}\right) \cdots M_{n}\left(x_{n}\right) \cdot \mathbf{1}$, where $\mathbf{1}$ is the all-one column vector and each $M_{i}\left(x_{i}\right)$ is a matrix whose entries are univariate polynomials in $x_{i}$. ROABPs generalize sparse polynomials and ROFs significantly.
    ${ }^{6}$ Orbit of a circuit class $\mathscr{C}$, denoted as $\operatorname{orb}(\mathscr{C})$, is the union of the orbits of circuits in $\mathscr{C}$. Learning orb $(\mathscr{C})$ amounts to outputting a circuit $C \in \mathscr{C}$ and an invertible $A$ from black-box access to a $f(\mathbf{x}) \in \operatorname{orb}(\mathscr{C})$ such that $C$ computes $f(A \mathbf{x})$.
    ${ }^{7}$ The set of affine projections of an $n$-variate polynomial $f(\mathbf{x})$ is the set $\left\{f(A \mathbf{x}+\mathbf{b}): A \in \mathbb{F}^{n \times n}\right.$ and $\left.\mathbf{b} \in \mathbb{F}^{n}\right\}$.
    ${ }^{8}$ The closure of $\operatorname{orb}(f)$ is the Zariski closure of the set of coefficient vectors of polynomials in orb $(f)$.

[^3]:    ${ }^{9}$ The search version of PE asks to find an $A \in \mathrm{GL}(n, \mathbb{F})$ s.t. $f=g(A \mathbf{x})$, if such an $A$ exists. For the search version of QFE over C, we work with a computation model that allows basic complex arithmetic and square root finding.
    ${ }^{10}$ Several prior works have given efficient non-degenerate case learning algorithms for various subclasses of formulas for which worst-case learning are likely hard (see [GKS20,KS19, KNS19, GKQ14, GKL11,BGKS21]).
    ${ }^{11}$ The Boolean analogue of the SP polynomial is a read-once DNF which is also known as the tribes function.

[^4]:    ${ }^{12}$ The algorithm finds an $A=P S B$, where $P$ is a permutation matrix and $S$ is a diagonal matrix, from the factors of $\operatorname{det}\left(H_{f}\right)$. It then interpolates $f\left(A^{-1} \mathbf{x}\right)$ (using the sparse polynomial interpolation algorithm in [KS01]) to learn $P$ and $S$ (up to the symmetries of the polynomial SP).
    ${ }^{13}$ This problem was referred to as the polynomial decomposition problem in [Kay11]. It should not be confused with the functional decomposition of polynomials which is also known as the polynomial decomposition problem.
    ${ }^{14}$ See Definition 2.1.

[^5]:    ${ }^{15}$ Observe that if the top +-gate has a variable child, then the Hessian determinant is identically zero over any $\mathbb{F}$.

[^6]:    ${ }^{16}$ See the paragraph before Claim 3.2 for relevant terminologies. Partitioning a set of essential variables into truly essential variables and ordinary essential variables helps us crucially in the arguments.

[^7]:    ${ }^{17}$ More generally, this is true if $r_{i}$ is a multilinear polynomial having at least two non-trivial factors. But, $c$ need not be unique if $r_{i}$ is not multilinear. For example, if $r_{i}=x^{2}$, then $g_{i}-c$ is reducible for both $c=0$ and $c=1$.
    ${ }^{18} \operatorname{As} \operatorname{deg}\left(\alpha \cdot r_{i, j}\right) \geq 1$, the degree of $\alpha^{-1} \cdot \prod_{l \in\left[m_{i}\right] \backslash\{j\}} r_{i, l}$ is at most $n-1$.

[^8]:    ${ }^{19}$ The Lie algebra associated with (the group of symmetries of) an $n$-variate polynomial $f$ is the space of matrices $\left(a_{i, j}\right)_{i, j \in[n]}$ satisfying the equation $\sum_{i, j \in[n]} a_{i, j} \cdot x_{j} \frac{\partial f}{\partial x_{i}}=0$.
    ${ }^{20}$ The SP polynomial is thus a unique example for which three different equivalence testing algorithms are known.
    ${ }^{21}$ Even the quadratic case is quite non-trivial for IP1S as we are dealing with tuples of polynomials.

[^9]:    ${ }^{22}$ Two polynomials $f, g \in \mathbb{F}[\mathbf{x}]$ are permutation equivalent if there is a permutation matrix $P$ such that $f=g(P \mathbf{x})$.

[^10]:    ${ }^{23}$ Here we are using a slightly general definition of orbit; see the remark after Definition 2.4.

[^11]:    ${ }^{24}$ We stress that the Hessian of a polynomial $g$ is with respect to $\operatorname{var}(g)$ (unless mentioned otherwise).
    ${ }^{25}$ We need not mention $\operatorname{det}\left(H_{T_{s_{2}+1}}\right), \ldots, \operatorname{det}\left(H_{T_{s^{\prime}}}\right)$ as these are nonzero constants.

[^12]:    ${ }^{26}$ Although Phase 1 computes an affine transformation $A_{0} \mathbf{x}+\mathbf{b}$, it only outputs $A_{0}$. Indeed, the terms of $f\left(A_{0} \mathbf{x}+\mathbf{b}\right)$ are variable disjoint if and only if the terms of $f\left(A_{0} \mathbf{x}\right)$ are variable disjoint.
    ${ }^{27}$ Absorbing an appropriate constant into $Q$ (i.e., rescaling $Q$ ) essentially means that we are starting with a different (but equally valid) $B$ and d. But this is fine as the algorithm is oblivious to the choice of $B$ and $\mathbf{d}$.
    ${ }^{28}$ The affine form $h_{i}$ in Step 2.1 should not be confused with the Hessian determinant $h_{i}$ in Step 1.

[^13]:    ${ }^{29}$ Here, we are overloading the notation a bit. In Steps 1 and $2, \mathbf{z}_{k}$ was the variables of the Hessian determinant of $T_{k}$ evaluated at $B R A_{0} \mathbf{x}+\mathbf{d}$. In other words, the new set of $\mathbf{z}_{k}$ variables is the disjoint union of the old $\mathbf{z}_{k}$ and $\mathbf{y}_{k}$.

[^14]:    ${ }^{30}$ Here $n^{5}$ is somewhat arbitrary. We simply want to ensure that after we apply union bound to the error probabilities in different steps of the algorithm, the total error probability is still small.

[^15]:    ${ }^{31}$ As mentioned in Section 4.1, absorbing $\beta$ in $Q$ means that we are starting with a different but equally valid $B$. This 'new' $B$ is obtained from the 'old' $B$ by scaling rows labelled by appropriate variables in $\mathbf{z}$ '. Hence, Claim 4.3 continues to hold.

[^16]:    ${ }^{32}$ If the permutation matrix that we need to apply to C is $P$, then the new ROF is $\mathrm{C}(P \mathbf{x})$ and the matrix transforming it to $f\left(A_{0} \mathbf{x}+\mathbf{b}\right)$ is $P^{-1} B A_{0}$. While we proved Claim 4.3 for C and $B A_{0}$, it continues to hold for $\mathrm{C}(P \mathbf{x})$ and $P^{-1} B A_{0}$. This is so, because if the leaf in $C$ labelled by $x$ is labelled by $x^{\prime}$ in $\mathrm{C}(P \mathbf{x})$, then the linear form that $P^{-1} B A_{0}$ maps $x^{\prime}$ to, i.e., the 'new' $\ell_{x^{\prime}}^{(0)}$, is the 'old' $\ell_{x}^{(0)}$. In other words, permuting the variables in C just results in the leafs of C and the rows of $B A_{0}$ being relabelled consistently. Through out the analysis, we shall permute the variables of $C$ many times, however each time we do this, everything that we have proved up to that point for $C$ and the matrix transforming it to $f\left(A_{0} \mathbf{x}+\mathbf{b}\right)$ would continue to hold for the new C and the new matrix.
    ${ }^{33} y_{i, j, l}^{\prime}+h_{i, j, l}$ need not necessarily be $\ell_{y}^{(0)}\left(A_{1}^{\prime} \mathbf{x}\right)$. This is so, because for any $i \in\{0, \ldots, m\}$, an invertible matrix mapping $q_{i}$ to $\widetilde{q}_{i}$ need not be unique.

[^17]:    ${ }^{34}$ Here we are overloading the notation. Now $\mathbf{z}_{k}=\operatorname{var}\left(\widehat{T}_{k}(A \mathbf{x}+\mathbf{b})\right)$. but in Sections 4.3.1 and 4.3.2 it was a set of essential variables of $\operatorname{det}\left(H_{T_{k}}\right)$ evaluated at $B R A \mathbf{x}+\mathbf{d}$. The new $\mathbf{z}_{k}$ is the union of the old $\mathbf{z}_{k}$ and $\mathbf{z}_{y}$.

[^18]:    ${ }^{35} \mathrm{~A}$ univariate-substituted ROF is obtained from an ROF by substituting every variable $x_{i}$ by an arbitrary (and unknown) univariate polynomial $g_{i}\left(x_{i}\right)$. Such ROFs were called preprocessed ROFs in [SV14].

[^19]:    ${ }^{36}$ For $m<n \in \mathbb{N},[m, n]:=\{m, \ldots, n\}$

[^20]:    ${ }^{37}$ Since $T_{x, i, j}$ is a $\times$-rooted sub-ROF of $T$, we can define $\left[H_{T_{x, i j}}^{\prime}\right]$ in the same way as $\left[H_{T}^{\prime}\right]$.

[^21]:    ${ }^{38}$ The algorithm can be easily adapted to work for a general ROF. However, since we only need to reconstruct ROFs in the PS-orb of a canonical ROF, we present the algorithm and its analysis just for ROFs in this form.

[^22]:    Algorithm 13 Reconstruct-ROF $(f(\mathbf{x}))$
    Input: Black-box access to an $n$-variate ROF $f(\mathbf{x})$ in the PS-orb of a canonical ROF.
    Output: An ROF C in the PS-orb of a canonical ROF computing $f$.

