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Abstract

We consider the Max-Cut problem, asking how much space is needed by a streaming algorithm in order to estimate the value of the maximum cut in a graph. This problem has been extensively studied over the last decade, and we now have a near-optimal lower bound for one-pass streaming algorithms, showing that they require linear space to guarantee a better-than-2 approximation [KKS15, KK19]. This result relies on a lower bound for the cycle-finding problem, showing that it is hard for a one-pass streaming algorithm to find a cycle in a union of matchings.

The end-goal of our research is to prove a similar lower bound for multi-pass streaming algorithms that guarantee a better-than-2 approximation for Max-Cut, a highly challenging open problem. In this paper, we take a significant step in this direction, showing that even $o(\log n)$-pass streaming algorithms need $n^{\Omega(1)}$ space to solve the cycle-finding problem. Our proof is quite involved, dividing the cycles in the graph into “short” and “long” cycles, and using tailor-made lower bound techniques to handle each case.
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1 Introduction

How well can the value of the maximum cut (Max-Cut) in a graph be approximated with a polynomial time algorithm? This question was studied for decades, culminating in the celebrated Goemans-Williamson algorithm [GW95] that gives a 1.138 approximation, that was later shown to be optimal under the Unique Games Conjecture [KKMO07]. The Max-Cut question has also been of special interest to the streaming community [sub], and after extensive research efforts, the space complexity of one-pass streaming algorithms for Max-Cut is now well understood.

A recent effort by the streaming community is to devise lower bounds against multi-pass algorithms. This paper is a part of this effort, with the end goal of showing that streaming algorithms that compute a better-than-2 approximation of Max-Cut require at least $n^{\Omega(1)}$ space, even if $\omega(1)$ passes are allowed. Note that a 2-approximation is trivial, as a random cut contains at least half of the edges in the graph. However, such a lower bound is likely to be very challenging as it would subsume technically complex lower bounds in the streaming literature (surveyed below). In this paper, we take a significant step towards this goal and give a lower bound for an associated search problem.

$(1+\epsilon)$-approximation and the BHM problem. The Boolean Hidden Matching (BHM) is a popular two-party communication problem [BYJK04, GKK+07]. Here, Alice’s input is a uniformly random cut over $n$ vertices, and Bob’s input is obtained by sampling a uniformly random matching and dropping all the edges that do not cross Alice’s cut in the “yes” case\(^\dagger\), and dropping each edge independently with probability half in the “no” case. The goal of the parties is to determine which is the case. In their influential work, [GKK+07] showed a lower bound saying that any one-way protocol that solves the BHM problem must have Alice sending at least $\Omega(\sqrt{n})$ bits to Bob.

The seminal work of Verbin and Yu [VY11] uses this lower bound, together with novel “gadget-based” reductions, to prove lower bounds on the space required by graph streaming algorithms. More reductions were discovered by subsequent works [BS15, LW16, AKL17, BCK+18, EHL+18, HP19], including reductions from the Max-Cut problem [KK15, KKS15]. These lower bounds have also been extended to multi-pass streaming algorithms by recent works [AKSY20, AV21]. However, the gadget based reductions in this line of work only rule out small constant factor approximations for Max-Cut by streaming algorithms.

2-approximation and the distribution $G$. Kapralov, Khanna, and Sudan [KKS15] (and subsequent works [KKSV17, KK19]) devised an improved reduction that can also rule out any streaming algorithm guaranteeing any approximation factor better-than-2. The best way to understand this result is to view their graph as a union of many matchings, with each

\(^\dagger\)As Alice’s cut is uniformly random, this means that Bob drops half of his edges in expectation.
matching resembling an instance of the BHM problem\(^2\).

In more detail, let \( G = G_{n,T} \) be the distribution over \( n \)-vertex graphs whose edge set is a union of \( T \) matchings, selected independently and uniformly at random. Let \( G^Y \) be the “yes” distribution obtained by sampling a graph from \( G \), then sampling a uniformly random cut and deleting all the edges that are not in the cut. Let \( G^N \) be the “no” distribution obtained by sampling a graph from \( G \) and randomly deleting each edge with probability \( \frac{1}{2} \). Observe that by construction, graphs in the support of \( G^Y \) have a cut that consists of all the edges, and that, as \( T \) increases, the maximum cut of graphs in the support of \( G^N \) has roughly half of the edges (with high probability). Therefore, a lower bound on algorithms distinguishing between these two distributions is also a lower bound on getting a better-than-2 approximation of Max-Cut.

As in other works in the streaming literature that give lower bounds for Max-Cut [AKSY20, AV21], this is done through the following perspective of a cycle problem (see also [CKKP21]): Graphs in the support of \( G^Y \) are bipartite, and therefore have no odd cycles, whereas graphs in the support of \( G^N \) have many (short) odd cycles with high probability. In this perspective, [KKS15] show that:

**Theorem 1.1** ([KKS15], Informal). Any one-pass streaming algorithm that decides if an input graph has an odd cycle, under the promise that the graph was either sampled from \( G^Y \) or \( G^N \), must use \( \Omega(\sqrt{n}) \) space.

At a very high level, to prove Theorem 1.1, [KKS15] use the BHM lower bound\(^3\) to argue that even if the streaming algorithm knew the sampled cut, any given matching cannot help the algorithm distinguish between the two cases, and a hybrid argument over all matchings then yields the desired lower bound.

**The cycle-finding problem.** As Theorem 1.1 gives a lower bound for a decision problem, it also trivially implies a lower bound for the associated search problem of finding an odd cycle in a graph sampled from \( G^N \). Going back to the Max-Cut problem, this corresponds to finding a cycle-based certificate for proving that the graph has a small maximum cut. The proof of [KKS15] even shows the following slightly stronger search lower bound:

**Theorem 1.2** ([KKS15], Informal). Any one-pass streaming algorithm that outputs a cycle\(^4\) in a graph sampled from \( G \) with constant probability must use \( \Omega(\sqrt{n}) \) space.

\(^2\)In their original work, [KKS15] worked with sparse random graphs instead of matchings. This was done to show a lower bound for randomly-ordered streams but is not crucial for our purposes.

\(^3\)The BHM lower bound is a one-way communication lower bound, but it is well known that such lower bounds imply streaming lower bounds.

\(^4\)Ruling out algorithms outputting any cycle (not necessarily odd), as is done by [KKS15] and by our work (see Theorem 1.3), is not a huge overkill, at least if one wants to generalize the lower bound to only marginally more general constraint satisfaction problems, such as Max-2XOR. Recall that Max-2XOR is the same as Max-Cut except that each edge has a 0/1-label and the goal is to output a cut with as many 1 edges and as few 0 edges as possible.
1.1 Our Result

Theorems 1.1 and 1.2 above are restricted to one-pass streaming algorithms. This is because they crucially rely on the hardness of the BHM problem, and the BHM problem can be solved using only $O(\log n)$ bits of communication if Bob is allowed to send one of his edges to Alice. Our main result in this paper is removing this restriction and showing a multi-pass analogue of Theorem 1.2. Getting a similar analogue of Theorem 1.1 would mean getting a lower bound against multi-pass streaming algorithms computing a better-than-2 approximation of Max-Cut, and is an outstanding problem that we hope to see resolved soon.

Theorem 1.3 (Main, see formal statement as Theorem 4.3). Any $o(\log n)$-pass streaming algorithm that outputs a cycle in a graph sampled from $\mathcal{G}$ with constant probability must use $n^{\Omega(1)}$ space.

We mention that [AKSY20, AV21] implicitly show theorems akin to Theorem 1.3, proving that multi-pass streaming algorithms cannot find a cycle in the input graph, albeit with a different distribution $\mathcal{G}$. Specifically, [AKSY20, AV21] worked with a distribution over graphs that (roughly) are a union of vertex disjoint cycles of length $k$, for some constant length $k > 0$. However, requiring that the cycles are vertex disjoint implies that there is always a cut that contains all but one of the edges in every cycle, and therefore [AKSY20, AV21] only obtain a lower bound against algorithms that (roughly) guarantee a strong $(1 + \frac{1}{k})$-approximation to Max-Cut.

In fact, the argument above applies to any distribution where the cycles are “more-or-less-disjoint”, and the only way to get the optimal 2-approximation lower bound from a theorem like Theorem 1.3, is to work with a distribution where the cycles are unstructured and entangled with one another (like the distribution $\mathcal{G}$ used by [KKS15, KKSV17, KK19] and also used in this work). While proving Theorem 1.3 using such an entangled distribution is crucial, it is also the main source of hardness, as analyzing such distributions poses several challenges, as explained next.

1.2 Our Techniques

We now provide a very brief overview of our techniques. For a detailed exposition, see Section 2.

Recall that unlike previous lower bounds on multi-pass algorithms for cycle problems [AKSY20, AV21], our Theorem 1.3 imposes very little structure on the graph instances that it works with. This makes our proof very different from the proofs found in these works. Specifically, as [AKSY20, AV21] deal with graphs that are a union of vertex disjoint cycles of the same length, algorithms in their settings, roughly speaking, have only one way to output a cycle, which is to pick a start vertex and chase one of its edges till it loops back. This makes such algorithms amenable to “pointer chasing techniques”, roughly saying that a small space algorithm can only advance by one edge in one pass, and implying that the number of passes must be comparable to the length of the cycles.
In contrast, our Theorem 1.3 shows a multi-pass lower bound for an extremely unstructured instance, with no guarantee on the length or the structure of the cycles it contains. In particular, our instances are likely to have extremely short cycles, even cycles of length 2, and an algorithm may just try to find one such short cycle in the graph and output it. As we allow the streaming algorithm to have up to $o(\log n)$ passes, it has enough passes to explore this short cycle and standard pointer chasing techniques will not apply.

To deal with such algorithms, we divide the cycles in the graph into short cycles, with length at most $\kappa \log n$, for some $\kappa > 0$, and long cycles that are longer than $\kappa \log n$. We then separately show that there is no low-space, $o(\log n)$-pass streaming algorithm that outputs a short cycle, and that there is no such algorithm that outputs a long cycle, and apply a union bound. Both of these proofs actually classify the respective cycles further to various patterns, where the pattern for a cycle says which of the $T$ matchings each of its edges come from, and bound the probability of outputting a cycle following a given pattern (see Definition 3.2).

**Short cycles.** For a short cycle with a fixed pattern, we are able to show that finding such a cycle is equivalent to solving set-intersection, and use the set-intersection lower bounds from the literature [BFS86, Raz90, KS92]. As an example, consider algorithms that output cycles following the pattern $(1, 2)$, *i.e.*, cycles with two edges, where the first edge comes from the first matching and the second edge comes from the second matching. Observe that an algorithm can only output such a cycle if it finds an edge that is contained in the intersection of the first and second matchings, and thus, we can reduce to an instance of set-intersection. Of course, complications arise when dealing with other, more complicated patterns, but this underlying idea remains valid.

**Long cycles.** For a long cycle with a fixed pattern, we use the pointer-chasing techniques described above, carefully adapting them to our setting. The key difference is that in standard pointer chasing, the graph is a union of vertex disjoint paths and the goal is to chase one of these paths given its start vertex. For us, the various cycles that follow a pattern may not be vertex disjoint, and, moreover, it is okay to output any one of these cycles. For the former, we prove combinatorial lemmas showing that it is possible to carefully select a large set of vertex disjoint cycles with high probability, and embed a pointer chasing instance on these cycles. For the latter, we use a direct product result to show that outputting any specific such cycle is only possible with negligible probability, and then use a union bound over all cycles.

### 1.3 Additional Related Work

**Boolean Hidden Matching.** The BHM problem [BYJK04, GKK+07], was originally studied in order to get a separation between quantum and classical communication complexity. The communication complexity of BHM is $\Theta(\sqrt{n})$ in the one-way setting [GKK+07], and $\Theta(\log n)$ in the two-way and quantum settings. BHM is truly versatile and
has found surprising applications in various settings, such as distribution testing [AMN19], distributed computing [FGO17], property testing [BLWZ19], and sketching [KKP18].

**Streaming algorithms.** Streaming algorithms, first studied by [AMS99], is now one of the main algorithmic models used to study large graphs that arise in modern day applications [FKM+04, FKM+09]. Several graph problems are being actively pursued in this context, making it impossible to list all of them (see [McG14] for a survey). These include streaming algorithms for finding maximum matchings [McG05, GKK12, Kap13, AKLY16, AG18, ABB+19, GKMS19, AKSY20, AV21], shortest paths and reachability [FKM+09, GO16, BKKL17, AR20, CKP+21a], subgraph counting [BYKS02, BOV13, BKKL17, MVV16, CJ17, BC17, KMPV19], and random walks [SGP11, Jin19, CKP+21b].

**Beyond Max-Cut.** General constraint satisfaction problems (including and beyond Max-Cut) have also received a lot of attention in the streaming model. These include extending and generalizing the [KKS15] work to lower bounds for more problems [GT19, CGV20, CGSV21, CGS+21, BHP+21, SSV21] and also finding novel and interesting upper bounds [GVV17, BDV18].

### 1.4 Acknowledgments
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## 2 Overview of Techniques

### 2.1 Setup and high-level overview

As already discussed in Section 1.2, finding short cycles and long cycles is hard due to totally different reasons. Roughly speaking, finding short cycles is hard because we need to find an intersection between two matchings, and finding long cycles is hard because we have to chase many edges\(^5\). Below we discuss our approach in more detail. We begin with some notation and observations.

### 2.1.1 Two Cases: Short Simple Cycles and Long Simple Path

Let \( n \in \mathbb{N}_{\geq 1} \) be the number of vertices and \( T \in \mathbb{N}_{\geq 1} \) be a large constant. We will always assume that \( n \) is even. Let \( \kappa \in (0, 1) \) be a small constant. We say a cycle is short, if it has at most \( \kappa \cdot \log n \) many edges, and is long otherwise. We first make two simple but useful observations below:

\(^5\)We mention that a combination of set intersection and pointer chasing lower bounds was also used by the (otherwise unrelated) works [BGG19, GS20].
1. Any cycle contains a simple cycle (i.e., a cycle that visits any vertex at most once), meaning that if an algorithm finds a cycle, it also finds a simple cycle. So it suffices to upper bound the probability of finding a simple cycle.

2. If an algorithm finds a long simple cycle with more than $\kappa \cdot \log n$ many edges, it also finds a simple path of length $\kappa \cdot \log n$ (i.e., a path that visits any vertex at most once). This means that, to upper bound the probability of finding a long simple cycle, it suffices to upper bound the probability of finding a simple path of length $\kappa \cdot \log n$.

Based on the above observations, given a low-pass streaming algorithm $A$, it suffices to upper bound the probability of the following two events:

1. $A$ finds a simple cycle of length at most $\kappa \cdot \log n$.

2. $A$ finds a simple path of length exactly $\kappa \cdot \log n$.

2.1.2 Patterns

Next, we introduce the concept of patterns, which helps us to find some structure in the graph distribution $G_{n,T}$. Let $G = ([n], M_1 \circ M_2 \circ \cdots \circ M_T)$ be a graph\(^6\) that is a union of $T$ perfect matchings $M_1, \cdots, M_T$. A pattern $\vec{\tau} \in [T]^L$ for some integer $L \in \mathbb{N}$ tells you how to chase a path from a fixed starting point $u$: first traverse the edge incident on $u$ in matching $M_{\tau_1}$ to reach vertex $u_1$, then traverse the edge incident on $u_1$ in matching $M_{\tau_2}$ to reach vertex $u_2$, and so on, until the last matching $M_{\tau_L}$.

We use $\text{Path}(G, u, \vec{\tau})$ to denote the resulting path (see Definition 3.2 for a formal definition). We first note that for the path to be simple, we must have $\tau_j \neq \tau_{j+1}$ for every $j \in [L-1]$, and for the cycle to be simple, we should additionally ensure that $\tau_1 \neq \tau_L$. We call such patterns valid path patterns and valid cycle patterns, respectively; see Section 3.2 for formal definitions.

Now, to upper bound the probability that the algorithm $A$ finds a simple cycle of length at most $\kappa \cdot \log n$, we will instead upper bound the probability of $A$ finding a simple cycle with a fixed pattern $\vec{\tau} \in [T]^L$ for some $L \leq \kappa \log n$, and apply a union bound over all $O(T^{\kappa \cdot \log n}) = O(n^{\kappa \cdot \log T})$ many such patterns. Similarly we will upper bound the probability of $A$ finding a simple path with a fixed pattern $\vec{\tau} \in [T]^{\kappa \cdot \log n}$, and apply a union bound.

2.1.3 Our Strategy: Hiding a Hard Search Problem in Cycle/Path-Finding

For both short cycles and long paths, we show that finding a cycle/path is hard by embedding a hard communication problem $P$ into an instance of the cycle/path finding problem. This means that any algorithm that outputs a cycle/path can also be used to solve the hard communication problem $P$, giving us a lower bound.

---

\(^6\)For two elements or vectors $u, v$, we use $u \circ v$ to denote the concatenation of $u$ and $v$. 

---
2.2 Lower Bounds for Short Cycles via Set-Intersection

2.2.1 Toy Case: $\vec{\tau} = (1, 2)$

Let us first consider the simple case when $\vec{\tau} = (1, 2)$. As explained in Section 1.2, in this case, we wish to find an edge common to two uniformly random perfect matchings $M_1$ and $M_2$. By a standard connection between streaming algorithms and communication protocols, it suffices to prove that any short two-party protocol where Alice’s and Bob’s inputs are uniformly random perfect matchings $M_1$ and $M_2$, cannot output an edge in the intersection of $M_1$ and $M_2$ with probability more than $n^{-\Omega(1)}$.

Starting point: set-intersection lower bounds with low success probability. Viewing the set of all potential edges as the universe $U = \binom{[n]}{2}$, the aforementioned problem is exactly set-intersection, in which two players are given two sets $S, T \subseteq U$ with size $|S| = |T| = n/2$, and wish to find an element in $S \cap T$. There are however two complications: (1) standard lower bounds for distributional set-intersection start from the uniform distribution over all possible $(S, T)$ such that $|S \cap T| = 1$ and $|S| = |T| = n/2$, while in our case, Alice and Bob are holding independently chosen subsets such that the edges in those subsets form a matching, and (2) we will need a lower bound showing that the success probability is at most $n^{-\Omega(1)}$, instead of “merely” a small constant.

The second difficulty is easier to resolve, and we do it by invoking the strong lower bound on set intersection in [AR20]. Specifically, [AR20] say that, for all $k, N \in \mathbb{N}$ such that $N \geq 4k$, if Alice and Bob’s input are uniformly distributed over all possible pairs of sets $S, T \in \binom{[N]}{k}$ such that $|S \cap T| = 1$, any protocol with communication complexity at most $k^{1/3}$ can only find the unique element in $S \cap T$ with probability at most $O(k^{-1/3})$ (see Corollary 5.7). Thus, if we have $k = n^{\Omega(1)}$, then we will have the required success probability bound. Henceforth, we will use $D_{N,k}$ to denote the distribution above and use $\text{SI}_{N,k}$ to denote instances sampled from this distribution.

Embedding set-intersection into cycle finding. We still have to resolve the first difficulty. We set $N = \binom{n}{2}$ so that the universe corresponds to the set of all possible edges. Our idea is to embed an instance of $\text{SI}_{N,k}$ into the problem of finding intersection of random matchings as follows: Alice and Bob get the input $(S, T) \leftarrow D_{N,k}$, each of them first interprets their set $S$ (resp. $T$) as a set of edges from $U$, and then extends this set into a matching uniformly at random$^8$. Alice and Bob can then run the algorithm $A$ that finds a cycle in the graph $G = ([n], M_1 \circ M_2)$ with the pattern $(1, 2)$ to find a collision between the generated matchings.

$^7$For a set $S$ and an integer $k \in \mathbb{N}_{\geq 1}$, we use $\binom{S}{k}$ to denote the collection of all $k$-size subsets of $S$.

$^8$That is, if interpreting $S$ gives Alice the edges $e_1, \ldots, e_k$ and $V'$ is the set of vertices that are not touched by any of these edges, then, Alice adds a uniformly random perfect matching on $V'$ to her input. Bob does the same.
However, the reduction above has a couple of problems. Recall that we want to show that an algorithm that finds a cycle with pattern \((1, 2)\) over the distribution \(G_{n,T}\) can be used to solve set intersection over the distribution \(D_{N,k}\). The first problem is that starting from the distribution \(D_{N,k}\), the reduction above will not generate the distribution \(G_{n,T}\). One obvious issue is that with inputs \((S, T)\) drawn from \(D_{N,k}\), the set \(S\) (resp. \(T\)) may not correspond to a set of vertex-disjoint edges, and then there is no way to extend them into perfect matchings. The solution is to notice that if we set \(k = n^{1/3}\), then the probability of this bad event happening is low (in fact, \(n^{-\Omega(1)}\)), and we can condition on it not happening.

However, even with this fix, the distribution generated by the reduction is very far from the target distribution \(G_{n,T}\). In particular, in the above reduction, since \(|S \cap T| = 1\), the resulting two matchings \(M_1\) and \(M_2\) always have at least one common edge, while in \(G_{n,T}\), the matchings \(M_1\) and \(M_2\) are disjoint (with constant probability). Nevertheless, these differences between \(G_{n,T}\) and the distribution generated are always in the “right” direction, in the sense that algorithms that find cycles over \(G_{n,T}\) will also find a cycle over the distribution generated by the reduction. For example, as the generated distribution does not have graphs where the matchings \(M_1\) and \(M_2\) are disjoint, a cycle finding algorithm would not fail because there are no \((1, 2)\)-pattern cycles in the graph. See Claim 5.10 for details.

The second problem in the reduction is that, given \(A\)’s solution to the cycle finding problem, it is unclear if one can obtain a solution to the set intersection instance. This is because, if there are many \((1, 2)\)-pattern cycles in the generated graph \(G = (n, M_1 \circ M_2)\), there is no guarantee that the cycle found by the cycle-finding algorithm \(A\) corresponds to the solution of the embedded \(SI_{N,k}\) instance. Rather, it could just be a cycle formed by edges that are added by Alice and Bob during the reduction. Our key observation here is that the cycle-finding algorithm \(A\) does not know whether a \((1, 2)\)-pattern cycle in the generated graph \(G\) is “genuine” (i.e., coming from the embedded \(SI_{N,k}\) instance) or “fake” (i.e., involving edges that are added later by Alice and Bob during the reduction). So, intuitively, the worst thing \(A\) can do is output a random \((1, 2)\)-pattern cycle in the graph.

We then prove a concentration inequality saying that for any short pattern \(\vec{\tau}\) of length at most \(\kappa \cdot \log n\), with probability \(1 - n^{-\omega(1)}\), a graph \(G \leftarrow G_{n,T}\) has at most \(\log^3 n\) cycles with pattern \(\vec{\tau}\); see Lemma 5.9 for more details. This helps us show that the probability of \(A\) finding a \((1, 2)\)-pattern cycle is at most \(k^{-1/3} \cdot \log^3 n \leq n^{-\Omega(1)}\), by our choice of \(k\).

### 2.2.2 Generalization to Arbitrary Patterns \(\vec{\tau}\)

Now we discuss how to embed set-intersection into cycle finding with a fixed pattern \(\vec{\tau}\), for a general \(\vec{\tau}\) of length \(L \leq \kappa \cdot \log n\), which is much more challenging. For simplicity, we assume that \(\vec{\tau}\) has at least one occurrence of 1 (i.e., the matching \(M_1\) is involved in the cycle).\(^9\)

First, since we wish that the found cycle with length \(L\) corresponds directly to the common element in the starting \(SI_{N,k}\) problem, we should set \(N = n^\ell\) so that the universe \([N]\)

---

\(^9\)See the proof of Lemma 4.1 for the general case.
corresponds to all possible length-$L$ cycles\textsuperscript{10}.

Second, we still wish to use the standard connection between streaming algorithms and communication protocols, and give all matchings $M_1, \ldots, M_T$ in the graph $G = ([n], M_1 \circ \cdots \circ M_T)$ to two players Alice and Bob. We will simply give $M_1$ to Alice, and the rest $M_{2} \cdots , M_T$ to Bob.

Our key idea is that, given a sequence $\vec{u} \in [n]^L$, if for every $\ell \in [L]$ such that $\tau_\ell = 1$, Alice adds $(u_\ell, u_{\ell+1})$ to her set of edges (we use $u_{L+1}$ to denote $u_1$, for notational convenience), and for every $\ell \in [L]$ such that $\tau_\ell \in \{2, \ldots, T\}$, Bob adds $(u_\ell, u_{\ell+1})$ to his set of edges. Then, in the combined graph of Alice and Bob, $\vec{u}$ is a cycle with pattern $\vec{\tau}$, and thus can potentially be detected by the cycle-finding algorithm $A$.

Our reduction from $\mathcal{SI}_{N,k}$ over distribution $\mathcal{D}_{N,k}$ to finding a pattern-$\vec{\tau}$ cycle then works as follows:

1. Alice and Bob get $S, T \in \binom{[N]}{k}$ distributed according to $\mathcal{D}_{N,k}$. Alice (resp. Bob) interprets $S$ (resp. $T$) as $k$ vectors $\vec{s}(1), \vec{s}(2), \ldots, \vec{s}(k)$ (resp. $\vec{t}(1), \vec{t}(2), \ldots, \vec{t}(k)$) from $[n]^L$.

2. Initially, Alice lets $M_1$ be the empty set, and Bob lets $M_2, \ldots, M_T$ be empty sets too.

3. For every $\vec{s}(i)$, for every $\ell \in [L]$ such that $\tau_\ell = 1$, Alice adds $(s_\ell^{(i)}, s_{\ell+1}^{(i)})$ to $M_1$.

4. For every $\vec{t}(i)$, for every $\ell \in [L]$ such that $\tau_\ell \neq 1$, Bob adds $(t_\ell^{(i)}, t_{\ell+1}^{(i)})$ to $M_{\tau_\ell}$.

5. At the end, Alice extends $M_1$ to a perfect matching uniformly at random, and Bob extends $M_2, \cdots, M_T$ to perfect matchings uniformly at random as well.

Crucially, by previous discussions, the common element $S \cap T$ is going to be a cycle with pattern $\vec{\tau}$ in the joint graph $G = ([n], M_1 \circ M_{2} \cdots \circ M_T)$. So this reduction makes sense. Still, the three issues in the toy example occur here as well. First, it is possible that for some $S, T$, Step (2) and (3) above do not generate valid partial matchings. However, by setting $k$ small enough (say $k = n^{1/3}$), we can show that the probability of this event happening is small, and we can condition on this event not happening.

Second, the resulting graph $G$ may contain more than one cycle with pattern $\vec{\tau}$. Similarly to the toy case, we make use of the observation that $A$ does not know which $\vec{\tau}$-pattern cycle is genuine or fake, and derive the lower bound using the concentration inequality we proved regarding the number of $\vec{\tau}$-pattern cycles in a graph $G \leftarrow \mathcal{G}_{n,T}$. See Section 5.1.2 for more details of the proof and how the third issue is addressed in a way similar to the toy example.

### 2.3 Lower Bounds for Paths via Pointer-Chasing

In the long simple path case, for a fixed pattern $\vec{\tau} \in [T]^L$ where $L = \kappa \cdot \log n$, we will prove that an $o(\log n)$-pass streaming algorithm $A$ cannot find a simple path of pattern $\vec{\tau}$ with probability at least $n^{-\omega(1)}$.

\textsuperscript{10}Here we interpret a length-$L$ cycle as a sequence of $L$ vertices from $[n]$, and we allow non-simple cycles and even self-loops.
As already discussed in Section 1.2, the reason finding a long simple path in \( G \leftarrow \mathcal{G}_{n,T} \) is difficult is that this requires the streaming algorithm \( A \) to chase from a vertex \( u \in [n] \) for \( L \) steps, following the pattern \( \vec{\tau} \), and pointer chasing is well-known to be hard for low-pass streaming algorithms. Hence, our strategy here is to reduce a certain pointer chasing instance into the problem of finding a simple path with pattern \( \vec{\tau} \).

To simplify the discussions, we will focus on the case that \( T = 3 \) and \( \vec{\tau} \) is a repetition of \((1, 2, 3)\). Again, we wish to study a related communication problem, in which there are three players \( P_1, P_2, P_3 \) such that \( P_i \) holds the matching \( M_i \), and their goal is to output a simple path with pattern \( \vec{\tau} \) in the joint graph \( G = ([n], M_1 \circ M_2 \circ M_3) \).

For simplicity, we assume that \( L \) is a multiple of 3. Our starting point is the following search version of the pointer chasing problem that is defined over a graph with \( L + 1 \) layers \( V_1, \ldots, V_{L+1} \) each consisting of \( m \) vertices, and \( L \) matchings \( W_1, \ldots, W_L \) such that for every \( i \in [L] \), \( W_i \) is a perfect bipartite matching between the layers \( V_i \) and \( V_{i+1} \). Player \( P_i \) gets matchings \( W_i, W_{i+3}, W_{i+6}, \ldots \) as input, and their goal is to output a length-\( L \) path from any vertex in \( V_1 \) to any vertex in \( V_{L+1} \). Since \( L = \Omega(\log n) \), using direct product theorem for communication protocols, we are able to prove that communication protocols with \( o(\log n) \) round complexity and \( m^\varepsilon \) communication complexity for some constant \( \varepsilon \in (0, 1) \) can solve this problem with probability at most \( m^{-\omega(1)} \). We will set \( m = n^\gamma \) for some small constant \( \gamma \in (0, 1) \), so that a success probability upper bounded by \( m^{-\omega(1)} = n^{-\omega(1)} \) is good enough.

For simplicity, we let \( V_i = \{(i-1) \cdot m + 1, \ldots, i \cdot m\} \). Then the whole vertex set \( V \) is \([((L+1) \cdot m] \).

We can then embed the pointer-chasing instance above into a path-finding problem as follows:

1. Using public randomness, \( P_1, P_2, P_3 \) jointly sample a random injective function \( \phi : [(L+1) \cdot m] \rightarrow [n] \). For \( i \in [3] \), player \( P_i \) also initializes \( M_i \) be the empty set.

2. For each player \( P_i \), for every edge \((u, v)\) from its input \( W_i, W_{i+3}, W_{i+6}, \ldots \), \( P_i \) adds \((\phi(u), \phi(v))\) into \( M_i \).

3. Finally, each player \( P_i \) extends \( M_i \) into a perfect matching uniformly at random.

First, we observe that the above procedure gives a valid partial matching for each player \( P_i \) after Step (2), so that they can always extend their inputs into perfect matchings at Step (3). Second, one can see that for every \( u \in V_1 = [m] \), the generated graph contains a simple \( \vec{\tau} \)-pattern path starting from \( \phi(u) \). Hence, our hope is to show that if the streaming algorithm \( A \) finds a simple \( \vec{\tau} \)-pattern path in the resulting graph \( G \), then, with a reasonable probability, the path starts from vertices in the set \( \{\phi(u) : u \in [m]\} \). This means that any streaming algorithm \( A \) that finds a simple \( \vec{\tau} \)-pattern path in \( G \leftarrow \mathcal{G}_{n,T} \) with probability \( n^{-O(1)} \) contradicts the hardness of the pointer-chasing problem, as required for our lower bound.

The key observation, again, is that \( A \) does not know which \( \vec{\tau} \)-pattern path in \( G \) is genuine (i.e., coming from the pointer-chasing problem via the mapping \( \phi \)) or fake (i.e., involving
vertices added by \( P \)’s in the Step (3) of the reduction). The actual analysis, however, is much trickier than the short cycle case, and we have to prove a sophisticated concentration inequality regarding the number of possible embeddings of a pointer chasing instance in a graph \( G \in \mathcal{G}_{n,T} \). This involves a lot of additional technical work, that we defer to Section 6.

3 Preliminaries

3.1 Notation

We use \( \mathbb{N} \) to denote all non-negative integers, and \( \mathbb{N}_{\geq 1} \) to denote all positive integers. We also use \( 2\mathbb{N} \) (resp. \( 2\mathbb{N}_{\geq 1} \)) to denote all non-negative (resp. positive) even integers. For two elements or vectors \( u, v \), we use \( u \circ v \) to denote the concatenation of \( u \) and \( v \).

We often use bold font letters (e.g., \( X \)) to denote random variables, and calligraphic font letters (e.g., \( \mathcal{X} \)) to denote distributions. For two random variables \( X \) and \( Y \), and for \( Y \in \text{supp}(Y) \), we use \( (X | Y = Y) \) to denote \( X \) conditioned on \( Y = Y \). For two lists \( a \) and \( b \), we use \( a \circ b \) to denote their concatenation.

For two distributions \( D_1 \) and \( D_2 \) on set \( X \) and \( Y \) respectively, we use \( D_1 \otimes D_2 \) to denote their product distribution over \( X \times Y \), and \( \|D_1 - D_2\|_{TV} \) to denote the total variation distance between them.

Let \( n \in \mathbb{N}_{\geq 1} \). We use \([n]\) to denote the set \( \{1, \cdots, n\} \). We often use symbols such as \( \bar{x} \) to emphasize that \( \bar{x} \) is a vector, and we often use \( x_i \) to denote its \( i \)-th entry and \( |\bar{x}| \) to denote the length of \( \bar{x} \). For a set \( S \) and \( m \in \mathbb{N} \), we use \( \binom{S}{m} \) to denote all size-\( m \) subsets of \( S \).

3.2 Graphs

Formally, a labeled undirected graph \( G \) is a tuple \((V, \bar{E}, \bar{\mu})\), where \( V \) is the set of vertices, \( \bar{E} = ((u_i, v_i))_{i \in [m]} \) is a list of edges such that \( u_i, v_i \in V \), and \( \bar{\mu} = (\mu_1, \cdots, \mu_m) \) is a list of labels. In the streaming model, it is presented as a stream of tuples \((u_i, v_i, \mu_i)\), from \( i = 1 \) to \( i = m \). Similarly, an undirected graph \( G \) is a pair \((V, \bar{E})\).

An ordered matching \( \bar{M} \) on a set of vertices \( V \) is a list of vertex-disjoint undirected edges. The size of a matching \( \bar{M} \) is simply the number of edges in it. For a vertex set \( V \) of even size, we use \( \mathcal{M}_V \) to denote the uniform distribution over all ordered matchings on \( V \) with size \( |V|/2 \).

Definition 3.1. Let \( n \in 2\mathbb{N}_{\geq 1} \) and \( T \in \mathbb{N}_{\geq 1} \). We define \( \mathcal{G}_{n,T} \) as the following distribution on undirected graphs:

- We set \( V = [n] \).
- For each \( i \in [T] \), we draw \( \bar{M}^i \leftarrow \mathcal{M}_V \), independently across all \( i \). Then we set \( \bar{E} = \bar{M}^1 \circ \bar{M}^2 \circ \cdots \circ \bar{M}^T \).
A (undirected) path $\vec{w}$ is a list of edges $e_1, \ldots, e_k$ such that $e_i = (u_i, v_i)$ and for all $i \in [k-1]$, $v_i = u_{i+1}$. (Note that since we are working with undirected graphs, we can swap $u_i$ and $v_i$ if necessary.) Similarly, a (undirected) cycle is a path $\vec{w}$ that additionally satisfies $v_k = u_1$. We say a path or a cycle is simple, if no vertices except for the starting vertex $u_1$ is visited twice.

**Definition 3.2.** Let $n \in 2\mathbb{N}_{\geq 1}$ and $T \in \mathbb{N}_{\geq 1}$ and $G = ([n], \vec{E}) \in \text{supp}(G_{n,T})$. Let $\vec{E} = \vec{M}^1 \circ \vec{M}^2 \circ \cdots \circ \vec{M}^T$ where $\vec{M}^i$ is the $i$-th matching according to Definition 3.1. Let $v_s \in [n]$, $L \in \mathbb{N}$, and $\vec{\tau} \in [T]^L$. We define $\text{Path}(G, v_s, \vec{\tau})$ as the output of the following algorithm:

1. Let $v_0 = v_s$ and $\vec{w}$ be an empty list.
2. For $i$ from 1 to $L$:
   (a) Let $e$ be the unique edge in the matching $\vec{M}^{\tau_i}$ that is adjacent to the vertex $v_{i-1}$. If no such $e$ exists, return $\bot$.
   (b) Add $e$ to the end of $\vec{w}$. Let $v_i$ be the endpoint of $e$ other than $v_{i-1}$.
3. Return $\vec{w}$.

In other words, $\text{Path}(G, v_s, \vec{\tau})$ (if exists) is the unique path in $G$ that starts from $v_s$ and follows the pattern $\vec{\tau}$. We say $\vec{\tau}$ is a valid path pattern, if for every $j \in [|\vec{\tau}| - 1]$, it holds that $\tau_j \neq \tau_{j+1}$. We also say $\vec{\tau}$ is a valid cycle pattern, if it is a valid path pattern and also $\tau_{|\vec{\tau}|} \neq \tau_1$.

## 4 Lower Bounds for Finding Cycles

Our lower bound for finding cycle will follow from the following two lemmas.

**Notation.** Fix a graph $G \in \text{supp}(G_{n,T})$ and $\vec{\tau} \in [T]^L$. We let $\mathbb{C}_{\vec{\tau}}(G)$ be the set of simple cycles in $G$ with pattern $\vec{\tau}$, and $\mathbb{C}(G)$ be the set of all simple cycles in $G$. We also let $\mathbb{L}_{\vec{\tau}}(G)$ be the set of simple paths in $G$ with pattern $\vec{\tau}$.

**Lemma 4.1 (Lower bound for finding a short cycle with a fixed pattern $\vec{\tau}$).** There exist $\varepsilon, \delta \in (0, 1)$ such that for all $T \in \mathbb{N}_{\geq 1}$ and for all sufficiently large $n \in 2\mathbb{N}_{\geq 1}$ the following holds: For all $L \in [\log n]$, valid cycle pattern $\vec{\tau} \in [T]^L$, and $n^\varepsilon$-pass $n^\varepsilon$-space streaming algorithms $A$, we have

$$\Pr_{G \leftarrow G_{n,T}} \left[ A(G) \in \mathbb{C}_{\vec{\tau}}(G) \right] \leq n^{-\delta}. \quad (1)$$

**Lemma 4.2 (Lower bound for finding a long path with a fixed pattern $\vec{\tau}$).** There exist $\varepsilon, \delta, \gamma_0 \in (0, 1)$ such that for all $T \in \mathbb{N}_{\geq 1}$ and for all sufficiently large $n \in 2\mathbb{N}_{\geq 1}$ the following holds:
holds: For all \( L \in [\gamma_0 \cdot \log n], p \leq (L - 15)/4T, \) valid path pattern \( \bar{\tau} \in [T]^L, \) and \( p \)-pass \( n^\varepsilon \)-space streaming algorithms \( \mathbb{A} \), we have
\[
\Pr_{G \leftarrow \mathcal{G}_{n,T}} \left[ \mathbb{A}(G) \in \mathbb{L}_{\bar{\tau}}(G) \right] \leq n^{3-\delta L/p}.
\]

**Theorem 4.3.** There exist \( \varepsilon, \delta \in (0, 1) \) such that for all \( T \in \mathbb{N}_{\geq 1} \) and for all sufficiently large \( n \in 2\mathbb{N}_{\geq 1} \) the following holds: for all \( o(\log n) \)-pass \( n^\varepsilon \)-space streaming algorithms \( \mathbb{A} \), we have
\[
\Pr_{G \leftarrow \mathcal{G}_{n,T}} \left[ \mathbb{A}(G) \in \mathbb{C}(G) \right] \leq n^{-\delta}.
\]

**Proof.** Let \( \varepsilon \) be the minimum of the \( \varepsilon \) constants from Lemma 4.1 and Lemma 4.2, and \( \delta_1 \) be the minimum of the \( \delta \) constants from Lemma 4.1 and Lemma 4.2.

Fix an \( o(\log n) \)-pass \( n^\varepsilon \)-space streaming algorithm \( \mathbb{A} \). Let \( L = \kappa \log n \) for a constant \( \kappa \in (0, 1) \) to be chosen later. For notational convenience, we also use \( \mathbb{C}_{\leq L}(G) \) and \( \mathbb{C}_{> L}(G) \) to denote the set of simple cycles in \( G \) with length at most \( L \) and greater than \( L \), respectively. Then we have
\[
\Pr_{G \leftarrow \mathcal{G}_{n,T}} \left[ \mathbb{A}(G) \in \mathbb{C}(G) \right] \leq \Pr_{G \leftarrow \mathcal{G}_{n,T}} \left[ \mathbb{A}(G) \in \mathbb{C}_{\leq L}(G) \right] + \Pr_{G \leftarrow \mathcal{G}_{n,T}} \left[ \mathbb{A}(G) \in \mathbb{C}_{> L}(G) \right].
\]

First, by Lemma 4.1, we have
\[
\Pr_{G \leftarrow \mathcal{G}_{n,T}} \left[ \mathbb{A}(G) \in \mathbb{C}_{\leq L}(G) \right] \leq \sum_{\bar{\tau} \in [T]^L} \Pr_{G \leftarrow \mathcal{G}_{n,T}} \left[ \mathbb{A}(G) \in \mathbb{C}_{\bar{\tau}}(G) \right]
\leq T^L \cdot n^{-\delta_1}
\leq 2^{\log T \cdot \kappa \cdot \log n} \cdot n^{-\delta_1}
\leq n^{\kappa \cdot \log T - \delta_1}.
\]

We now set \( \kappa = \min \left( \frac{\delta_1}{2 \log T}, \gamma_0 \right) \) so that we have
\[
\Pr_{G \leftarrow \mathcal{G}_{n,T}} \left[ \mathbb{A}(G) \in \mathbb{C}_{\leq L}(G) \right] \leq n^{-\delta_1/2}.
\]

Now, we let \( \mathbb{L}_{= L}(G) \) denote the set of simple paths in \( G \) with length exactly \( L \). Given the algorithm \( \mathbb{A} \), we construct another algorithm \( \mathbb{A}^\prime \) who outputs the first \( L \) edges in the cycle found by \( \mathbb{A} \) (if \( \mathbb{A} \) does not output a valid cycle, \( \mathbb{A}^\prime \) just outputs \( \perp \)). Now, we note that \( \mathbb{A}^\prime \) has the same pass and space complexity as \( \mathbb{A} \), and whenever \( \mathbb{A} \) finds a cycle in \( \mathbb{C}_{> L}(G) \), \( \mathbb{A}^\prime \) outputs a path in \( \mathbb{L}_{= L}(G) \).

Hence, by Lemma 4.2, we have
\[
\Pr_{G \leftarrow \mathcal{G}_{n,T}} \left[ \mathbb{A}(G) \in \mathbb{C}_{> L}(G) \right] \leq \Pr_{G \leftarrow \mathcal{G}_{n,T}} \left[ \mathbb{A}(G) \in \mathbb{L}_{= L}(G) \right]
\].

\[ \leq \sum_{\tilde{\tau} \in [T]^L} \Pr_{G \leftarrow \mathcal{G}_{n,T}} \left[ \tilde{A}(G) \in \mathbb{L}_{\tilde{\tau}}(G) \right] \]
\[ \leq T^L \cdot n^{3-\delta_1} \cdot L/o(\log n) \]
\[ \leq n^{-\omega(1)}. \quad (5) \]

Putting (4) and (5) together and set \( \delta = \delta_1/3 \) completes the proof. \( \square \)

## 5 Lower Bounds for Finding a Short Cycle

Recall that \( \mathbb{C}_{\tilde{\tau}}(G) \) is the set of simple cycles in \( G \) with the pattern \( \tilde{\tau} \). In this section we prove Lemma 4.1, which is restated below.

**Reminder of Lemma 4.1.** There exist \( \varepsilon, \delta \in (0, 1) \) such that for all \( T \in \mathbb{N}_{\geq 1} \) and for all sufficiently large \( n \in 2\mathbb{N}_{\geq 1} \) the following holds: For all \( L \in [\log n] \), valid cycle pattern \( \tilde{\tau} \in [T]^L \), and \( n^\varepsilon \)-pass \( n^\varepsilon \)-space streaming algorithms \( \mathcal{A} \), we have

\[ \Pr_{G \leftarrow \mathcal{G}_{n,T}} \left[ \tilde{A}(G) \in \mathbb{C}_{\tilde{\tau}}(G) \right] \leq n^{-\delta}. \quad (6) \]

To prove Lemma 4.1, we will indeed prove a stronger communication complexity lower bound first, and then show Lemma 4.1 as an easy corollary. We first define the following communication problem.

**Definition 5.1 (The Cycle-Search \( n,T,\tilde{\tau} \) problem).** Let \( n \in 2\mathbb{N}_{\geq 1}, T, L \in \mathbb{N}_{\geq 1} \) and \( \tilde{\tau} \in [T]^L \) such that \( \tilde{\tau} \) is a valid cycle pattern. In the \( \text{Cycle-Search} \ n,T,\tilde{\tau} \) problem, Alice holds a perfect matching \( M^1 \) on \([n]\) and Bob holds \( T - 1 \) perfect matchings \( M^2, \ldots, M^T \) on \([n]\), their goal is to output a simple cycle in \( G = ([n], M^1 \circ M^2 \circ \ldots \circ M^T) \) with pattern \( \tilde{\tau} \).

Slightly abusing notation, we can also view \( \mathcal{G}_{n,T} \) (a distribution over graphs that is the union of \( T \) uniform random perfect matchings) as an input distribution to \( \text{Cycle-Search} \ n,T,\tilde{\tau} \). Given \( G = ([n], \tilde{M}^1, \tilde{M}^2, \ldots, \tilde{M}^T) \leftarrow \mathcal{G}_{n,T} \), we first convert these ordered matchings \( \tilde{M}^i \) into their unordered counterparts \( M^i \), and then give \( M^1 \) to Alice, and \( M^2, \ldots, M^T \) to Bob. We will write \( (M^1, M^{2^2}) \leftarrow \mathcal{G}_{n,T} \) to denote that Alice’s input \( M^1 \) and Bob’s input \( M^{2^2} = (M^2, \ldots, M^T) \) are generated as above.

We will prove the following lower bound for \( \text{Cycle-Search} \ n,T,\tilde{\tau} \).

**Lemma 5.2.** There exists \( \varepsilon, \delta \in (0, 1) \), such that for all \( T \in \mathbb{N}_{\geq 1} \), for all sufficiently large \( n \in 2\mathbb{N}_{\geq 1} \), \( L \in [\log n] \), valid cycle pattern \( \tilde{\tau} \in [T]^L \) such that \( \tilde{\tau} \) contains at least one occurrence of \( 1 \), and for all two-party communication protocols \( \Pi \) with communication
complexity at most $n^\varepsilon$, 

$$\Pr_{(M^1, M^\geq 2) \sim \mathcal{G}_{n,T}} \left[ \Pi(M^1, M^\geq 2) \in \mathcal{C}_{\overline{\tau}}(G) \right] \leq n^{-\delta}. \quad (7)$$

Before proving Lemma 5.2, we show that Lemma 4.1 follows immediately from Lemma 5.2.

Proof of Lemma 4.1. Let $\varepsilon, \delta$ be the constants guaranteed by Lemma 5.2. Let $\mu \in [T]$ be an index that occurs at least once in $\overline{\tau}$. We consider the following communication problem:

- A list of unordered matchings $M^1, \ldots, M^T$ are drawn from $\mathcal{G}_{n,T}$.
- Alice is given the matching $M^\mu$, and Bob is given the rest of the matchings, $M^1, \ldots, M^{\mu-1}, M^{\mu+1}, \ldots, M^T$, denoted by $M^{-\mu}$.
- The goal is output a cycle from $\mathcal{C}_{\overline{\tau}}(G)$, where $G = ([n], M^1, M^2, \ldots, M^T)$.

Since all matchings in $\mathcal{G}_{n,T}$ are independently and identically distributed (i.e., they are distributed uniformly over all perfect matchings on $[n]$), Lemma 5.2 implies that for all two-party communication protocols $\Pi$ with communication complexity at most $n^\varepsilon$,

$$\Pr_{(M^\mu, M^{-\mu}) \sim \mathcal{G}_{n,T}} \left[ \Pi(M^\mu, M^{-\mu}) \in \mathcal{C}_{\overline{\tau}}(G) \right] \leq n^{-\delta}. \quad (8)$$

Since Alice and Bob can simulate a $p$-pass, $s$-space complexity streaming algorithm $A$ over the input stream $(M^1, M^2, \ldots, M^T)$ by a two-party protocol with $ps \cdot T$ communication complexity\(^\text{12}\), it follows that no $n^{\varepsilon/3}$-pass, $n^{\varepsilon/3}$-space algorithm $A$ violates (6), since otherwise there is a communication protocol $\Pi$ with $n^{2\varepsilon/3} \cdot T < n^\varepsilon$ communication complexity that violates (8), contradicting Lemma 5.2.

\[11\] An algorithm for this new communication problem where $\mu \neq 1$ can be used to solve the special case that $\mu = 1$ (corresponding to Lemma 5.2) simply by swapping matchings $M^1$ with $M^\mu$. We note that here we crucially used the fact that Lemma 5.2 applies to communication protocols instead of streaming algorithms over the input stream $(M^1, \ldots, M^T)$.

\[12\] The factor of $T$ comes from the fact that in each pass, we may alternate at most $T$ times between matchings from Alice and from Bob.

5.1 Proof of Lemma 5.2

In the rest of this section we will prove Lemma 5.2 by a reduction from a sparse version of the well-known set-intersection problem. We first introduce this problem together with some notation.

\[\text{11}\] An algorithm for this new communication problem where $\mu \neq 1$ can be used to solve the special case that $\mu = 1$ (corresponding to Lemma 5.2) simply by swapping matchings $M^1$ with $M^\mu$. We note that here we crucially used the fact that Lemma 5.2 applies to communication protocols instead of streaming algorithms over the input stream $(M^1, \ldots, M^T)$.

\[\text{12}\] The factor of $T$ comes from the fact that in each pass, we may alternate at most $T$ times between matchings from Alice and from Bob.
5.1.1 A Sparse Variant of the Set-Intersection Problem

Given a matrix $M \in \Sigma^{n \times m}$ and a row index $i \in [n]$, we use $\text{row}(M, i)$ to denote its $i$-th row vector (i.e., $\text{row}(M, i) = (M_{i,1}, M_{i,2}, \ldots, M_{i,m})$). We will need the following communication problem.

**Definition 5.3** (The Sparse-SI$_{n,k,L}$ problem). Let $n, k, L \in \mathbb{N}_{\geq 1}$. In the Sparse-SI$_{n,k,L}$ problem, Alice and Bob get matrices $M^A, M^B \in [n]^{k \times L}$, respectively. The goal for them is to find a common row of $M^A$ and $M^B$ (i.e., a vector $X \in [n]^L$ such that $\text{row}(M^A, i) = \text{row}(M^B, j) = X$ for some $i, j \in [k]$).

We will consider the following hard distribution for Sparse-SI$_{n,k,L}$.

**Definition 5.4.** Let $n, k, L \in \mathbb{N}_{\geq 1}$. We define the following distribution $D_{\text{SI}}^{\text{S-SI}}_{n,k,L}$ for the problem Sparse-SI$_{n,k,L}$: Alice and Bob’s inputs are uniformly distributed over all $(M^A, M^B) \in [n]^{k \times L} \times [n]^{k \times L}$ satisfying the following two conditions:

1. There exist two indices $i, j \in [k]$ such that $\text{row}(M^A, i) = \text{row}(M^B, j)$.
2. Let $M$ be the $(2k-1) \times L$ matrix obtained by first removing the $j$-th row from $M^B$ and then concatenating $M^A$ and $M^B$ (i.e., putting $M^A$ on the top of $M^B$). All entries in $M$ are distinct.

We will need the following lower bound for Sparse-SI$_{n,k,L}$ over $D_{\text{SI}}^{\text{S-SI}}_{n,k,L}$.

**Lemma 5.5.** Let $n, k, L \in \mathbb{N}_{\geq 1}$ such that $k = n^{1/3}$ and $L \in \lceil \log n \rceil$. No two-party communication protocol with complexity at most $n^{0.1}$ solves Sparse-SI$_{n,k,L}$ over $D_{\text{SI}}^{\text{S-SI}}_{n,k,L}$ with probability more than $1/n^{0.1}$.

To prove Lemma 5.5, we will use a reduction from the standard set-intersection problem SI$_{n,k}$. In SI$_{n,k}$, Alice and Bob get sets $A, B \subseteq [n]$, respectively, such that $|A| = |B| = k$ and their goal is to output an element from $A \cap B$.

Let $D_{\text{SI}}^{\text{SI}}_{n,k}$ be the following distribution over inputs to SI$_{n,k}$: Alice and Bob’s inputs are drawn at uniformly random from all pairs $A, B \subseteq [n]$ such that $|A| = |B| = k$ and $|A \cap B| = 1$.

We need the following theorem well known result.

**Theorem 5.6** ([Raz90, KS92, BM13, AR20]). For every $\varepsilon \in (0, 1)$ and $k \in \mathbb{N}_{\geq 1}$, any protocol solving SI$_{4k,k}$ with probability $\varepsilon$ over $D_{\text{SI}}^{\text{SI}}_{4k,k}$ requires communication complexity at least $\Omega(\varepsilon^2 \cdot k)$.

The lower bound of Theorem 5.6 only applies to solving SI$_{4k,k}$, it can be easily generalized to the case of solving SI$_{n,k}$ for any $n \geq 4k$.

**Corollary 5.7.** For every $\varepsilon \in (0, 1)$, $n, k \in \mathbb{N}$ such that $n \geq 4k$, any protocol solving SI$_{n,k}$ with probability $\varepsilon$ over $D_{\text{SI}}^{\text{SI}}_{n,k}$ requires communication complexity at least $\Omega(\varepsilon^2 \cdot k)$.
Proof. We will show how to reduce solving \( S_l_{k,k} \) over \( D^{SI}_{4k,k} \) to solving \( S_l_{n,k} \) over \( D^{SI}_{n,k} \), while preserving the success probability.

Suppose Alice and Bob get sets \( A, B \subseteq [4k] \), they use public randomness to sample an injective mapping \( \pi : [4k] \rightarrow [n] \), and construct their new inputs

\[
A' = \{ \pi(u) : u \in A \} \quad \text{and} \quad B' = \{ \pi(u) : u \in B \}.
\]

One can see that when \((A, B)\) are drawn from \( D^{SI}_{4k,k} \), \((A', B')\) are distributed according to \( D^{SI}_{n,k} \), and given the intersection \( u \in A' \cap B' \), we know that \( \pi^{-1}(u) \) is the intersection of \( A \) and \( B \), which completes the proof.

Now we are ready to prove Lemma 5.5.

Proof of Lemma 5.5. Let \( N = n^L \) and \( \phi \) be a bijection from \([N]\) to \([n]^L\).

Let \( \tilde{D} \) be the uniform distribution over all \((M^A, M^B)\) \(\in [n]^{k \times L} \times [n]^{k \times L}\) satisfying the following two conditions:

1. There exist two indices \( i, j \in [k] \) such that \( \text{row}(M^A, i) = \text{row}(M^B, j) \).

2. Let \( M \) be the \((2k - 1) \times L\) matrix obtained by first removing the \( j \)-th row from \( M^B \) and then concatenating \( M^A \) and \( M^B \) (i.e., putting \( M^A \) on the top of \( M^B \)). All rows in \( M \) are distinct (i.e., for all \( 1 \leq a < b \leq 2k - 1 \), \( \text{row}(M, a) \neq \text{row}(M, b) \)).

Let \( D = D^{SI}_{n,k,L} \). We note that \( D \) is indeed \( \tilde{D} \) conditioning on the event that all entries of \( M \) are distinct, which happens with probability at least \( 1 - (2kL)^2/n \) by a union bound. Hence, we have that \( \|D - \tilde{D}\|_{TV} \leq (2kL)^2/n \leq n^{-0.2} \).

Note that \( \text{Sparse-SI}_{n,k,L} \) over the distribution \( \tilde{D} \) is indeed \( S_l_{N,k} \) in disguise: Alice and Bob can both apply \( \phi \) to each row of their matrices \( M^A \) and \( M^B \) to get two sets \( A' \) and \( B' \), and \( A' \cap B' \) corresponds to the common row of \( M^A \) and \( M^B \). By Corollary 5.7, we know that communication protocol with complexity \( n^{0.1} \) cannot solve \( \text{Sparse-SI}_{n,k,L} \) with probability more than \( n^{-0.11} \) over \( \tilde{D} \). Hence, since \( \|\tilde{D} - D\|_{TV} \leq n^{-0.2} \), it follows that communication protocol with complexity \( n^{0.1} \) cannot solve \( \text{Sparse-SI}_{n,k,L} \) with probability more than \( n^{-0.11} - n^{-0.2} \leq n^{-0.1} \) over \( D \), which completes the proof.

5.1.2 A Reduction from \( \text{Sparse-SI}_{n,k,L} \) to \( \text{Cycle-Search}_{n,T,\overline{\tau}} \)

We will use the following reduction from \( \text{Sparse-SI}_{n,k,L} \) to \( \text{Cycle-Search}_{n,T,\overline{\tau}} \). We will assume \( \overline{\tau} \) contains at least one occurrence of 1.

<table>
<thead>
<tr>
<th>Reduction from ( \text{Sparse-SI}<em>{n,k,L} ) to ( \text{Cycle-Search}</em>{n,T,\overline{\tau}} ): Red-Cyc(( M^A ), ( M^B ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Alice gets ( M^A \in [n]^{k \times L} ) and Bob gets ( M^B \in [n]^{k \times L} ).</td>
</tr>
<tr>
<td>- Return ( \perp ) if ( (M^A, M^B) \notin \text{supp}(D^{SI}_{n,k,L}) ).</td>
</tr>
</tbody>
</table>
• Alice generates $M^1$ as follows:
  – For every $i \in [k]$ and every $j \in [L]$ such that $\tau_j = 1$, Alice adds the edge $(M^A_{i,j}, M^A_{i,(j \mod L)+1})$ to $M^1$.
  – Alice extends $M^1$ into a perfect matching uniformly at random.

• Similarly, Bob generates $M^2, \ldots, M^T$ as follows:
  – For every $i \in [k]$, every $\mu \in \{2, \ldots, T\}$, and every $j \in [L]$ such that $\tau_j = \mu$, Bob adds the edge $(M^B_{i,j}, M^B_{i,(j \mod L)+1})$ to $M^\mu$.
  – For every $\mu \in \{2, \ldots, T\}$, Bob extends $M^\mu$ into a perfect matching uniformly at random.

We write $(j \mod L) + 1$ in the subscript as we index starting from 1 instead of 0.

Notation. For $n, L \in \mathbb{N}_{\geq 1}$, we let $S_{n,L}$ be the set of all the vectors from $[n]^L$ whose entries are all distinct.

Let $n, k, L \in \mathbb{N}_{\geq 1}$, $i, j \in [k]$, and $X \in S_{n,L}$. We define $D_{n,k,L;i,j,X}^{S,SI}$ to be the distribution $D_{n,k,L;i,j,X}^{S,SI}$ conditioning on the event that $\text{row}(M^A, i) = \text{row}(M^B, j) = X$.

We then define

$$R_{n,k,T,\vec{\tau};i,j,X} := \text{Red-Cyc}(D_{n,k,L;i,j,X}^{S,SI}),$$

which is the outputted distribution of the reduction $\text{Red-Cyc}$ where Alice and Bob draw their inputs jointly from $D_{n,k,L;i,j,X}^{S,SI}$.

Let $G_{n,T,\vec{\tau},X}$ to be the distribution $G_{n,T}$ conditioning on the event that the graph contains $X$ as a $\vec{\tau}$ pattern cycle. Slightly abusing notation, we also identify a graph $G \in \text{supp}(G_{n,T})$ by a list of $T$ perfect matchings $M^1, M^2, \ldots, M^T$.

Given $G \in \text{supp}(G_{n,T})$ and a pattern $\vec{\tau} \in [T]^L$, we define $\#_{\vec{\tau}}(G)$ as the number of simple cycles in $G$ with pattern $\vec{\tau}$ (i.e., $\#_{\vec{\tau}}(G) = |C_{\vec{\tau}}(G)|$).

We will need the following two lemmas.

Lemma 5.8. For all $T \in \mathbb{N}_{\geq 1}$, for all sufficiently large $n \in 2\mathbb{N}_{\geq 1}$ the following holds: letting $k = n^{1/3}$, for every $L \in [\log n]$, $\vec{\tau} \in [T]^L$, $X \in S_{n,L}$ and $i, j \in [k]$, it holds that

$$\|R_{n,k,T,\vec{\tau};i,j,X} - G_{n,T,\vec{\tau},X}\|_{TV} \leq 1/n^{0.1}.$$

Lemma 5.9. For all $T \in \mathbb{N}_{\geq 1}$, for all sufficiently large $n \in 2\mathbb{N}_{\geq 1}$ the following holds: for

\[\text{We note that since now we are aiming to prove the communication complexity lower bound, the orderings of the edges within individual matchings do not matter, so we (Alice and Bob, indeed) will simply “forget” their orderings.}\]
every \( L \in [\log n] \) and valid cycle pattern \( \vec{\tau} \in [T]^L \), it holds that
\[
\Pr_{G \leftarrow G_{n,T}}[\#\vec{\tau}(G) > \log^3 n] \leq n^{-100},
\]
and
\[
\frac{1}{2} \leq \mathbb{E}_{G \leftarrow G_{n,T}}[\#\vec{\tau}(G)] \leq 2.
\]

Now we are ready to prove Lemma 5.2.

**Proof of Lemma 5.2.** Let \( \varepsilon, \delta \in (0, 1) \) to be specified later. For the sake of contradiction, we will first assume the existence of a communication protocol \( \Pi_{\text{cyc}} \) with complexity \( n^\varepsilon \) such that
\[
\Pr_{G \leftarrow G_{n,T}}[\Pi_{\text{cyc}}(G) \in \mathbb{C}_{\vec{\tau}}(G)] > n^{-\delta},
\]
and then construct another protocol \( \Pi_{\text{SI}} \) that contradicts Lemma 5.5. Recall that \( k = n^{1/3} \) in Lemma 5.5. Now we specify the protocol \( \Pi_{\text{SI}} \).

### The protocol \( \Pi_{\text{SI}} \) for \( \text{Sparse-SI}_{n,k,L} \)

1. Alice gets \( M^A \in [n]^{k \times L} \) and Bob gets \( M^B \in [n]^{k \times L} \).
2. Alice and Bob simulate \( \text{Red-Cyc}(M^A, M^B) \) to get their new inputs \( M^1 \) and \( M^{\geq 2} \), respectively. (Note that this step does not require communication, according to \( \text{Red-Cyc} \).)
3. Alice and Bob run \( \Pi_{\text{cyc}} \) with inputs being \( M^1 \) and \( M^{\geq 2} \), respectively.
4. If \( \Pi_{\text{cyc}} \) returns a cycle \( C \), Alice and Bob then outputs the vertices in \( C \), in the same order they appear in \( C \).

In the rest of the proof, for simplicity we will use \( G_X \) to denote \( G_{n,T,\vec{\tau};X} \), \( R_X \) to denote \( R_{n,k,T,\vec{\tau};i,j,X} \), and \( D_{X}^{\text{S-SI}} \) to denote \( D_{i,j,X}^{\text{S-SI}} \). Their other parameters in the subscripts \((n, K, L, T, \vec{\tau}, i, j)\) will always be clear from the context.

The success probability \( p_{\text{suc}} \) of \( \Pi_{\text{SI}} \) over \( D_{X}^{\text{S-SI}} \) can be calculated as follows:
\[
p_{\text{suc}} = \Pr_{X \leftarrow S_{n,L,i,j} \in [n]} \Pr_{(M^A,M^B) \leftarrow D_{i,j,X}^{\text{S-SI}}} [\Pi_{\text{SI}}(M^A, M^B) = X].
\]

From now on, we will slightly abuse the notation by identify an ordered cycle \( C \) with the list of its vertices. (Since we only care about cycles with pattern \( \vec{\tau} \), the latter uniquely determines the former.)

---

\(^{14}\)For notation convenience, given a graph \( G = ([n], M^1 \circ M^{\geq 2}) \), we use \( \Pi_{\text{cyc}}(G) \) to denote \( \Pi_{\text{cyc}}(M^1, M^{\geq 2}) \).
We wish to lower bound
\[
\Pr_{X \gets \mathcal{S}_{n,L}} \Pr_{M^A, M^B \leftarrow \mathcal{D}^S_{n,L}}[\Pi_{SI}(M^A, M^B) = X]
\]
\[
= \Pr_{X \gets \mathcal{S}_{n,L}} \Pr_{M^1, M^2 \leftarrow \mathcal{R}_X}[\Pi_{cyc}(M^1, M^2) = X]
\]
\[
\geq \Pr_{X \gets \mathcal{S}_{n,L}} \Pr_{G \leftarrow \tilde{G}_X}[\Pi_{cyc}(G) = X] - n^{-0.1}. \tag{Lemma 5.8}
\]

Next we define \(\tilde{G}\) as the following distribution: draw \(X \leftarrow \mathcal{S}_{n,L}, G \leftarrow \mathcal{G}_X\), and then output \(G\). We have
\[
\Pr_{X \leftarrow \mathcal{S}_{n,L}} \Pr_{G \leftarrow \tilde{G}_X}[\Pi_{cyc}(G) = X] = \Pr_{G \leftarrow \tilde{G}} \Pr_{X \leftarrow \mathcal{G}_X}[\Pi_{cyc}(G) = X].
\]

We need the following claim that helps us to analyze the above quantity.

**Claim 5.10.** The following two statements hold:

1. \(\Pr_{G \leftarrow \tilde{G}}[\Pi_{cyc}(G) \in \mathcal{C}_\tau(G)] \geq n^{-\delta}/2\).
2. \(\Pr_{G \leftarrow \tilde{G}}[\#\tau(G) > \log^3 n] \leq 1/n^{50}\).

Before proving Claim 5.10, we first show it implies our lemma. We have

\[
\Pr_{G \leftarrow \tilde{G}} \Pr_{X \leftarrow \mathcal{C}_\tau(G)}[\Pi_{cyc}(G) = X]
\]
\[
\geq \mathbb{E}_{G \leftarrow \tilde{G}} \frac{1}{\#\tau(G)} \cdot 1_{\{\Pi_{cyc}(G) \in \mathcal{C}_\tau(G)\}}
\]
\[
\geq \mathbb{E}_{G \leftarrow \tilde{G}} \frac{1}{\log^3 n} \cdot 1_{\{\Pi_{cyc}(G) \in \mathcal{C}_\tau(G) \land \#\tau(G) \leq \log^3 n\}}
\]
\[
\geq \frac{1}{\log^3 n} \cdot (n^{-\delta}/2 - n^{-50}). \tag{Claim 5.10}
\]

Putting everything together and setting \(\delta = 0.05\) and \(\varepsilon = 0.1\), we have
\[
p_{\text{suc}} \geq \frac{1}{\log^3 n} \cdot (n^{-\delta}/2 - n^{-50}) - n^{-0.1} \geq n^{-0.1}.
\]

Noting that \(\Pi_{SI}\) has the same communication complexity as \(\Pi_{cyc}\), we have established that \(\Pi_{SI}\) solves \(\mathcal{D}^S_{n,k,L}\) over \(\mathcal{D}^S_{n,k,L}\) with probability at least \(n^{-0.1}\) with communication complexity \(n^{0.1}\), contradiction to Lemma 5.5. This completes the proof for the lemma.

Finally, we prove Claim 5.10.

**Proof of Claim 5.10.** Let \(S_G = \text{supp}(G)\). Note that \(\tilde{G}\)’s support is a subset of \(S_G\). Fix \(G \in S_G\), we note that the probability of \(G\) is drawn from \(\tilde{G}\) is proportional to \(\#\tau(G)\), so we
have
\[ \tilde{G}(G) = \frac{\#_{\mathcal{F}}(G)}{\sum_{H \in \mathcal{S}_G} \#_{\mathcal{F}}(H)}. \]

Therefore
\[ \frac{\tilde{G}(G)}{G(G)} = \frac{\#_{\mathcal{F}}(G)}{\mathbb{E}_{H \in \mathcal{S}_G} \#_{\mathcal{F}}(H)}. \]

Applying Lemma 5.9, we have
\[ \frac{\#_{\mathcal{F}}(G)}{2} \leq \frac{\tilde{G}(G)}{G(G)} \leq 2 \frac{\#_{\mathcal{F}}(G)}{2}. \] (10)

Now we are ready to prove Item (1).
\[
\Pr_{G \leftarrow \tilde{G}} [\Pi_{\text{cyc}}(G) \in \mathbb{C}_{\mathcal{F}}(G)] = \mathbb{E}_{G \leftarrow \tilde{G}} \frac{\tilde{G}(G)}{G(G)} \cdot 1_{\{\Pi_{\text{cyc}}(G) \in \mathbb{C}_{\mathcal{F}}(G)\}} \geq \mathbb{E}_{G \leftarrow \tilde{G}} \frac{\#_{\mathcal{F}}(G)}{2} \cdot 1_{\{\Pi_{\text{cyc}}(G) \in \mathbb{C}_{\mathcal{F}}(G)\}} \quad \text{(By (10))}
\]
\[ \geq \frac{1}{2} \cdot \mathbb{E}_{G \leftarrow \tilde{G}} 1_{\{\Pi(G) \in \mathbb{C}_{\mathcal{F}}(G)\}} \geq n^{-\delta}/2. \]
\[
\Pr_{G \leftarrow \tilde{G}} [\#_{\mathcal{F}}(G) > \log^3 n] = \mathbb{E}_{G \leftarrow \tilde{G}} \frac{\tilde{G}(G)}{G(G)} \cdot 1_{\{\#_{\mathcal{F}}(G) > \log^3 n\}} \leq \mathbb{E}_{G \leftarrow \tilde{G}} 2 \cdot \#_{\mathcal{F}}(G) \cdot 1_{\{\#_{\mathcal{F}}(G) > \log^3 n\}} \quad \text{(By (10))}
\]
\[ \leq 2n \cdot \mathbb{E}_{G \leftarrow \tilde{G}} 1_{\{\#_{\mathcal{F}}(G) > \log^3 n\}} \quad \text{(\#_{\mathcal{F}}(G) \leq n)}
\]
\[ \leq n^{-50}. \quad \text{(Lemma 5.9)}
\]

5.2 Proof of Lemma 5.8

In this section we prove Lemma 5.8, which is restated below.

Reminder of Lemma 5.8. For all \( T \in \mathbb{N}_{\geq 1} \), for all sufficiently large \( n \in 2\mathbb{N}_{\geq 1} \) the following holds: letting \( k = n^{1/3} \), for every \( L \in [\log n] \), \( \mathcal{F} \in [T]^L \), \( X \in \mathcal{S}_{n,L} \) and \( i,j \in [k] \), it holds that
\[ \| \mathcal{R}_{n,k,T,\mathcal{F},i,j,X} - \mathcal{G}_{n,T,\mathcal{F},X} \|_{TV} \leq 1/n^{0.1}. \]
Let \( C_n \) be the number of perfect matchings on an \( n \) vertex set (assuming that \( n \in 2\mathbb{N}_{\geq 1} \)).

We need the following fact regarding \( C_n \).

**Fact 5.11.** Let \( n \in 2\mathbb{N}_{\geq 1} \) be sufficiently large. For every \( k \in \mathbb{N} \) such that \( k < \frac{n}{2} \), we have

\[
\frac{C_{n-2k}}{C_n} = \prod_{i \in [k]} \frac{1}{(n - 2i + 1)}.
\]

In particular, for every \( k \in \mathbb{N} \) such that \( k < n^{0.34} \), it holds that

\[
n^{-k} \leq \frac{C_{n-2k}}{C_n} \leq n^{-k} \cdot (1 + n^{-0.2}).
\]

**Proof of Lemma 5.8.** For notational convenience, throughout the proof we will use \( R_X \) to denote \( R_{n,k,T,\vec{r};i,j,X} \) and \( G_X \) to denote \( G_{n,T,\vec{r};X} \).

Let \( X[i] \) be the edges in \( X \) that belongs to \( M^i \) if treating \( X \) as a \( \vec{r} \)-pattern cycle\(^{15}\), we can see that \( G_X \) is the uniform distribution over lists of \( T \) perfect matchings \( (M^1, M^2, \ldots, M^T) \) such that \( X[i] \subseteq M^i \).

We first observe that \( R_X \) can be alternatively described as below. We will also define an auxiliary distribution \( \tilde{R}_X \) to help the analysis.

**Alternative sampling procedures** \( \text{Samp}_X \) and \( \tilde{\text{Samp}}_X \) for \( R_X \) and \( \tilde{R}_X \), respectively

- Let \( \ell = |\{\tau_j = 1 : j \in [L]\}| \).

**Sampler** \( \text{Samp}_X \) for \( R_X \) Alice gets \( M^A \in [n]^{(k-1) \times 2\ell} \) and Bob gets \( M^B \in [n]^{(k-1) \times L} \) from the uniform distribution over all pairs \((M^A, M^B)\) such that the union of \( M^A, M^B, X \) has distinct entries.

**Sampler** \( \tilde{\text{Samp}}_X \) for \( \tilde{R}_X \) Alice gets \( M^A \in [n]^{(k-1) \times 2\ell} \) and Bob gets \( M^B \in [n]^{(k-1) \times L} \) from the uniform distribution over all such pairs \((M^A, M^B)\).

- If the union of \( M^A, M^B, X \) does not have distinct entries, then return \( \bot \) and terminate. (This is only relevant for \( \tilde{R}_X \).)

- Alice generates \( M^1 \) as follows:
  - Alice first sets \( M^1 = X[1] \).
  - For every \( i \in [k-1] \) and \( j \in [\ell] \), Alice adds the edge \((M^A_{i,2j-1}, M^A_{i,2j})\) to \( M^1 \).
  - Alice extends \( M^1 \) into a perfect matching uniformly at random.

\(^{15}\)That is, \( X[i] = \{(X_{\ell}, X_{\ell \mod L+1}) : \ell \in [L] \land \tau_{\ell} = i\} \).
Similarly, Bob generates $M^2, \ldots, M^T$ as follows:

- For every $\mu \in \{2, \ldots, T\}$, Bob first sets $M^\mu = X_{[\mu]}$.
- For every $i \in [k]$, every $\mu \in \{2, \ldots, T\}$, and every $j \in [L]$ such that $\tau_j = \mu$, Bob adds the edge $(M^B_{i,j}, M^B_{i,(j \mod L)+1})$ to $M^\mu$.
- For every $\mu \in \{2, \ldots, T\}$, Bob extends $M^\mu$ into a perfect matching uniformly at random.

We first prove the following claim.

**Claim 5.12.** It holds that

$$\|\tilde{R}_X - R_X\|_{TV} \leq n^{-0.2},$$

and

$$\tilde{R}_X(\perp) \leq n^{-0.2}.$$

**Proof.** Let $D_X$ and $\tilde{D}_X$ be the distribution of the pairs $(M^A, M^B)$ in $\text{Samp}_X$ and $\tilde{\text{Samp}}_X$, respectively. It suffices to show that $\|D_X - \tilde{D}_X\|_{TV} \leq n^{-0.2}$. Let $\mathcal{E}$ be the probability that the union of $M^A, M^B, X$ has distinct entries. We note that $D_X$ is simply $\tilde{D}_X$ conditioning on the event $\mathcal{E}$.

By a simple union bound, we have $\Pr[\tilde{D}_X \setminus \mathcal{E}] \geq 1 - (2kL)^2/n$, which implies $\tilde{R}_X(\perp) \leq n^{-0.2}$ and $\|D_X - \tilde{D}_X\|_{TV} \leq n^{-0.2}$, and therefore completes the proof. \qed

From now on we are going to show $G_X$ and $\tilde{R}_X$ are close. We will use the following claim.

**Claim 5.13.** For all $G \in \text{supp}(G_X)$,

$$\frac{\tilde{R}_X(G)}{G_X(G)} \leq (1 + n^{-0.15}).$$

**Proof.** Fix $G \in G_X$. We note that if $G$ is generated by the procedure for generating $\tilde{R}_X$, then $(M^A, M^B)$ are indeed completely determined by $(k - 1) \cdot 2\ell$ entries. Hence we have

$$\tilde{R}_X(G) \leq \frac{n^{(k-1)2\ell}}{n^{(k-1)(2\ell+L)}} \cdot \left[ \prod_{i \in [T]} C_{n-2k|X[i]|} \right]^{-1}.$$  

Also, note that

$$G_X(G) = \left[ \prod_{i \in [T]} C_{n-2|X[i]|} \right]^{-1},$$

we have

$$\frac{\tilde{R}_X(G)}{G_X(G)} \leq n^{-(k-1)\cdot L} \prod_{i \in [T]} \left[ \frac{C_{n-2|X[i]|}}{C_{n-2k|X[i]|}} \right].$$
By Fact 5.11 and noting $|X_{[i]}| \leq n^{1/3} \cdot \log n \leq n^{0.34}$, the above can be bounded by

$$n^{- (k - 1) \cdot L} \cdot n^{(k - 1) \cdot L} \cdot (1 + n^{-0.2})^{2T} \leq (1 + n^{-0.15}).$$

Now, note that

$$\|\tilde{R}_X - G_X\|_{TV} = \tilde{R}_X(\perp) + \sum_{G \in \text{supp}(G_X)} \max(0, \tilde{R}_X(G) - G_X(G)).$$

By Claim 5.13 and Claim 5.12, the above can be bounded

$$n^{-0.2} + \sum_{G \in \text{supp}(G_X)} G_X(G) \cdot n^{-0.15} \leq n^{-0.2} + n^{-0.15} \leq n^{-0.1},$$

which completes the proof.

5.3 Proof of Lemma 5.9

In this section we prove Lemma 5.9, which is restated below.

**Reminder of Lemma 5.9.** For all $T \in \mathbb{N}_{\geq 1}$, for all sufficiently large $n \in 2\mathbb{N}_{\geq 1}$ the following holds: for every $L \in [\log n]$ and valid cycle pattern $\bar{\tau} \in [T]^L$, it holds that

$$\Pr_{G \leftarrow G_{n,T}}[\#\bar{\tau}(G) > \log^3 n] \leq n^{-100},$$

and

$$1/2 \leq \mathbb{E}_{G \leftarrow G_{n,T}}[\#\bar{\tau}(G)] \leq 2.$$

**Proof.** We first bound $\mathbb{E}_{G \leftarrow G_{n,T}}[\#\bar{\tau}(G)]$. By linearity of expectation, we have that

$$\mathbb{E}_{G \leftarrow G_{n,T}}[\#\bar{\tau}(G)] = \sum_{v_s \in [n]} \Pr_{G \leftarrow G_{n,T}}[\text{Path}(G, v_s, \bar{\tau}) \in C_{\bar{\tau}}(G)].$$

So it suffices to bound $\Pr_{G \leftarrow G_{n,T}}[\text{Path}(G, v_s, \bar{\tau}) \in C_{\bar{\tau}}(G)]$ for a fixed $v_s \in [n]$. We will analyze the following “lazy procedure” when determining if $\text{Path}(G, v_s, \bar{\bar{\tau}}) \in C_{\bar{\tau}}(G)$:

1. Let $v_0 = v_s$ and $\bar{\bar{w}}^{(0)}$ be an empty list.

2. For $i$ from 1 to $L$:
   
   (a) Let $e$ be the unique edge in the matching $\bar{M}^\tau_i$ that is adjacent to the vertex $v_{i-1}$.
   
   (b) Let $v_i$ be the endpoint of $e$ other than $v_{i-1}$. If $i < L$ and $v_i$ is already visited in $\bar{\bar{w}}^{(i-1)}$ (i.e., $v_i$ is the endpoints of some edges in $\bar{\bar{w}}^{(i-1)}$), then return NO.
3. If $v_L = v_0$, return YES. Otherwise return NO.

Intuitively, in Step (2) we check whether we get a simple path, and in Step (3) we check whether we get a cycle. Now we analyze the probability that the above procedure returns YES. Let $\mathcal{E}_i$ be the event that the procedure does not return NO before the end of $i$-th loop at Step (2). We first calculate $\Pr[\mathcal{E}_i|\mathcal{E}_{i-1}]$.

Note that conditioning on $\mathcal{E}_{i-1}$, the path has visited $i$ vertices $v_0, \ldots, v_{i-1}$. Let $t_i$ be the number of edges from $M^{\tau_i}$ that is contained in $\bar{w}(i-1)$. We note that $t_i \leq i/2$. We can see that the endpoint of $e$ other than $v_{i-1}$ has $n-1-2t_i$ many equally likely choices, and only $i-2t_i$ many of them causes the procedure to return NO. Hence, we have

$$
\Pr[\mathcal{E}_i|\mathcal{E}_{i-1}] = 1 - \frac{i-2t_i}{n-1-2t_i}.
$$

Now we analyze the probability of the procedure outputting YES conditioning on $\mathcal{E}_L$. Again, we note that the other endpoint of the last edge $e$ has $n-1-2t_L$ many equally likely choices, but only 1 of them ($v_s$) causes the procedure to return YES. Hence the probability is $\frac{1}{n-1-2t_L}$.

Hence, we have

$$
p_{\text{single}} = \Pr_{G \sim \mathcal{G}_{n,T}}[\text{Path}(G, v_s, \bar{\tau}) \in \mathcal{C}_{\bar{\tau}}(G)]
= \frac{1}{n-1-2t_L} \cdot \prod_{i \in [L-1]} \left(1 - \frac{i-2t_i}{n-1-2t_i}\right).
$$

Note that $2t_i \leq i$ for all $i \in [L]$, we have

$$
p_{\text{single}} \leq \frac{1}{n-1-L} \leq \frac{2}{n},
$$

and

$$
p_{\text{single}} \geq \frac{1}{n} \cdot \prod_{i \in [L-1]} \left(1 - \frac{i}{n-1}\right) \geq \frac{1}{2n},
$$

the last inequality follows from $L \in [\log n]$.

The desired bound on $\mathbb{E}_{G \sim \mathcal{G}_{n,T}}[\#_{\bar{\tau}}(G)]$ then follows from the fact that it equals $n \cdot p_{\text{single}}$.

**Upper bounding** $\Pr_{G \sim \mathcal{G}_{n,T}}[\#_{\bar{\tau}}(G) > \log^3 n]$. We first note that a vertex $u \in [n]$ in $G \in \text{supp}(\mathcal{G}_{n,T})$ can only be contained in at most $L$ many cycles with pattern $\bar{\tau}$, since fixing its position in the pattern $\bar{\tau}$ completely determines the cycle. Hence, a cycle $C \in \mathcal{C}_{\bar{\tau}}(G)$ can share vertices with at most $L^2$ many other cycles in $\mathcal{C}_{\bar{\tau}}(G)$.

Assuming now that $\#_{\bar{\tau}}(G) = |\mathcal{C}_{\bar{\tau}}(G)| > \log^3 n$. We consider a dependence graph $V_C$ with vertices being $\mathcal{C}_{\bar{\tau}}(G)$, and we add an edge between two cycles in $V_C$ if they share a
vertex. By previous discussions, we know that \( V_C \) has maximum degree \( \Delta \leq L^2 \leq \log^2 n \). By a standard coloring argument, it follows that \( V_C \) has an independent set of size at least \( \left( \log^3 n \right) / (\Delta + 1) \geq \log n - 1 \).

Let \( \ell = \log n - 1 \). From the above discussion, we know that \( \#_\tau(G) > \log^3 n \) implies the existence of \( \ell \) many vertex-disjoint pattern-\( \tau \) cycles in \( G \). We denote the latter event as \( E_{\text{nice}} \) and will upper bound \( \text{Pr}[E_{\text{nice}}] \) instead.

Let \( S = \{s_1, s_2, \ldots, s_\ell\} \) be a subset of \([n]\). For every possible length-\( L \) paths \( W = (\vec{w}^1, \vec{w}^2, \ldots, \vec{w}^\ell) \), we will show that conditioning on the event \( E_{\text{path}} \cap \bigwedge_{i \in [\ell]} \text{Path}(G, s_i, \vec{\tau}) = \vec{w}^i \), the probability that all of \( \text{Path}(G, s_i, \vec{\tau}) \) are vertex-disjoint simple cycles with pattern \( \vec{\tau} \), denoted as event \( E_{\text{nice}}^S \) are at most \( (n - \ell \cdot L)^{-\ell} \).

Now, conditioning on \( E_{\text{path}} \), if for any \( i \neq j \), \( \vec{w}^i \) and \( \vec{w}^j \) share at least one vertex, then by definition \( E_{\text{nice}}^S \) happens with probability 0. So we can assume all of \( \vec{w}^i \) are pair-wise vertex-disjoint. In this case, we note that \( E_{\text{nice}}^S \) happens if and only if the following event happens: for every \( i \in [\ell] \), the unique edge from \( M^{\tau_L} \) that is adjacent to \( w^i_L \), connects to \( w^i_1 \).

Since all \( \vec{w}^i \)'s are vertex disjoint, the above happens with probability at most \( (n - \ell \cdot L)^{-\ell} \).

Putting the above together, it follows that

\[
\text{Pr}[E_{\text{nice}}^S] \leq (n - \ell \cdot L)^{-\ell} \leq (n - \log^2 n)^{-\ell}.
\]

By a union bound, we have

\[
\text{Pr}[E_{\text{nice}}] \leq \sum_{S \subset [n], |S| = \ell} \text{Pr}[E_{\text{nice}}^S] \\
\leq \binom{n}{\ell} \cdot (n - \log^2 n)^{-\ell} \\
\leq \frac{n^\ell}{\ell!} \cdot (n - \log^2 n)^{-\ell} \\
\leq \left( \frac{n}{n - \log^2 n} \right)^\ell \cdot \frac{1}{\ell!} \\
\leq \left( \frac{1}{1 - \log^2 n/n} \right)^\ell \cdot \frac{1}{\ell!} \\
\leq n^{-100}. \quad (n \text{ is sufficiently large and } \ell = \log n - 1)
\]

Finally, recall that \( \#_\tau(G) > \log^3 n \) implies \( E_{\text{nice}} \), it follows that \( \text{Pr}[\#_\tau(G) > \log^3 n] \leq n^{-100} \) as well, which completes the proof.


6 Lower Bounds for Finding a Long Path

Recall that \( \mathbb{L}_\pi(G) \) is the set of simple paths in \( G \) with pattern \( \pi \). In this section we prove Lemma 4.2, which is restated below.

Reminder of Lemma 4.2. There exist \( \varepsilon, \delta, \gamma \in (0, 1) \) such that for all \( T \in \mathbb{N}_{\geq 1} \) and for all sufficiently large \( n \in 2\mathbb{N}_{\geq 1} \) the following holds: For all \( L \in [\gamma_0 \cdot \log n] \), \( p \leq (L - 15)/4T \), valid path pattern \( \pi \in [T]^L \), and \( p \)-pass \( n^\varepsilon \)-space streaming algorithms \( A \), we have

\[
\Pr_{G \in \mathcal{G}_{n,T}} [A(G) \in \mathbb{L}_\pi(G)] \leq n^{3 - \delta L/p}.
\] (11)

We will also call the problem of finding an element in \( \mathbb{L}_\pi(G) \) as the Path-Search-Streaming\( _{n,T,\pi} \) problem.

6.1 Lower Bounds for a Specific Pointer Chasing Problem

We will prove Lemma 4.2 by a reduction from a specific pointer chasing problem.

Definition 6.1 (The ASPC\(_{n,d} \) problem). Let \( n \in \mathbb{N}_{\geq 1} \) and \( d \in 2\mathbb{N}_{\geq 1} \). In the ASPC\(_{n,d} \) problem, there are two players Alice and Bob, and \( d \) permutations \( \pi = (\pi_1, \pi_2, \ldots, \pi_d) \) on \([n]\). Alice gets all the odd-indexed permutations \( \pi_1, \pi_3, \ldots, \pi_{d-1} \), and Bob gets all the even-indexed permutations \( \pi_2, \pi_4, \ldots, \pi_d \). Let \( \pi_{\leq i} = \pi_1 \circ \pi_{i-1} \circ \ldots \circ \pi_1 \) for every \( i \in [d] \). Their goal is to output the path \( \text{path}_\pi(s) = (s, \pi_{\leq 1}(s), \pi_{\leq 2}(s), \ldots, \pi_{\leq d}(s)) \) for some \( s \in [n] \).

For notational convenience, let \( \mathbb{P}(\pi) = \{\text{path}_\pi(s) : s \in [n]\} \). The goal of Alice and Bob can then be restated as outputting an element from \( \mathbb{P}(\pi) \). We also let \( \mathcal{P}_{n,d} \) denote the uniform distribution over all possible \( \pi \) consisting of \( d \) permutations on \([n]\).

We need the following lower bound for ASPC\(_{n,d} \); see Appendix A for a proof.

Lemma 6.2 (Lower Bounds for ASPC\(_{n,d} \)). There exist \( \varepsilon, \delta \in (0, 1) \) such that for all sufficiently large \( n \in \mathbb{N} \) the following holds: for all \( d \in [\log n] \), \( p \leq (d - 6)/2 \), and all \( p \)-round communication protocols \( \Pi \) with at most \( n^\varepsilon \) communication complexity, it holds that

\[
\Pr_{\tilde{\pi} \leftarrow \mathcal{P}_{n,d}} \left[ \Pi(\tilde{\pi}) \in \mathbb{P}(\pi) \right] \leq n^{1 - \delta d/p},
\]

where \( \Pi(\tilde{\pi}) \) denotes the output of \( \Pi \) when Alice gets the input \( \pi_1, \pi_3, \ldots, \pi_{d-1} \) and Bob gets the input \( \pi_2, \pi_4, \ldots, \pi_d \).

To make use of Lemma 6.2, we first reduce ASPC to another auxiliary problem, which is closer to the Path-Search-Streaming problem considered in Lemma 4.2.

Definition 6.3 (The Path-Finding\(_{n,T,\pi} \) problem). Let \( n, T, L \in \mathbb{N}_{\geq 1} \) and \( \pi \in [T]^L \) be a valid path pattern. In the Path-Finding\(_{n,\pi} \) problem, there is a graph \( H \) consisting of \( L + 1 \) layers of
vertices $\vec{V} = (V_1, V_2, \ldots, V_{L+1})$, each with size $n$, and $L$ set of edges $\vec{W} = (W_1, W_2, \ldots, W_L)$ such that $W_i$ is a perfect bipartite matching between layers $V_i$ and $V_{i+1}$. There are $T$ players $P_1, \ldots, P_T$, such that the $i$-th players gets all $W_\ell$ such that $\tau_\ell = i$ as input. Their goal is to output a directed path from the first layer $V_1$ to the last layer $V_{L+1}$.

For simplicity, we will always assume $V_i = \{(i-1) \cdot n + 1, (i-1) \cdot n + 2, \ldots, i \cdot n\}$ for each $i \in [L]$. We also let $\mathcal{W}_{n,L}$ be the uniform distribution over all possible $\vec{W}$ consisting of $L$ perfect bipartite matchings, where the $i$-th matching is between $V_i$ and $V_{i+1}$. We denote $\mathbb{P}(\vec{W})$ as the set of all directed paths from the first layer $V_1$ to the last layer $V_{L+1}$, going through the graph defined by $\vec{W}$. The goal of $\text{Path-Finding}_{n,\vec{\tau}}$ can then be restated as output an element of $\mathbb{P}(\vec{W})$.

Using a reduction from the ASPC problem, we have the following lower bound for Path-Finding.

**Lemma 6.4 (Lower bounds for Path-Finding$_{n,T,\vec{\tau}}$).** There exist $\varepsilon, \delta \in (0, 1)$ such that for all $T \in \mathbb{N}$ and for all sufficiently large $n \in \mathbb{N}$ the following holds: for all $L \in [\log n]$, valid path pattern $\vec{\tau} \in [L]^T$, $p \leq (L - 15)/4T$, and all $p$-round communication protocol $\Pi$ with at most $n^\varepsilon$ communication complexity in the blackboard model, it holds that

$$\Pr_{\vec{W} \leftarrow \mathcal{W}_{n,L}} [\Pi(\vec{W}) \in \mathbb{P}(\vec{W})] \leq n^{1-\delta L/p},$$

where $\Pi(\vec{W})$ denotes the output of the protocol $\Pi$ when the $T$ players get their inputs from $\vec{W}$ according to the pattern $\vec{\tau}$.

**Proof.** We first partition the $T$ players into two disjoint sets $T_1, T_2 \subseteq \{P_1, \ldots, P_T\}$ such that there are at least $(L - 1)/2$ indices $\ell$ such that $\tau_\ell$ and $\tau_{\ell+1}$ are not in the same set. Such partition always exists by a probabilistic argument, since a random partition gives $(L - 1)/2$ such indices in expectation.

This allows us to view $\vec{\tau}$ as $d \geq [(L - 1)/2] + 1$ segments that alternate between players in $T_1$ and players in $T_2$. We will view blackboard communication protocols for $\text{Path-Finding}_{n,T,\vec{\tau}}$ as a two-player communication protocol between “player” $T_1$ and “player” $T_2$.

Formally, let $\vec{\tau}_1, \ldots, \vec{\tau}_d$ be the segments of $\tau$ such that each odd $\vec{\tau}_i$ has all its coordinates in $T_1$, and each even $\vec{\tau}_i$ has all its coordinates in $T_2$. Fix a protocol $\Pi$ for $\text{Path-Finding}_{n,T,\vec{\tau}}$. We will use it to solve $\text{ASPC}_{n,d}$, then apply the lower bound in Lemma 6.2.

Consider the following protocol for $\text{ASPC}_{n,d}$.

---

16That is, in each round, from the first player to the $T$-th player, each player writes some bits to a blackboard that can be seen by everyone. And the final output of the protocol is only determined by the content of the blackboard at the end of the protocol. The communication complexity of the protocol is the maximum total number of bits written on the blackboard.
Protocol for ASPC\(_{n,d}\)

Inputs \(\pi_1, \ldots, \pi_d\)

Communication

1. for each odd \(i\), Alice samples uniformly random matchings in segment \(\vec{\tau}_i\) conditioned on their composition equal to \(\pi_i\)

2. for each even \(i\), Bob samples uniformly random matchings in segment \(\vec{\tau}_i\) conditioned on their composition equal to \(\pi_i\)

3. denote the graph they generated by \(H\), Alice and Bob run \(\Pi\) on \(H\), where Alice simulates all players in \(T_1\) and Bob simulates all players in \(T_2\), and obtain a path \(Q\) in \(H\)

4. output the path for \(\vec{\pi}\) obtained by composing all segments \(\vec{\tau}_1, \ldots, \vec{\tau}_d\) of \(Q\)

When \(\pi_1, \ldots, \pi_d\) are uniform, \(H\) is a uniformly random graph. Alice knows the inputs for all players in \(T_1\), and Bob knows the inputs for all players in \(T_2\). Hence, the players can simulate \(\Pi\). Moreover, the number of rounds in our protocol for \(\text{ASPC}_{n,d}\) is at most \(T\) times the number of rounds in \(\Pi\). When \(\Pi\) outputs a correct path \(Q\) in \(H\), the output of the protocol for \(\text{ASPC}_{n,d}\) is correct.

Hence, by Lemma 6.2, the probability that \(\Pi\) outputs a correct path is at most \(n^{1-\delta d/p} \leq n^{1-\delta L/(2p)}\). By reparametrizing, we prove the lemma. \(\square\)

### 6.2 Proof of Lemma 4.2

Now we are ready to prove Lemma 4.2 by a reduction from the Path-Finding problem.

Reduction Red-Path from Path-Finding\(_{n^\gamma, T, \vec{\tau}}\) to Path-Search-Streaming\(_{n, T, \vec{\tau}}\)

Parameters \(\gamma = 10^{-3}\). \(n, T, \vec{\tau}\) are parameters for the desired Path-Search-Streaming problem instance. Let \(m = n^\gamma\).

Input for Path-Finding\(_{m, T, \vec{\tau}}\) There is a graph \(H\) consisting of \(L+1\) layers of vertices \(\vec{V} = (V_1, V_2, \ldots, V_{L+1})\), each with size \(m\), and \(L\) matchings \(\vec{W} = (W_1, W_2, \ldots, W_L)\) such that \(W_i\) is a perfect bipartite matching between layers \(V_i\) and \(V_{i+1}\). There are \(T\) players \(P_1, \ldots, P_T\), such that the \(P_i\) gets all \(W_\ell\) such that \(\tau_\ell = i\) as input.

We also have \(V_i = \{(i-1)\cdot m + 1, (i-1)\cdot m + 2, \ldots, i\cdot m\}\) for each \(i \in [L]\), and \(\bigcup_{i \in [L+1]} V_i = [m \cdot (L+1)]\).

- All \(T\) players first use public randomness to sample an injective function
\( \phi : [m \cdot (L + 1)] \rightarrow [n] \).

- For each \( i \in [T] \):
  1. Let \( E_i \) be the set of all edges from \( \{ W_\ell : \tau_\ell = i \} \). Player \( P_i \) first constructs a partial matching \( M_i = \{ (\phi(u), \phi(v)) : (u, v) \in E_i \} \).
  2. \( P_i \) then extends \( M_i \) into a perfect matching over \([n] \) uniformly at random.

\( M_i \) is indeed a partial matching since \( \vec{\tau} \) is a valid path pattern, as required by the definition of Path-Search-Streaming_{n,T,\vec{\tau}}.

**Notation.** We call a subset \( X \subseteq [n] \) a **valid starting subset** of a graph \( G = ([n], M_1 \circ \ldots \circ M_T) \in \text{supp}(G_{n,T}) \) with respect to the pattern \( \vec{\tau} \), if for every \( u \in X \), \( \text{Path}(G, u, \vec{\tau}) \) is simple, and for every two distinct \( u, v \in X \), \( \text{Path}(G, u, \vec{\tau}) \) and \( \text{Path}(G, v, \vec{\tau}) \) are vertex-disjoint. We also use \( X_{m,\vec{\tau}}(G) \) to denote the set of all valid starting subset of \( G \) of size \( m \) with respect to \( \vec{\tau} \). For a subset \( S \subseteq [n] \), we use \( X_{S, m,\vec{\tau}}(G) \) to denote the subset of \( X_{m,\vec{\tau}}(G) \) that contains \( S \) as a subset.

For a subset \( X \subseteq [n] \) with size \( n^\gamma \), we use \( \mathcal{G}_{n,T,\vec{\tau},X} \) to denote the uniform distribution over all possible graphs \( G \in \text{supp}(\mathcal{G}_{n,T}) \) such that \( X \in X_{|X|,\vec{\tau}}(G) \). Also, let \( \mathcal{R}_{n,T,\vec{\tau},X} \) be the distribution outputted by Red-Path given inputs drawn from \( W_{n,L} \) and conditioning on the event that \( \{ \phi(i) : i \in [n^\gamma] \} = X \). We have the following observation.

**Observation 6.5.** Let \( n, T, \vec{\tau} \) and \( \gamma \) be as in the reduction Red-Path. For every \( X \subseteq [n] \) with size \( n^\gamma \), it holds that the distributions \( \mathcal{R}_{n,T,\vec{\tau},X} \) and \( \mathcal{G}_{n,T,\vec{\tau},X} \) are identical.

We also need the following lemma.

**Lemma 6.6.** Let \( \gamma = 10^{-3} \). For all \( T \in \mathbb{N}_{\geq 1} \), for all sufficiently large \( n \in 2\mathbb{N}_{\geq 1} \) the following holds: letting \( m = n^\gamma \), for every \( L \in [\log n] \) and valid path pattern \( \vec{\tau} \in [T]^L \), it holds that

1. \[ \Pr_{G \leftarrow \mathcal{G}_{n,T}} \left[ |X_{m,\vec{\tau}}(G)| \leq \frac{1}{2} \cdot \binom{n}{m} \right] \leq n^{-\log n}, \]

2. \[ \Pr_{G \leftarrow \mathcal{G}_{n,T}} \left[ |X_{m,\vec{\tau}}^{(1)}(G)| \leq \frac{1}{2} \cdot \frac{n - 1}{m - 1} \wedge \text{Path}(G, 1, \vec{\tau}) \in \mathbb{L}_{\vec{\tau}}(G) \right] \leq n^{-\log n}. \]

Now we are ready to prove Lemma 4.2.

**Proof of Lemma 4.2.** Let \( \varepsilon, \delta \in (0, 1) \) be two constants to be specified later. Let \( \tilde{\varepsilon}, \tilde{\delta} \) be the constants in Lemma 6.4, and \( \gamma_0 = \gamma = 10^{-3} \).

Given a \( p \)-pass \( n^{\varepsilon} \)-space streaming algorithm \( A \) such that

\[ \Pr_{G \leftarrow \mathcal{G}_{n,T}} \left[ A(G) \in \mathbb{L}_{\vec{\tau}}(G) \right] > n^{3-\delta L/p}, \]

(12)
we will construct a communication protocol for \textbf{Path-Finding}_{m,T,\vec{\tau}} that violates Lemma 6.4.

First, we note that (12) implies that there exists a vertex \( s^* \in [n] \) such that

\[
\Pr_{G \leftarrow G_{n,T}} \left[ A(G) = \text{Path}(G, s^*, \vec{\tau}) \land A(G) \in \mathbb{L}_{\vec{\tau}}(G) \right] > n^{2 - \delta L/p}.
\] (13)

We set \( p_{\text{suc}} = n^{2 - \delta L/p} \) for notational convenience. By symmetry, we can assume that \( s^* = 1 \).

Our protocol \( \Pi \) for \textbf{Path-Finding}_{m,T,\vec{\tau}} works by first running \textbf{Red-Path} to obtain a \textbf{Path-Search-Streaming}_{n,T,\vec{\tau}} instance, and then simulating the streaming algorithm \( A \) using \( p \) rounds and \( n^\varepsilon \cdot (p \cdot T) \) bits of communication to obtain \( A \)'s output, a length-\( L \) path \( \vec{v} = (v_1, v_2, \ldots, v_{L+1}) \in [n] \). Finally, it constructs a new length-\( L \) path \( \vec{u} \) in the \textbf{Path-Finding}_{m,T,\vec{\tau}} instance by setting \( u_i = \varphi^{-1}(v_i) \) for every \( i \in [L + 1] \), and outputs \( \vec{u} \) (if some \( v_i \) is not in the range of \( \varphi \), or \( A \) does not output a valid length-\( L \) path \( \vec{u} \), \( \Pi \) simply outputs \( \perp \)).

Now we analyze the success probability of \( \Pi \) over the distribution \( W_{n,L} \). We first note that conditioning on the event that \( \{ \varphi(i) : i \in [m] \} = X \), the output distribution of \textbf{Red-Path} is \( R_{n,T,\vec{\tau},X} \), which is identical to \( G_{n,T,\vec{\tau},X} \) by Observation 6.5. From now on, we will denote \( G_{n,T,\vec{\tau},X} \) by \( G_X \) for simplicity.

The success probability can then be lower bounded by

\[
\Pr_{X \leftarrow \binom{[n]}{m}} \Pr_{G \leftarrow G_X} \left[ A(G) = \text{Path}(G, 1, \vec{\tau}) \land A(G) \in \mathbb{L}_{\vec{\tau}}(G) \land 1 \in X \right].
\] (14)

Now, let \( \tilde{G} \) be the distribution generated as follows: first draw \( X \leftarrow \binom{[n]}{m} \), then draw \( G \leftarrow G_X \) and output \( G \). (14) can then be alternatively written as

\[
\Pr_{G \leftarrow \tilde{G}} \Pr_{X \in \mathbb{X}_{m,\vec{\tau}}(G)} \left[ A(G) = \text{Path}(G, 1, \vec{\tau}) \land A(G) \in \mathbb{L}_{\vec{\tau}}(G) \land 1 \in X \right]
\]

\[
= \Pr_{G \leftarrow \tilde{G}} \left[ A(G) = \text{Path}(G, 1, \vec{\tau}) \land A(G) \in \mathbb{L}_{\vec{\tau}}(G) \right] \cdot \Pr_{X \in \mathbb{X}_{m,\vec{\tau}}(G)} [1 \in X].
\] (15)

To lower bound (15), we need the following claim.

\textbf{Claim 6.7.} \textit{For every event} \( \mathcal{E} \), it holds that

\[
\Pr_{G \leftarrow \tilde{G}} [\mathcal{E}(G)] \geq \frac{1}{2} \cdot \left[ \Pr_{G \leftarrow \tilde{G}} [\mathcal{E}(G)] - n^{-\log n} \right].
\]

\textit{Proof.} We first note that \( \text{supp}(\tilde{G}) \subseteq \text{supp}(G) \), and for \( G \in \text{supp}(\tilde{G}) \), we have

\[
\tilde{G}(G) = \frac{\mathbb{X}_{m,\vec{\tau}}(G)}{\sum_{H \in \text{supp}(G)} \mathbb{X}_{m,\vec{\tau}}(H)}.
\]
which implies that
\[
\frac{\bar{G}(G)}{G(G)} = \frac{X_m,\bar{\tau}(G)}{E_{H \in \text{supp}(G)} X_m,\bar{\tau}(H)}.
\]

Now, we have
\[
\Pr_{G \leftarrow \bar{G}}[E(G)] = \Pr_{G \leftarrow G}[E(G)] \cdot \frac{X_m,\bar{\tau}(G)}{E_{H \in \text{supp}(G)} X_m,\bar{\tau}(H)} \cdot [E(G)]
\]
\[
\geq \left(\frac{n}{m}\right)^{-1} \cdot \left(\frac{n}{m}\right) \cdot \frac{1}{2} \cdot \Pr_{G \leftarrow \bar{G}}[X_m,\bar{\tau}(G) > \frac{n}{2} \land E(G)]
\]
\[
\geq \frac{1}{2} \cdot \left(\Pr_{G \leftarrow \bar{G}}[E(G)] - n^{-\log n}\right).
\]  

(Lemma 6.6)

Now we are ready to lower bound (15). We have
\[
\Pr_{G \leftarrow \bar{G}}[A(G) = \text{Path}(G,1,\bar{\tau}) \land A(G) \in L_{\bar{\tau}}(G)] \cdot \Pr_{X \in X_m,\bar{\tau}(G)}[1 \in X]
\]
\[
\geq \frac{(n-1)/2}{n/m} \cdot \Pr_{G \leftarrow \bar{G}}[A(G) = \text{Path}(G,1,\bar{\tau}) \land A(G) \in L_{\bar{\tau}}(G) \land X_m^{(1)}(G) \geq \frac{n-1}{m-1} \cdot \frac{1}{2}]
\]
\[
\geq n^{-1} \cdot \left(\Pr_{G \leftarrow \bar{G}}[A(G) = \text{Path}(G,1,\bar{\tau}) \land A(G) \in \mathbb{L}_{\bar{\tau}}(G) \land X_m^{(1)}(G) \geq \frac{n-1}{m-1} \cdot \frac{1}{2} - n^{-\log n}\right)
\]
\[
\geq n^{-1} \cdot (p_{\text{suc}} - 2 \cdot n^{-\log n}).
\]  

(Lemma 6.6 and A(G) = \text{Path}(G,1,\bar{\tau}) \land A(G) \in L_{\bar{\tau}}(G) implies Path(G,1,\bar{\tau}) \in L_{\bar{\tau}}(G))

Now, we set \(\varepsilon = \bar{\varepsilon}/2\), which means \(\Pi\) has communication complexity \(n^{\varepsilon} \cdot (p \cdot T) \leq n^{\bar{\varepsilon}}\). We also set \(\delta = \frac{1}{2} \cdot \gamma \cdot \bar{\delta}\). Then the success probability of \(\Pi\) over \(W_{n,L}\) is at least
\[
n^{-1} \cdot \left(n^{-\delta L/p+2} - 2 \cdot n^{-\log n}\right) \geq n^{-\delta L/p+0.5} = n^{-1/2} \frac{L}{p+1/2} > n^{-\delta L/p+1}
\]  

contradicting Lemma 6.4. This completes the proof.

\[\square\]

### 6.3 Proof of Item (1) of Lemma 6.6

**Reminder of Item (1) of Lemma 6.6.** Let \(\gamma = 10^{-3}\). For all \(T \in \mathbb{N}_{\geq 1}\), for all sufficiently large \(n \in 2\mathbb{N}_{\geq 1}\) the following holds: letting \(m = n^\gamma\), for every \(L \in \lfloor \log n \rfloor\) and
valid path pattern \( \vec{\tau} \in [T]^L \), it holds that
\[
\Pr_{G \leftarrow \mathcal{G}_{n,T}} \left[ |X_{m,\vec{\tau}}(G)| \leq \frac{1}{2} \cdot \binom{n}{m} \right] \leq n^{-\log n}.
\]

**Proof.**

**Notation and setup.** Throughout the proof, we use \( G \) to denote a random variable drawn from \( \mathcal{G}_{n,T} \). For every \( S \in \binom{[n]}{m} \), we use \( Y_S \) to denote the random variable \( 1_{\{S \in X_{m,\vec{\tau}}(G)\}} \) (i.e., \( Y_S \) equals 1 if \( S \in X_{m,\vec{\tau}}(G) \) and 0 otherwise). We also let \( M = \binom{n}{m} \) and
\[
Y = \sum_{S \in \binom{[n]}{m}} Y_S = |X_{m,\vec{\tau}}(G)|.
\]

Item (1) can then be restated as
\[
\Pr[Y/M \leq 1/2] \leq n^{-\log n}.
\]

For each \( S \in \binom{[n]}{m} \), we also define \( Z_S = (1 - Y_S) \) and \( Z = \sum_{S \in \binom{[n]}{m}} Z_S \). Let \( \ell \leq n^{1/3} \) be an even integer to be chosen later. We will prove (18) by upper bounding
\[
\mathbb{E}\left[\left(\frac{Z}{M}\right)^\ell\right].
\]

**Expanding (19).** Now, for each \( 1 \leq u < v \leq n \), we define \( W_{u,v} \) to be the indicator random variable that the following three conditions all hold: (1) \( \text{Path}(G, u, \vec{\tau}) \) is simple, (2) \( \text{Path}(G, v, \vec{\tau}) \) is simple, and (3) \( \text{Path}(G, u, \vec{\tau}) \) and \( \text{Path}(G, v, \vec{\tau}) \) share at least one vertex. Also, for each \( u \in [n] \), we define \( B_u \) to be the indicator random variable that \( \text{Path}(G, u, \vec{\tau}) \) is not simple. By the definition of \( Z_S \), we can see that for every \( S \in \binom{[n]}{m} \),
\[
Z_S \leq \sum_{u,v \in S, \; u<v} W_{u,v} + \sum_{u \in S} B_u.
\]

Plugging (20) in the definition of \( Z \), we have
\[
Z \leq \sum_{S \in \binom{[n]}{m}} \left[ \sum_{u,v \in S, \; u<v} W_{u,v} + \sum_{u \in S} B_u \right]
\]
\[
= \sum_{1 \leq u < v \leq n} W_{u,v} \cdot \binom{n-2}{m-2} + \sum_{u \in [n]} B_u \cdot \binom{n-1}{m-1},
\]
which further implies that
\[
Z/M \leq \sum_{1 \leq u < v \leq n} W_{u,v} \cdot \frac{m(m-1)}{n(n-1)} + \sum_{u \in [n]} B_u \cdot \frac{m}{n}.
\]
The inequality above can be further simplified to

\[
\frac{Z}{M} \leq \frac{1}{2} \mathbb{E}_{1 \leq u < v \leq n} \left[ W_{u,v} \right] \cdot \frac{m(m - 1)}{2} + \mathbb{E}_{u \in [n]} \left[ B_u \right] \cdot m. \tag{23}
\]

Raising both sides of (23) to the \(\ell\)-th power, we have

\[
\left( \frac{Z}{M} \right)^{\ell} \leq \sum_{k=0}^{\ell} \binom{\ell}{k} \cdot \left( \frac{m(m - 1)}{2} \right)^k \cdot m^{\ell-k} \left[ \mathbb{E}_{1 \leq u_1 < v_1 \leq n} \prod_{i \in [k]} W_{u_i,v_i} \cdot \mathbb{E}_{w_1, \ldots, w_{\ell-k} \in [n]} \prod_{i \in [\ell-k]} B_{w_i} \right].
\]

\[
\leq \sum_{k=0}^{\ell} 2^k \cdot \left( \frac{m^2}{2} \right)^k \cdot m^{\ell-k} \left[ \mathbb{E}_{1 \leq u_1 < v_1 \leq n} \prod_{i \in [k]} W_{u_i,v_i} \cdot \mathbb{E}_{w_1, \ldots, w_{\ell-k} \in [n]} \prod_{i \in [\ell-k]} B_{w_i} \right].
\]

\[
\leq m^{2\ell} \cdot \sum_{k=0}^{\ell} \mathbb{E}_{1 \leq u_1 < v_1 \leq n} \prod_{i \in [k]} W_{u_i,v_i} \cdot \mathbb{E}_{w_1, \ldots, w_{\ell-k} \in [n]} \prod_{i \in [\ell-k]} B_{w_i}.
\]

Taking the expectation of both sides, we have

\[
\mathbb{E}\left[ \left( \frac{Z}{M} \right)^{\ell} \right] \leq m^{2\ell} \cdot \sum_{k=0}^{\ell} \mathbb{E}_{1 \leq u_1 < v_1 \leq n} \prod_{i \in [k]} W_{u_i,v_i} \cdot \mathbb{E}_{w_1, \ldots, w_{\ell-k} \in [n]} \prod_{i \in [\ell-k]} B_{w_i}. \tag{24}
\]

In the rest of the proof, we will focus on upper bounding the right side of (24). We will upper bound each summand above separately depending on whether \(k \geq \ell/2\) or \(k < \ell/2\).

**The case when \(k < \ell/2\).** We first focus on the case that \(k < \ell/2\). We set \(t = \ell - k\) and note that \(t \geq \ell/2\).

Now, first note that we have

\[
\mathbb{E}_{1 \leq u_1 < v_1 \leq n} \prod_{i \in [k]} W_{u_i,v_i} \cdot \mathbb{E}_{w_1, \ldots, w_{\ell-k} \in [n]} \prod_{i \in [\ell-k]} B_{w_i} \leq \mathbb{E}_{w_1, \ldots, w_{\ell} \in [n]} \mathbb{E}_{i \in [\ell]} B_{w_i}. \tag{25}
\]
So in the following we will upper bound

\[ \mathbb{E}_{w_1, \ldots, w_t \in [n]} \mathbb{E} \left[ \prod_{i \in [t]} B_{w_i} \right]. \]

We will first condition on the event that the number of distinct elements in \( w_1, \ldots, w_t \) is more than \( t/2 \). We first show the probability that this event does not happen is small, in particular

\[ \Pr_{w_1, \ldots, w_t \in [n]} \left[ \left| \{w_i\}_{i \in [t]} \right| \leq t/2 \right] \leq \left( \frac{n}{t/2} \right) \left( \frac{t/2}{n} \right)^t \leq n^{-t/4}. \] (26)

So now we assume that \( \left| \{w_i\}_{i \in [t]} \right| = r > t/2 \), and we will upper bound

\[ \mathbb{E} \left[ \prod_{i \in S} B_i \right] \]

for any \( S \in \binom{[n]}{r} \).

**Claim 6.8.** For every \( r \leq n^{1/3} \) and \( S \in \binom{[n]}{r} \), it holds that

\[ \mathbb{E} \left[ \prod_{i \in S} B_i \right] \leq n^{-r/2}. \]

Combining (26) and Claim 6.8, we have

\[ \mathbb{E}_{w_1, \ldots, w_t \in [n]} \mathbb{E} \left[ \prod_{i \in [t]} B_{w_i} \right] \leq n^{-t/4} + n^{-t/4} \leq n^{-\ell/8} + n^{-\ell/8} \leq 2n^{-\ell/8}. \] (27)

Putting (27) and (25) together, and recall that we assumed \( k < \ell/2 \), we have

\[ \sum_{k=0}^{\ell/2-1} \mathbb{E} \left[ \prod_{1 \leq u_i < v_i \leq n, w_1, \ldots, w_{t-k} \in [n]} \prod_{i \in [k]} W_{u_i, v_i} \cdot \prod_{i \in [\ell-k]} B_{w_i} \right] \leq \left( \ell/2 \right) \cdot 2n^{-\ell/8} \leq \ell \cdot n^{-\ell/8}. \] (28)

**The case when \( k \geq \ell/2 \).** Next we consider the case when \( k \geq \ell/2 \). We have that

\[ \mathbb{E} \left[ \prod_{1 \leq u_i < v_i \leq n, w_1, \ldots, w_{t-k} \in [n]} \prod_{i \in [k]} W_{u_i, v_i} \cdot \prod_{i \in [\ell-k]} B_{w_i} \right] \leq \mathbb{E} \left[ \prod_{i \in [k]} W_{u_i, v_i} \right]. \] (29)
In the following we will upper bound

\[ \mathbb{E}_{1 \leq u_1 < v_1 \leq n} \mathbb{E}_{i \in [k]} \prod_{i \in [k]} W_{u_i, v_i} \cdot \prod_{i \in [\ell - k]} B_{w_i} . \]

Let \( S = \{(u_i, v_i)\}_{i \in [r]} \) be a set of pairs. We say that \( S \) is valid, if the following two conditions hold: (1) all of \( u_1, \ldots, u_r, v_1, \ldots, v_r \) are distinct elements of \([n]\) and (2) \( u_i < v_i \) for every \( i \in [r] \).

We need the following two claims.

Claim 6.9. For every \( k \leq n^{1/3} \), it holds that

\[ \Pr_{1 \leq u_1 < v_1 \leq n} \left[ \exists \text{ a valid set } S \text{ s.t. } |S| \geq k/2 \text{ and } S \subseteq \{(u_i, v_i)\}_{i \in [k]} \right] \geq 1 - n^{-k/4} . \]

Claim 6.10. For every \( r \leq n^{1/3} \). Let \( S \) be a valid set of pairs such that \( |S| = r \). It holds that

\[ \mathbb{E} \left[ \prod_{(u,v) \in S} W_{u,v} \right] \leq n^{-r/2} . \]

Combining Claim 6.9 and Claim 6.10, we immediately have

\[ \mathbb{E}_{1 \leq u_1 < v_1 \leq n} \mathbb{E}_{i \in [k]} \prod_{i \in [k]} W_{u_i, v_i} \leq n^{-k/4} + n^{-k/4} \leq 2n^{-\ell/8} . \] (30)

Putting (30) and (29) together and recall that we assumed \( k \geq \ell/2 \), we have

\[ \sum_{k=\ell/2}^{\ell} \left[ \mathbb{E}_{1 \leq u_1 < v_1 \leq n} \mathbb{E}_{u_2, \ldots, u_{\ell-k} \in [n]} \mathbb{E}_{i \in [k]} \prod_{i \in [k]} W_{u_i, v_i} \prod_{i \in [\ell-k]} B_{w_i} \right] \leq (\ell/2 + 1) \cdot 2n^{-\ell/8} \leq 2\ell \cdot n^{-\ell/8} . \] (31)

Proving Item (1). Now, plugging (27) and (30) into (24), we have

\[ \mathbb{E}[(Z/M)\ell] \leq m^{2\ell} \cdot 3\ell \cdot n^{-\ell/8} . \] (32)
Recall that $Z/M = 1 - Y/M$, and hence Item (1) is equivalent to

$$\Pr[Z/M > 1/2] \leq n^{-\log n}. \tag{33}$$

To prove (33), we now set $\ell = \log^2 n$. By Markov’s inequality, we have

$$\Pr[Z/M > 1/2] = \Pr[(Z/M)^\ell > 2^{-\ell}]$$

$$\leq 2^\ell \cdot \mathbb{E}[(Z/M)^\ell]$$

$$\leq 2^\ell \cdot m^{2\ell} \cdot 3\ell \cdot n^{-\ell/8} \quad \text{(By (32))}$$

$$\leq 2^\ell \cdot 3\ell \cdot n^{-\ell/8+2\ell\gamma} \quad \text{(m = n^\gamma)}$$

$$\leq 2^\ell \cdot 3\ell \cdot n^{-\ell/10} \quad \text{(1/8 - 2\gamma > 1/10)}$$

$$\leq n^{-\log n}. \quad \text{(\ell = \log^2 n)}$$

\[ \square \]

### 6.4 Proof of Item (2) of Lemma 6.6

**Reminder of Item (2) of Lemma 6.6.** Let $\gamma = 10^{-3}$. For all $T \in \mathbb{N}_{\geq 1}$, for all sufficiently large $n \in 2\mathbb{N}_{\geq 1}$ the following holds: letting $m = n^\gamma$, for every $L \in [\log n]$ and valid path pattern $\tau \in [T]^L$, it holds that

$$\Pr_{G \leftarrow G_{n,T}} \left[ \left| X_{m,\tau}(G) \right| \leq \frac{1}{2} \cdot \binom{n-1}{m-1} \wedge \text{Path}(G, 1, \tau) \in \mathbb{L}_\tau(G) \right] \leq n^{-\log n}.$$

**Proof.**

**Notation and setup.** We define random variables $G$, $W_{u,v}$, $B_u$, $Y_S$, and $Z_S$ in the same way as in the proof of Item (1) of Lemma 6.6. We will however define $Z$, $Y$, and $M$ differently as below.

Let $S^{(1)} = \{S : S \in \binom{[n]}{m} \wedge 1 \in S\}$. We define

$$Y = \sum_{S \in S^{(1)}} Y_S, \quad Z = \sum_{S \in S^{(1)}} Z_S, \quad \text{and} \quad M = \binom{n-1}{m-1}.$$  

By definition, we have

$$Y = |X_{m,\tau}^{(1)}(G)|.$$

Recall that $B_u$ is the indicator that $\text{Path}(G, u, \tau)$ is not simple. Our goal can then be restated as proving

$$\Pr[Z/M > 1/2 \wedge B_1 = 0] \leq n^{-\log n},$$
which is equivalent to
\[
\Pr[Z/M \cdot (1 - B_1) > 1/2] \leq n^{-\log n}.
\]

We will prove the above by upper bounding
\[
\mathbb{E} \left[ (Z/M \cdot (1 - B_1))^\ell \right],
\]
for some parameter \(\ell < n^{1/3}\) to be specified later.

**Expanding (34).** Recall that
\[
Z_S \leq \sum_{u,v \in S, u < v} W_{u,v} + \sum_{u \in S} B_u.
\]

We have
\[
Z \leq \sum_{S \in S^{(1)}} \left[ \sum_{u,v \in S, u < v} W_{u,v} + \sum_{u \in S} B_u \right]
\]
\[
= \sum_{2 \leq u < v \leq n} W_{u,v} \cdot \binom{n-3}{m-3} + \sum_{2 \leq u \leq n} B_u \cdot \binom{n-2}{m-2} + \sum_{2 \leq v \leq n} W_{1,v} \cdot \binom{n-2}{m-2} + B_1 \cdot \binom{n-1}{m-1}.
\]

Consequently,
\[
Z(1 - B_1) \leq \sum_{2 \leq u < v \leq n} W_{u,v} \cdot \binom{n-3}{m-3} + \sum_{2 \leq u \leq n} B_u \cdot \binom{n-2}{m-2} + \sum_{2 \leq v \leq n} W_{1,v} \cdot \binom{n-2}{m-2}.
\]

Recall that \(M = \binom{n-1}{m-1}\), dividing both sides by \(M\), we further have
\[
Z(1 - B_1)/M \leq \sum_{2 \leq u < v \leq n} W_{u,v} \cdot \frac{(m-1)(m-2)}{(n-1)(n-2)} + \sum_{2 \leq u \leq n} B_u \cdot \frac{m-1}{n-1} + \sum_{2 \leq v \leq n} W_{1,v} \cdot \frac{m-1}{n-1}.
\]

Taking the \(\ell\)-th power and then the expectation of both sides, we have
\[
\mathbb{E} \left[ (Z/M \cdot (1 - B_1))^\ell \right] \leq 3^{\ell} \cdot m^{2\ell} \sum_{\alpha,\beta,\theta: \alpha + \beta + \theta = \ell} \mathbb{E} \left[ \prod_{i \in [\alpha]} W_{u_i,v_i} \cdot \prod_{i \in [\beta]} B_{w_i} \cdot \prod_{i \in [\theta]} W_{1,z_i} \right].
\]

We divide the triples \((\alpha, \beta, \theta)\) into three categories: (1) \(\alpha \geq \ell/3\), (2) \(\alpha < \ell/3\) and \(\beta \geq \ell/3\), and (3) \(\alpha, \beta < \ell/3\) and \(\theta \geq \ell/3\), and bound them separately. Let \(\mathcal{I}_1, \mathcal{I}_2, \text{ and } \mathcal{I}_3\) be the set of
triples \((\alpha, \beta, \theta)\) that satisfies (1), (2), and (3), respectively.

**The case when \((\alpha, \beta, \theta) \in I_1\).** First, we have

\[
\sum_{(\alpha, \beta, \theta) \in I_1} \mathbb{E}_{2 \leq u_1 < v_1 \leq n} \mathbb{E}_{w_1, ..., w_\beta \in \{2, ..., n\}} \mathbb{E}_{z_1, ..., z_\theta \in \{2, ..., n\}} \mathbb{E}_{[\alpha]} \prod_{i \in [\alpha]} W_{u_i, v_i} \cdot \prod_{i \in [\beta]} B_{w_i} \cdot \prod_{i \in [\theta]} W_{1, z_i} \]

\[
\leq \sum_{(\alpha, \beta, \theta) \in I_1} \mathbb{E}_{2 \leq u_1 < v_1 \leq n} \mathbb{E}_{[\alpha]} \prod_{i \in [\alpha]} W_{u_i, v_i} .
\]

By Claim 6.9 and Claim 6.10, we have

\[
\mathbb{E}_{2 \leq u_1 < v_1 \leq n} \mathbb{E}_{[\alpha]} \prod_{i \in [\alpha]} W_{u_i, v_i} \leq 2(n - 1)^{-\alpha/4} \leq 2(n - 1)^{-\ell/12}.
\]

Therefore

\[
\sum_{(\alpha, \beta, \theta) \in I_1} \mathbb{E}_{2 \leq u_1 < v_1 \leq n} \mathbb{E}_{w_1, ..., w_\beta \in \{2, ..., n\}} \mathbb{E}_{z_1, ..., z_\theta \in \{2, ..., n\}} \mathbb{E}_{[\alpha]} \prod_{i \in [\alpha]} W_{u_i, v_i} \cdot \prod_{i \in [\beta]} B_{w_i} \cdot \prod_{i \in [\theta]} W_{1, z_i} \leq \ell^2 2(n - 1)^{-\ell/12}.
\]

(35)

**The case when \((\alpha, \beta, \theta) \in I_2\).** Next, we have

\[
\sum_{(\alpha, \beta, \theta) \in I_2} \mathbb{E}_{2 \leq u_1 < v_1 \leq n} \mathbb{E}_{w_1, ..., w_\beta \in \{2, ..., n\}} \mathbb{E}_{z_1, ..., z_\theta \in \{2, ..., n\}} \mathbb{E}_{[\alpha]} \prod_{i \in [\alpha]} W_{u_i, v_i} \cdot \prod_{i \in [\beta]} B_{w_i} \cdot \prod_{i \in [\theta]} W_{1, z_i} \]

\[
\leq \sum_{(\alpha, \beta, \theta) \in I_2} \mathbb{E}_{w_1, ..., w_\beta \in \{2, ..., n\}} \mathbb{E}_{[\beta]} \prod_{i \in [\beta]} B_{w_i} .
\]

By (26) and Claim 6.8, we have

\[
\mathbb{E}_{w_1, ..., w_\beta \in [\alpha]} \mathbb{E}_{[\beta]} \prod_{i \in [\beta]} B_{w_i} \leq 2(n - 1)^{-\beta/4} \leq 2(n - 1)^{-\ell/12}.
\]
Therefore
\[
\sum_{(\alpha, \beta, \theta) \in I_2} \mathbb{E}_{2 \leq u_1 < v_1 \leq n} \mathbb{E}_{w_1, \ldots, w_\theta \in \{2, \ldots, n\}} \mathbb{E}_{z_1, \ldots, z_\theta \in \{2, \ldots, n\}} \mathbb{E}_{i \in [\alpha]} \prod_{i \in [\alpha]} W_{u_i, v_i} \cdot \prod_{i \in [\beta]} B_{w_i} \cdot \prod_{i \in [\theta]} W_{1, z_i} \leq \ell^2 2(n-1)^{-\ell/12}.
\]
\[(36)\]

The case when \((\alpha, \beta, \theta) \in I_3\). Finally, we have
\[
\sum_{(\alpha, \beta, \theta) \in I_3} \mathbb{E}_{2 \leq u_1 < v_1 \leq n} \mathbb{E}_{w_1, \ldots, w_\theta \in \{2, \ldots, n\}} \mathbb{E}_{z_1, \ldots, z_\theta \in \{2, \ldots, n\}} \mathbb{E}_{i \in [\alpha]} \prod_{i \in [\alpha]} W_{u_i, v_i} \cdot \prod_{i \in [\beta]} B_{w_i} \cdot \prod_{i \in [\theta]} W_{1, z_i} \leq \sum_{(\alpha, \beta, \theta) \in I_3} \mathbb{E}_{z_1, \ldots, z_\theta \in \{2, \ldots, n\}} \prod_{i \in [\theta]} W_{1, z_i}.
\]

By (26), we have
\[
\Pr_{z_1, \ldots, z_\theta \in \{2, \ldots, n\}} \left[ |\{z_i\}_{i \in [\theta]}| \geq \theta/2 \right] \geq 1 - (n - 1)^{-\theta/4}.
\]
\[(37)\]

We also need the following claim.

Claim 6.11. For every \(r > (\log n + 1)^2\) and \(S \in \binom{\{2, \ldots, n\}}{r}\), it holds that
\[
\mathbb{E}_{u \in S} \left[ \prod_{u \in S} W_{1, u} \right] = 0.
\]

Proof. Recall that \(W_{1, u}\) means that both \(\text{Path}(G, 1, \vec{\tau})\) and \(\text{Path}(G, u, \vec{\tau})\) are simple and they share at least one vertex. Since one vertex \(\mu\) can only be on \(\text{Path}(G, u, \vec{\tau})\) for at most \(L + 1\) many vertices \(u\) (since \(\mu\)'s position in the pattern \(\vec{\tau}\) completely determines the path \(\text{Path}(G, u, \vec{\tau})\)), we know that \(\text{Path}(G, 1, \vec{\tau})\) can intersect with \(\text{Path}(G, u, \vec{\tau})\) for at most \((L + 1)^2 \leq (\log n + 1)^2\) many distinct \(u\). Hence, if \(|S| > (\log n + 1)^2\), it must hold that \(\prod_{u \in S} W_{1, u} = 0\), which completes the proof.

Now, we set \(\ell = \log^3 n\). Combining (37) and Claim 6.11, we have that
\[
\mathbb{E}_{z_1, \ldots, z_\theta \in \{2, \ldots, n\}} \prod_{i \in [\theta]} W_{1, z_i} \leq (n - 1)^{-\ell/12}.
\]
Therefore

\[
\sum_{(\alpha, \beta, \theta) \in \mathcal{I}_3} E_{\mathcal{I}}\left(\prod_{i \in [\alpha]} W_{u_i, v_i} \cdot \prod_{i \in [\beta]} B_{w_i} \cdot \prod_{i \in [\theta]} W_{1, z_i}\right) \leq \ell^2 (n-1)^{-\ell/12}.
\]

Putting (35), (36), and (38) together, we have

\[
E\left(\frac{Z}{M} \cdot (1 - B_u)^\ell\right) \leq 3^\ell \cdot m^{2\ell} \cdot 5 \cdot \ell^2 \cdot (n-1)^{-\ell/12}.
\]

Finally, by Markov’s inequality, we have that

\[
\Pr[(\frac{Z}{M} \cdot (1 - B_u)^\ell > 2^{-\ell}] \leq 2^{\ell} \cdot 3^\ell \cdot m^{2\ell} \cdot 5 \cdot \ell^2 \cdot (n-1)^{-\ell/12} \\
\leq 7^\ell \cdot m^{2\ell} \cdot n^{-\ell/13} \\
\leq 7^\ell \cdot n^{-\ell/13 + 2\ell \cdot \gamma} \\
\leq n^{-\log n}. \quad (\gamma > 0 \text{ and } \ell = \log^3 n)
\]

This completes the proof.

\[\square\]

6.5 Omitted Proofs

We first prove Claim 6.9 (restated below).

Reminder of Claim 6.9. For every \( k \leq n^{1/3} \), it holds that

\[
\Pr_{1 \leq u_1 < v_1 \leq n} \left[ \exists \text{ a valid set } S \text{ s.t. } |S| \geq k/2 \text{ and } S \subseteq \{(u_i, v_i)\}_{i \in [k]} \right] \geq 1 - n^{-k/4}.
\]

Proof. We consider the following greedy algorithm that constructs a valid subset \( \tilde{S} \) of \( \{(u_i, v_i)\}_{i \in [k]} \):

- \( \tilde{S} = \emptyset \) initially.
- For every \( i \in [k] \), if
  \[
  \{u_i, v_i\} \cap \{(u_\ell)_{\ell \in [i-1]} \cup \{v_\ell\}_{\ell \in [i-1]}\} = \emptyset,
  \]
  we add \( (u_i, v_i) \) to \( \tilde{S} \) (i.e., if \( (u_i, v_i) \) does not share any element with all previous \( i - 1 \) pairs).
It is straightforward to verify that $\tilde{S}$ is always a valid subset of $\{(u_i, v_i)\}_{i \in [k]}$. To prove the claim, it suffices to prove that
\[
\Pr_{1 \leq u_i < v_i \leq n} \left[ |\tilde{S}| \leq k/2 \right] \leq n^{-k/4}.
\]

We note that $|\tilde{S}| \leq k/2$ happens only if there exists a subset $W \in \left( \binom{[k]}{k/2} \right)$ such that in the greedy algorithm for constructing $\tilde{S}$, for every $i \in W$, $(u_i, v_i)$ is not added to $\tilde{S}$. We say such a subset $W$ is bad.

We then have
\[
\Pr_{1 \leq u_i < v_i \leq n} \left[ |\tilde{S}| \leq k/2 \right] \leq \sum_{W \in \left( \binom{[k]}{k/2} \right)} \Pr_{1 \leq u_i < v_i \leq n} \left[ W \text{ is bad} \right].
\]

Now, we note that conditioning on the values of $((u_\ell, v_\ell))_{\ell \in [i-1]}$, the probability that $(u_i, v_i)$ is not added to $\tilde{S}$ is at most
\[
1 - \binom{n - 2(i - 1)}{2} \leq 1 - \frac{n - 2(i - 1)}{n} \cdot \frac{n - 2(i - 1) - 1}{n - 1}
\leq 1 - \left( 1 - \frac{2(i - 1)}{n} \right) \cdot \left( 1 - \frac{2(i - 1)}{n - 1} \right)
\leq \frac{2(i - 1)}{n} + \frac{2(i - 1)}{n - 1} \leq 6k/n.
\]

So the probability that $W \in \left( \binom{[k]}{k/2} \right)$ is bad can be bounded by $(6k/n)^{k/2}$, and we have
\[
\Pr_{1 \leq u_i < v_i \leq n} \left[ |\tilde{S}| \leq k/2 \right] \leq \binom{k}{k/2} \cdot (6k/n)^{k/2}
\leq 2^k \cdot (6k/n)^{k/2}
\leq (24k/n)^{k/2}
\leq n^{-k/4}.
\]

This completes the proof.

Before proving Claim 6.8, we give a template for constructing a sampling procedure for the distribution $G_{n,T}$. 
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Sampler $\text{Samp}_F$ for $\mathcal{G}_{n,T}$

1. Initially $M^1, M^2, \ldots, M^T$ are all empty sets, and $R^1, R^2, \ldots, R^T$ are all $[n]$.

2. While not all of $R^i$’s are empty
   
   (a) Pick a vertex $u \in [n]$ and an index $i \in [T]$ such that $u \in R^i$.
   
   (b) Sample uniformly at random a vertex $v$ from $R^i \setminus \{u\}$.
   
   (c) Add $(u, v)$ to $M^i$, and remove $u$ and $v$ from $R^i$.

3. Output $G = ([n], M^1 \circ M^2 \circ \ldots M^T)$.

Picking rule Formally, in Step (2.a), the pair $(u, i)$ is determined by a (potentially probabilistic) function $F$ that maps the current partial matchings $(M^1, \ldots, M^T)$ to an element $(u, i) \in [n] \times [T]$ such that $u \in R^i$. We call such a function $F$ a valid picking rule.

*Note that for each $i \in [T], R_i$ is determined by $M^i$.

We have the following observation.

**Observation 6.12.** For any valid picking rule $F$, the output distribution of $\text{Samp}_F$ is identical to $\mathcal{G}_{n,T}$.

Now we are ready to prove Claim 6.8.

**Reminder of Claim 6.8.** For every $r \leq n^{1/3}$ and $S \in \binom{[n]}{r}$, it holds that

$$\mathbb{E} \left[ \prod_{u \in S} B_u \right] \leq n^{-r/2}.$$

**Proof.** Let $s_1 < s_2 < s_3 < \cdots < s_r$ be the elements of $S$. In the following we analyze a particular sampler $\text{Samp}^{B^S}$ that instantiates the sampling template $\text{Samp}$ by fixing a particular picking rule.

Sampler $\text{Samp}^{B^S}$ for $\mathcal{G}_{n,T}$

1. Initially $M^1, M^2, \ldots, M^T$ are all empty sets, and $R^1, R^2, \ldots, R^T$ are all $[n]$. Let $K = \emptyset$.

2. For each $i \in [r]$: 
   
   (a) If $s_i \in K$, go to label END.
   
   (b) Set $s_{i,0} = s_i$ and add $s_i$ to $K$.  
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(c) For each \(j \in [L]\):
   i. If \(s_{i,j-1} \notin R^j\), go to label END.
   ii. Sample uniformly at random a vertex \(v\) from \(R^j \setminus \{s_{i,j-1}\}\).
   iii. Add \((s_{i,j-1}, v)\) to \(M^j\), and remove \(s_{i,j-1}\) and \(v\) from \(R^j\).
   iv. Set \(s_{i,j} = v\). If \(v \in K\), go to label END.
   v. Add \(v\) to \(K\).

(d) Go to label STOP.\(^a\)

(e) END

3. STOP: While not all of \(R^i\)'s are empty
   (a) Pick a vertex \(u \in [n]\) and an index \(i \in [T]\) such that \(u \in R^i\).
   (b) Sample uniformly at random a vertex \(v\) from \(R^i \setminus \{u\}\).
   (c) Add \((u, v)\) to \(M^i\), and remove \(u\) and \(v\) from \(R^i\).

4. Output \(G = ([n], M^1 \circ M^2 \circ \ldots M^T)\).

\(^a\)At this point, we know that \(\text{Path}(G, s_i, \bar{\tau})\) is simple.

Intuitively speaking, in the above sampler, for each \(s_i\), we try to first sample the walk \(\text{Path}(G, s_i, \bar{\tau})\), and maintain \(K\) as the set of visited vertices. Whenever we encounter a vertex that is already visited before (by the current \(s_i\) or earlier \(s_j\) for \(j < i\)), we simply stop sampling the current walk. Also, when we have successfully sampled the whole walk \(\text{Path}(G, s_i, \bar{\tau})\) without encountering any already visited vertices, we know that \(\text{Path}(G, s_i, \bar{\tau})\) is simple, meaning that \(B_{s_i} = 0\), and we can already go to STOP to sample the rest of the graphs since we already know that \(\prod_{u \in S} B_u = 0\).

Now we formally analyze \(\text{SampB}^S\). Let \(\mathcal{E}_i\) be the event that it reaches END at the \(i\)-th iteration of Step (2) (i.e., it does not reach Step (2.d) and go directly to STOP). By previous discussions, we note that \(\neg \mathcal{E}_i\) implies that we had sampled a simple path with pattern \(\bar{\tau}\) starting from some \(s_i\), and therefore \(\prod_{u \in S} B_u = 0\). Hence, we have

\[
\mathbb{E} \left[ \prod_{u \in S} B_u \right] \leq \Pr[\mathcal{E}_i].
\]

Hence it suffices to upper bound \(\Pr[\mathcal{E}_i]\), we will indeed prove

\textbf{Claim 6.13.} For every \(i \in [r]\), it holds that

\[
\Pr[\mathcal{E}_i | \mathcal{E}_{i-1}] \leq 1/\sqrt{n}.
\]
Claim 6.13 immediately implies that
\[ \mathbb{E} \left[ \prod_{i \in S} B_i \right] \leq n^{-r/2}, \]
which completes the proof of Claim 6.8.

Finally, we prove Claim 6.13.

Proof of Claim 6.13. Fix \(i \in [r]\), conditioning on the event \(E_{i-1}\), let \(K_{i-1}\) be the set \(K\) at the end of \((i-1)\)-th iteration of Step (2). We can see that \(\{s_1, s_2, \ldots, s_{i-1}\} \subseteq K\) and \(|K| \leq (i-1) \cdot (L + 1)\). Now we further conditioning on the size \(n_K\) of \(K_{i-1}\). We can see that \(K_{i-1} \setminus \{s_1, s_2, \ldots, s_{i-1}\}\) is a uniformly random subset of \([n] \setminus \{s_1, s_2, \ldots, s_{i-1}\}\) with size \(n_K - (i-1) \leq i \cdot L\).

Now we lower bound \(\Pr[\neg E_i | E_{i-1}]\). We note that this happens if (1) \(s_i \notin K_{i-1}\) and (2) \(\text{Path}(G, s_i, \vec{r})\) is simple and does not visited any vertices in \(K_{i-1}\). By our previous discussion and a direct calculation, \(s_i \notin K_{i-1}\) happens with probability at least \(1 - \frac{i \cdot L}{n/2}\).

We then conditioning on the event \(s_i \notin K_{i-1}\), and also the value of \(K_{i-1}\) to be \(K_{i-1}\). We can then calculate the probability of \(\text{Path}(G, s_i, \vec{r})\) is simple and does not visited any vertices in \(K_{i-1}\) is at least
\[ \left( 1 - \frac{i \cdot L}{n/2} \right)^L. \]

Putting everything together and recall that \(L \leq \log n\) and \(i \leq r \leq n^{1/3}\), we have
\[ \Pr[\neg E_i | E_{i-1}] \geq \left( 1 - \frac{i \cdot L}{n/2} \right)^{L+1} \geq 1 - 1/\sqrt{n}, \]
which completes the proof.

Reminder of Claim 6.10. For every \(r \leq n^{1/3}\). Let \(S\) be a valid set of pairs such that \(|S| = r\). It holds that
\[ \mathbb{E} \left[ \prod_{(u, v) \in S} W_{u, v} \right] \leq n^{-r/2}. \]

Proof. Let \((u_1, v_1), (u_2, v_2), \ldots, (u_r, v_r)\) be the elements of \(S\). We will analyze the following sampler \(\text{SampW}\).

Sampler \(\text{SampW}^S\) for \(G_{n, T}\)

1. Initially \(M^1, M^2, \ldots, M^T\) are all empty sets, and \(R^1, R^2, \ldots, R^T\) are all \([n]\). Let \(K = \emptyset\).
2. For each \( i \in [r] \):
   
   (a) For each \( \mu \in \{u_i, v_i\} \)
   
   i. If \( \mu \in K \), go to label END.
   
   ii. Set \( \mu_{cur} = \mu \).
   
   iii. For each \( j \in [L] \):
      
      A. If \( \mu_{cur} \notin R^{\tau_j} \), go to label END.
      
      B. Sample uniformly at random a vertex \( \nu \) from \( R^{\tau_j} \setminus \{\mu_{cur}\} \).
      
      C. Add \( (\mu_{cur}, \nu) \) to \( M^{\tau_j} \), and remove \( \mu_{cur} \) and \( \nu \) from \( R^{\tau_j} \).
      
      D. Set \( \mu_{cur} = \nu \). If \( \nu \in K \), go to label END.
      
   E. Add \( \nu \) to \( K \).
   
   (b) go to label STOP.\(^a\)
   
   (c) END
   
   (d) Add \( u_i \) and \( v_i \) to \( K \).

3. **STOP**: While not all of \( R^i \)'s are empty
   
   (a) Pick a vertex \( u \in [n] \) and an index \( i \in [T] \) such that \( u \in R^i \).
   
   (b) Sample uniformly at random a vertex \( v \) from \( R^i \setminus \{u\} \).
   
   (c) Add \( (u, v) \) to \( M^i \), and remove \( u \) and \( v \) from \( R^i \).

4. Output \( G = ([n], M^1 \circ M^2 \circ \ldots \circ M^T) \).

\(^a\)At this point, we know that both \( \text{Path}(G, u_i, \vec{\tau}) \) and \( \text{Path}(G, v_i, \vec{\tau}) \) are simple, and they do not share any vertices.

Intuitively speaking, in the above sampler, we maintain \( K \) as the set of visited vertices. For each \( i \in [r] \), we try to first sample the walk \( \text{Path}(G, u_i, \vec{\tau}) \). Whenever we encounter a vertex that is already visited before (by the current \( u_i \) or earlier \( u_j, v_j \) for \( j < i \)), we simply stop the sampling the induced walk. When we successfully sampled the whole walk \( \text{Path}(G, u_i, \vec{\tau}) \) without encountering any already visited vertices, we know that \( \text{Path}(G, u_i, \vec{\tau}) \) is simple. We then similarly try to sample the walk \( \text{Path}(G, v_i, \vec{\tau}) \). If we successfully reach Step (2.b), it means that both \( \text{Path}(G, u_i, \vec{\tau}) \) and \( \text{Path}(G, v_i, \vec{\tau}) \) are simple, and they do not share any vertices, meaning that \( W_{u_i, v_i} = 0 \). We can then go to \( \text{STOP} \) to sample the rest of the graphs since we already know that \( \prod_{(u,v) \in S} W_{u,v} = 0 \).

Our proof below follows the same structure of that of Claim 6.8. Now we formally analyze \( \text{SampW}^S \). Let \( \mathcal{E}_i \) be the event that it reaches \( \text{END} \) at the \( i \)-th iteration of Step (2) (i.e., it does not reach Step (2.b) and then go directly to \( \text{STOP} \)). By previous discussions, we note
that \( \neg E_r \) implies that \( \prod_{(u,v) \in S} W_{u,v} = 0 \). Hence, we have

\[
\mathbb{E} \left[ \prod_{(u,v) \in S} W_{u,v} \right] \leq \Pr[E_r].
\]

Hence it suffices to upper bound \( \Pr[E_r] \), we will indeed prove

**Claim 6.14.** For every \( i \in [r] \), it holds that

\[
\Pr[E_i | E_{i-1}] \leq 1/\sqrt{n}.
\]

Claim 6.14 immediately implies that

\[
\mathbb{E} \left[ \prod_{(u,v) \in S} W_{u,v} \right] \leq n^{-r/2},
\]

which completes the proof of Claim 6.10.

Finally, we prove Claim 6.14.

**Proof of Claim 6.14.** Fix \( i \in [r] \), conditioning on the event \( E_{i-1} \), let \( K_{i-1} \) be the set \( K \) at the end of \( (i-1) \)-th iteration of Step (2). Let \( V_{i-1} = \{u_\ell\}_{\ell \in [i-1]} \cup \{v_\ell\}_{\ell \in [i-1]} \). We can see that \( V_{i-1} \subseteq K \) and \( |K| \leq 2 \cdot (i-1) \cdot (L+1) \). Now we further conditioning on the size \( n_K \) of \( K_{i-1} \). We can see that \( K_{i-1} \setminus V_{i-1} \) is a uniformly random subset of \( [n] \setminus V_{i-1} \) with size \( n_K - 2 \cdot (i-1) \leq 2 \cdot i \cdot L \).

Now we lower bound \( \Pr[\neg E_i | E_{i-1}] \). We note that this happens if (1) \( u_i \notin K_{i-1} \) and (2) \( \text{Path}(G, u_i, \vec{\tau}) \) is simple and does not visited any vertices in \( K_{i-1} \), (3) \( v_i \notin K_{i-1} \cup \text{Path}(G, u_i, \vec{\tau}) \) and (4) \( \text{Path}(G, v_i, \vec{\tau}) \) is simple and does not visited any vertices in \( K_{i-1} \cup \text{Path}(G, u_i, \vec{\tau}) \).

Note that conditioning on both of (1) and (2) hold, \( \text{Path}(G, u_i, \vec{\tau}) \setminus \{u_i\} \) distributes as a uniform size-\( L \) subset of \( [n] \setminus (K_{i-1} \cup \{u_i\}) \).

Hence, by a similar calculation as in Claim 6.13, we have

\[
\Pr[\neg E_i | E_{i-1}] \geq \left( 1 - \frac{O(i \cdot L)}{n} \right)^{2(L+1)} \geq 1 - 1/\sqrt{n},
\]

which completes the proof.
A Proof of Lemma 6.2

Reminder of Lemma 6.2. There exist $\varepsilon, \delta \in (0, 1)$ such that for all sufficiently large $n \in \mathbb{N}$ the following holds: for all $d \in [\log n]$, $p \leq (d - 6)/2$, and all $p$-round communication protocols $\Pi$ with at most $n^\varepsilon$ communication complexity, it holds that

$$\Pr_{\bar{\pi} \leftarrow \mathcal{P}_{n,d}} \left[ \Pi(\bar{\pi}) \in \mathbb{P}(\bar{\pi}) \right] \leq n^{1-\delta d/p},$$

where $\Pi(\bar{\pi})$ denotes the output of $\Pi$ when Alice gets the input $\pi_1, \pi_3, \ldots, \pi_{d-1}$ and Bob gets the input $\pi_2, \pi_4, \ldots, \pi_d$.

To prove the lemma, we will exploit the direct product structure in the problem: We can view the length-$d$ output as $\Theta(d/p)$ segments of length $\Theta(p)$, and argue that each segment is hard to compute with $n^\varepsilon$ communication in $p$ rounds, then apply a direct product theorem. We first formally prove this reduction.

We define the pointer chasing problem with a fixed starting vertex $s$ as follows.

Definition A.1. Let $n, t \in \mathbb{N}$ such that $t$ is even. In the $\text{PC}_{n,t}$ problem, there are two players Alice and Bob, a start vertex $s \in [n]$ and $t$ permutations $\bar{\pi} = (\pi_1, \pi_2, \ldots, \pi_t)$ on $[n]$. Both Alice and Bob know $s$. Alice also gets all the odd permutations $\pi_1, \pi_3, \ldots, \pi_{t-1}$, and Bob also gets all the even permutations $\pi_2, \pi_4, \ldots, \pi_t$. Let $\pi_{i\leq i} = \pi_i \circ \pi_{i-1} \circ \ldots \circ \pi_1$. Their goal is to output the path $\text{path}_{\bar{\pi}}(s) = (s, \pi_{\leq 1}(s), \pi_{\leq 2}(s), \ldots, \pi_{\leq t}(s))$.

Lemma A.2. Suppose there is a $p$-round protocol with at most $S$ bits of communication that solves $\text{ASPC}_{n,d}$ with probability greater than $n^{1-\delta d/p}$ when $\bar{\pi}$ is sampled from $\mathcal{P}_{n,d}$. Then for $k, t \in \mathbb{N}$ such that $t$ is even and $k(2t+2) \leq d$, there is a $p$-round protocol with at most $S$ bits of communication such that given $\pi_1, \pi_2, \ldots, \pi_k \leftarrow \mathcal{P}_{n,t}$ and $s_1, \ldots, s_k \in \text{unif} [n]$ independently, the protocol outputs $(\text{path}_{\pi_1}(s_1), \ldots, \text{path}_{\pi_k}(s_k))$ with probability greater than $n^{-\delta d/p}$.

Proof. Fix a protocol $\Pi$ that solves $\text{ASPC}_{n,d}$ with the claimed properties, and fix $k$ and $t$.

Consider the following protocol $\Pi'$ that solves $k$ independent instances of $\text{PC}_{n,t}$.

<table>
<thead>
<tr>
<th>Protocol $\Pi'$ for $k$ instances of $\text{PC}_{n,t}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Inputs:</strong> $s_1, \ldots, s_k$ and $\tilde{\pi}_1, \ldots, \tilde{\pi}<em>k$, where each $\tilde{\pi}<em>i = (\pi</em>{i,1}, \ldots, \pi</em>{i,t})$</td>
</tr>
<tr>
<td><strong>Construct $d$ permutations $\bar{\pi}' = (\pi'_1, \ldots, \pi'_d)$</strong></td>
</tr>
<tr>
<td>1. For $i \in [k]$ and $j \in [t]$, set $\pi'<em>i(2t+2)</em>{i+j} = \pi_{i,j}$, and set $\pi'<em>i(2t+2)</em>{i-j}$ to $\pi_{i,j}^{-1}$</td>
</tr>
<tr>
<td>2. For $i \in [k]$, set $\pi'_i((i-1)(2t+2)+t+1)$ to the identity matching, and set $\pi'_i((i-1)(2t+2)+t+1)$ to any fixed matching such that $\pi'_i(s_i) = s_i+1$ (since $k+1$ is assumed to be 1)</td>
</tr>
<tr>
<td>3. For $i &gt; k(2t+2)$, set $\pi'_i$ to the identity matching</td>
</tr>
<tr>
<td><strong>Construct $d$ random permutations $\bar{\pi} = (\pi_1, \ldots, \pi_d)$</strong></td>
</tr>
</tbody>
</table>
4. Alice knows all $\pi_i'$ for odd $i \in [d]$ and Bob knows all $\pi_i'$ for even $i \in [d]$

5. They use public random bits to sample random permutations $\tau_0, \ldots, \tau_d$

6. They set $\pi_i$ to $\tau_i^{-1} \circ \pi_i' \circ \tau_i$

Simulate $\Pi$ and compute outputs

7. Run $\Pi$ on $\vec{\pi}$ and obtain a path $\text{path}_{\vec{\pi}}(s) = (s, \pi_{\leq 1}(s), \ldots, \pi_{\leq d}(s))$ for some $s \in [n]$

8. If $\tau_0(s) \neq s_1$, then output FAIL

9. Otherwise, for $i \in [k]$ and $j \in [t]$, compute and output $\pi_{i, \leq j}(s_i) = \tau_{(i-1)(2t+2)+j}(\pi_{\leq (i-1)(2t+2)+j}(s_i))$

Since $\tau_0, \ldots, \tau_d$ are random independent permutations over $[n]$, all $\pi_i$ generated in step 6 must be uniform and independent, following the same distribution as generated by $\mathcal{P}_{n,d}$. Thus, by our assumption on $\Pi$, it successfully outputs a path $\text{path}_{\vec{\pi}}(s)$ with probability greater than $n^{1-\delta d/p}$, and the communication cost is as claimed.

Moreover, since we applied random permutations $\tau_i$, $s_1$ becomes independent of $\vec{\pi}$. In particular, $\Pi$ only takes $\vec{\pi}$ as input, which implies that $s_1$ is independent of $s$. Hence, we output FAIL in step 8 with probability $1/n$.

Finally, by construction, for $i \in [d]$, we always have $\tau_i(\pi_{\leq i}(s)) = \pi_i'(\tau_{i-1}(\pi_{\leq i-1}(s))) = \pi_{\leq i}(\tau_0(s))$. Thus, if $\tau_0(s) = s_1$, then $(\tau_0(s), \tau_1(\pi_{\leq 1}(s)), \ldots)$ is the path on $\vec{\pi}'$ starting from $s_1$. By the construction of $\pi'$, we have $\pi'_{\leq (i-1)(2t+2)+j}(s_1) = \pi_{(i-1)(2t+2)+j}(\pi_{(i-1)(2t+2)+j}(s))$. The protocol successfully computes $\text{path}_{\vec{\pi}_{i}(s_i)}$ for all $i \in [k]$ with probability greater than $n^{1-\delta d/p}$.

A.1 Direct product

Next, we apply a generic direct product theorem to derive a protocol for $PC_{n,t}$. The following argument is a simplification of [BRWY13].

**Definition A.3.** A generalized protocol $\Pi$ is a distribution over triples

$$(X, Y, M),$$

where $M = (M_0, \ldots, M_r)$ such that each $M_i$ is chosen from a prefix-free set $\mathcal{M}_i(M_{<i})$ which depends only on $M_{<i}$. The last message $M_r$ is the output of the protocol. The $\theta_{\mu}^{\log}$-cost of $\Pi$ with respect to an input distribution $\mu$ is

$$\theta_{\mu}^{\log}(\Pi) := 2D_{KL}(\Pi_{X,Y} \parallel \mu) + \frac{1}{2} \left( I_{\Pi}(X; M_0 \mid Y) + I_{\Pi}(Y; M_0 \mid X) \right)$$
The communication cost is
\[
\max_{\mathcal{M}: \Pi(\mathcal{M}) > 0} \sum_{i=1}^{r} |M_i|.
\]

The following lemma relates the $\theta\log$-cost to the success probability of a standard protocol.

**Lemma A.4.** If there is a generalized protocol $\Pi$ with $\theta\log$-cost at most $\theta$ with respect to $\mu$ computing a function $f$, then there is a standard protocol $\Pi'$ computing $f$ with probability at least
\[
2^{-6(\theta+1)}.
\]

Moreover, $\Pi$ and $\Pi'$ have the same communication cost.

**Proof.** Consider the following standard protocol $\Pi'$:

**Protocol $\Pi'$ for inputs $(X, Y) \sim \mu$**

1. view the public random bits as a sequence of $|\mathcal{M}_0|$ independent samples $(M_0^{(i)}, t^{(i)})_{i \in [|\mathcal{M}_0|]}$ for uniform $M_0^{(i)} \in \mathcal{M}_0$ and $t^{(i)} \in [0, 1]$
2. if there is a unique $M_0^{(i)}$ such that $t^{(i)} \leq \Pi(M_0^{(i)} \mid X)$, Alice sets $M_0^A$ to $M_0^{(i)}$
3. if there is a unique $M_0^{(i)}$ such that $t^{(i)} \leq \Pi(M_0^{(i)} \mid Y)$, Bob sets $M_0^B$ to $M_0^{(i)}$
4. otherwise they set $M_0^A$ or $M_0^B$ arbitrarily
5. for $i = 1, \ldots, r$
6. if $i$ is odd, Alice samples $M_i \sim \Pi_{M_i \mid X, M_{<i}}$ for $M_0 = M_0^A$, and sends $M_i$
7. if $i$ is even, Bob samples $M_i \sim \Pi_{M_i \mid Y, M_{<i}}$ for $M_0 = M_0^B$, and sends $M_i$

Clearly, the communication cost of $\Pi'$ is the same as that of $\Pi$.

For each fixed $i$, the probability that $t^{(i)} \leq \Pi(M_0^{(i)} \mid X)$ is equal to
\[
\frac{1}{|\mathcal{M}_0|} \cdot \Pi(M_0^{(i)} = m_0 \mid X) = \frac{1}{|\mathcal{M}_0|}.
\]

By union bound, the probability that either $t^{(i)} \leq \Pi(M_0^{(i)} \mid X)$ or $t^{(i)} \leq \Pi(M_0^{(i)} \mid Y)$ is at most $2/|\mathcal{M}_0|$. Thus, the probability that both Alice and Bob set $M_0^A$ and $M_0^B$ to $M_0$ is at least
\[
\min \{\Pi(M_0 \mid X), \Pi(M_0 \mid Y)\} \cdot (1 - 2/|\mathcal{M}_0|)^{|\mathcal{M}_0|-1} \geq \frac{1}{8} \cdot \min \{\Pi(M_0 \mid X), \Pi(M_0 \mid Y)\},
\]
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where we assumed without loss of generality that $|\mathcal{M}_0| \geq 4$. Thus, when $(X,Y)$ is sampled from $\mu$, we have

$$\Pi'(X,Y,M) \geq \frac{1}{8} \cdot \mu(X,Y) \cdot \min \{\Pi(M_0 | X), \Pi(M_0 | Y)\}$$

$$\cdot \prod_{\text{odd } i \in [1,r]} \Pi(M_i | X, M_{<i}) \cdot \prod_{\text{even } i \in [1,r]} \Pi(M_i | Y, M_{<i}).$$

Let $\Pi'_A$ be the distribution such that

$$\Pi'_A(X,Y,M) = \mu(X,Y) \cdot \Pi(M_0 | X) \cdot \prod_{\text{odd } i \in [1,r]} \Pi(M_i | X, M_{<i}) \cdot \prod_{\text{even } i \in [1,r]} \Pi(M_i | Y, M_{<i}),$$

and $\Pi'_B$ be the distribution such that

$$\Pi'_B(X,Y,M) = \mu(X,Y) \cdot \Pi(M_0 | Y) \cdot \prod_{\text{odd } i \in [1,r]} \Pi(M_i | X, M_{<i}) \cdot \prod_{\text{even } i \in [1,r]} \Pi(M_i | Y, M_{<i}).$$

Thus, we have

$$\Pi'(X,Y,M) \geq \frac{1}{8} \cdot \min \{\Pi'_A(X,Y,M), \Pi'_B(X,Y,M)\}. $$

Now, observe that

$$D_{KL}(\Pi \parallel \Pi'_A)$$

$$= \mathbb{E}_{(X,Y,M) \sim \Pi} \left[ \log \left( \frac{\Pi(X,Y,M)}{\Pi'_A(X,Y,M)} \right) \right]$$

$$= \mathbb{E}_{(X,Y,M) \sim \Pi} \left[ \log \left( \frac{\Pi(X,Y) \cdot \Pi(M_0 | X, Y) \cdot \prod_{\text{odd } i \in [1,r]} \Pi(M_i | X, Y, M_{<i}) \cdot \prod_{\text{even } i \in [1,r]} \Pi(M_i | X, Y, M_{<i})}{\mu(X,Y) \cdot \Pi(M_0 | X) \cdot \prod_{\text{odd } i \in [1,r]} \Pi(M_i | X, M_{<i}) \cdot \prod_{\text{even } i \in [1,r]} \Pi(M_i | Y, M_{<i})} \right) \right]$$

$$= D_{KL}(\Pi_{X,Y} \parallel \mu) + I_{\Pi}(Y; M_0 | X) + \sum_{\text{odd } i \in [1,r]} I_{\Pi}(M_i; Y | X, M_{<i}) + \sum_{\text{even } i \in [1,r]} I_{\Pi}(M_i; X | Y, M_{<i}).$$

Similarly,

$$D_{KL}(\Pi \parallel \Pi'_B) = D_{KL}(\Pi_{X,Y} \parallel \mu) + I_{\Pi}(X; M_0 | Y)$$

$$+ \sum_{\text{odd } i \in [1,r]} I_{\Pi}(M_i; Y | X, M_{<i}) + \sum_{\text{even } i \in [1,r]} I_{\Pi}(M_i; X | Y, M_{<i}).$$

Therefore,

$$D_{KL}(\Pi \parallel \Pi'_A) + D_{KL}(\Pi \parallel \Pi'_B) = 2\theta \log(\Pi) - 2D_{KL}(\Pi_{X,Y} \parallel \mu) \leq 2\theta.$$
Claim A.5. Let \( P, Q_1, Q_2 \) be three distributions. We must have
\[
\sum_x \min\{P(x), Q_1(x), Q_2(x)\} \geq 2^{-3(\max\{D_{KL}(P \| Q_1), D_{KL}(P \| Q_2)\} + 1)}.
\]

We will prove the claim later. The claim implies that
\[
\sum_{X,Y,M} \min\{\Pi(X,Y,M), \Pi_A'(X,Y,M), \Pi_B'(X,Y,M)\} \geq 2^{-6\theta - 3},
\]
which in turn, implies that
\[
\sum_{X,Y,M} \min\{\Pi(X,Y,M), \Pi'(X,Y,M)\} \geq \frac{1}{8} \cdot 2^{-6\theta - 3} \geq 2^{-6(\theta + 1)}.
\]

Since \( \Pi \) computes \( f \), \( \Pi' \) must compute \( f \) with probability at least \( 2^{-6(\theta + 1)} \). This proves the lemma.

Proof of Claim A.5. Let
\[
E_0 := \{ x : P(x) \leq Q_1(x) \land P(x) \leq Q_2(x) \},
\]
\[
E_1 := \{ x : Q_1(x) \leq P(x) \land Q_1(x) \leq Q_2(x) \},
\]
and
\[
E_2 := \{ x : Q_2(x) \leq P(x) \land Q_2(x) \leq Q_1(x) \}.
\]
Then at least one of \( E_0, E_1, E_2 \) has probability at least 1/3 under distribution \( P \).

If \( P(E_0) \geq 1/3 \), then
\[
\sum_x \min\{P(x), Q_1(x), Q_2(x)\} \geq 1/3.
\]
The lemma holds.

Suppose \( P(E_1) \geq 1/3 \). We have
\[
\sum_x \min\{P(x), Q_1(x), Q_2(x)\} \geq Q_1(E_1).
\]
On the other hand,
\[
D_{KL}(P \| Q_1) = \mathbb{E}_{x \sim P} \left[ \log(P(x)/Q_1(x)) \right] = P(E_1) \cdot \mathbb{E}_{x \sim P|E_1} \left[ \log(P(x)/Q_1(x)) \right] + P(E_1) \mathbb{E}_{x \sim P|E_1} \left[ \log(P(x)/Q_1(x)) \right]
\]
which by the convexity of $f(t) = \log(1/t)$, is

$$\geq P(E_1) \log \left( \mathbb{E}_{x \sim P[E_1]} \left[ Q_1(x)/P(x) \right]^{-1} \right) + P(E_1) \log \left( \mathbb{E}_{x \sim P[E_1]} \left[ Q_1(x)/P(x) \right]^{-1} \right)$$

$$= P(E_1) \log \left( P(E_1)/Q_1(E_1) \right) + (1 - P(E_1)) \log \left( (1 - P(E_1))/(1 - Q_1(E_1)) \right)$$

$$\geq P(E_1) \log(1/Q_1(E_1)) - 1$$

$$\geq 1/3 \log(1/Q_1(E_1)) - 1.$$  

That is, $Q_1(E_1) \geq 2^{-3(D_{KL}(P \parallel Q_1)+1)}$. The lemma holds. The case where $P(E_2) \geq 1/3$ is similar.

The following lemma is implicitly proved in [BRWY13].

**Lemma A.6.** Let $\Pi$ be a standard protocol with input distribution $\mu$ and $W$ be an event, let $\Pi^W$ be the distribution of $\Pi$ conditioned on $W$, then

$$\theta_{\mu}^{log}(\Pi^W) \leq 5 \log(1/\Pi(W)).$$

**Proof.** Consider $\theta_{\mu}^{log}(\Pi^W)$. For the first term, since $\Pi(X, Y) = \mu(X, Y)$, we have

$$D_{KL}(\Pi^W_{X,Y} \parallel \mu) = \mathbb{E}_{(X,Y) \sim \Pi^W} \left[ \log \left( \frac{\Pi(X,Y | W)}{\mu(X,Y)} \right) \right]$$

$$\leq \mathbb{E}_{(X,Y) \sim \Pi^W} \left[ \log \left( 1/\Pi(W) \right) \right]$$

$$= \log(1/\Pi(W)).$$

For the second term, since $(X, Y)$ and $M_0$ are independent in $\Pi$, we have

$$I_{\Pi^W}(X; M_0 \mid Y) = \sum_{x,y,m_0} \Pi(X = x, M_0 = m_0 \mid Y = y, W) \cdot \log \left( \frac{\Pi(X = x \mid M_0 = m_0, Y = y, W)}{\Pi(X = x \mid Y = y, W)} \right)$$

$$= \sum_{x,y,m_0} \Pi(X = x, M_0 = m_0 \mid Y = y, W) \cdot \log \left( \frac{\Pi(X = x \mid M_0 = m_0, Y = y, W)}{\Pi(X = x \mid Y = y)} \right)$$

$$- \sum_{x,y,m_0} \Pi(X = x, M_0 = m_0 \mid Y = y, W) \cdot \log \left( \frac{\Pi(X = x \mid Y = y, W)}{\Pi(X = x \mid Y = y)} \right)$$

$$= \sum_{x,y,m_0} \Pi(X = x, M_0 = m_0 \mid Y = y, W) \cdot \log \left( \frac{\Pi(X = x \mid M_0 = m_0, Y = y, W)}{\Pi(X = x \mid M_0 = m_0, Y = y)} \right)$$

$$- D_{KL}(\Pi_{X|W,Y} \parallel \Pi_{X|Y})$$

$$\leq \sum_{y,m_0} \Pi(Y = y, M_0 = m_0 \mid W) \cdot \log(1/\Pi(W \mid Y = y, M_0 = m_0))$$
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which by the concavity of log, is

\[
\leq \log \left( \sum_{y,m_0} \frac{\Pi(Y = y, M_0 = m_0 \mid W)}{\Pi(W \mid Y = y, M_0 = m_0)} \right)
\]

\[
= \log \left( \sum_{y,m_0} \frac{\Pi(Y = y, M_0 = m_0)}{\Pi(W)} \right)
\]

\[
= \log(1/\Pi(W)).
\]

Similarly, \( I_{\Pi^W}(Y; M_0 \mid X) \leq \log(1/\Pi(W)) \).

For the third term, fix an odd \( i \), we have

\[
I_{\Pi^W}(Y; M_i \mid X, M_{<i})
\]

\[
= \sum_{x,y,m_{\leq i}} \Pi(X = x, Y = y, M_{\leq i} = m_{\leq i} \mid W) \cdot \log \left( \frac{\Pi(M_i = m_i \mid X = x, Y = y, M_{<i} = m_{<i}, W)}{\Pi(M_i = m_i \mid X = x, M_{<i} = m_{<i}, W)} \right)
\]

\[
= \sum_{x,y,m_{\leq i}} \Pi(X = x, Y = y, M_{\leq i} = m_{\leq i} \mid W) \cdot \log \left( \frac{\Pi(M_i = m_i \mid X = x, Y = y, M_{<i} = m_{<i}, W)}{\Pi(M_i = m_i \mid X = x, M_{<i} = m_{<i})} \right)
\]

\[
+ \sum_{x,y,m_{\leq i}} \Pi(X = x, Y = y, M_{\leq i} = m_{\leq i} \mid W) \cdot \log \left( \frac{\Pi(M_i = m_i \mid X = x, M_{<i} = m_{<i}, W)}{\Pi(M_i = m_i \mid X = x, M_{<i} = m_{<i})} \right).
\]

Note that the second term is at most 0, since its negation is an expected KL-divergence.

For the first term, we have \( \Pi(M_i = m_i \mid X = x, M_{<i} = m_{<i}) = \Pi(M_i = m_i \mid X = x, Y = y, M_{<i} = m_{<i}) \), since \( \Pi \) is a standard protocol and \( i \) is odd. Thus, we have

\[
I_{\Pi^W}(Y; M_i \mid X, M_{<i})
\]

\[
= \sum_{x,y,m_{\leq i}} \Pi(X = x, Y = y, M_{\leq i} = m_{\leq i} \mid W) \cdot \log \left( \frac{\Pi(M_i = m_i \mid X = x, Y = y, M_{<i} = m_{<i}, W)}{\Pi(M_i = m_i \mid X = x, Y = y, M_{<i} = m_{<i}, W)} \right)
\]

\[
= \mathbb{E}_{x,y,m_{<i} \sim \Pi_X,Y,M_{<i}} D_{\text{KL}}(\Pi_{M_i \mid X=x,Y=y,M_{<i}=m_{<i},W} \parallel \Pi_{M_i \mid X=x,Y=y,M_{<i}=m_{<i}}).
\]

Thus, the third term in \( \hat{\theta}_\mu^{\text{log}}(\Pi^W) \) is

\[
\sum_{\text{odd } i \in [1,r]} I_{\Pi^W}(Y; M_i \mid X, M_{<i})
\]

\[
\leq \sum_{\text{odd } i \in [1,r]} \mathbb{E}_{x,y,m_{<i} \sim \Pi_X,Y,M_{<i}} D_{\text{KL}}(\Pi_{M_i \mid X=x,Y=y,M_{<i}=m_{<i},W} \parallel \Pi_{M_i \mid X=x,Y=y,M_{<i}=m_{<i}})
\]

\[
\leq \sum_{i \in [1,r]} \mathbb{E}_{x,y,m_{<i} \sim \Pi_X,Y,M_{<i}} D_{\text{KL}}(\Pi_{M_i \mid X=x,Y=y,M_{<i}=m_{<i},W} \parallel \Pi_{M_i \mid X=x,Y=y,M_{<i}=m_{<i}})
\]
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which by the chain rule of KL-divergence, is
\[
= \mathbb{E}_{x,y,m_0 \sim \Pi_{X,Y,M_0}} D_{\text{KL}}(\Pi_{M|X=x,Y=y,M_0=m_0,W} \parallel \Pi_{M|X=x,Y=y,M_0=m_0}) \\
\leq \mathbb{E}_{x,y,m_0 \sim \Pi_{X,Y,M_0}} \log(1/\Pi(W|X=x,Y=y,M_0=m_0)) \\
\leq \log(1/\Pi(W)).
\]

The same argument proves that the last term is also at most \(\log(1/\Pi(W))\). Thus, the lemma holds.

The following lemma decomposes a protocol for \(k\) instances into one protocol for one instance and one protocol for \(k-1\) instances.

**Lemma A.7.** Let \(\mu\) be a distribution over input pairs \((X,Y)\). Let \(\Pi\) be a generalized protocol on \(k\) input pairs \((X_1, \ldots, X_k, Y_1, \ldots, Y_k)\) that uses \(C\) bits of communication and computes \(f^k\). There is a generalized protocol \(\Pi^{(<k)}\) and a generalized protocol \(\Pi^{(k)}\) such that

- both \(\Pi^{(<k)}\) and \(\Pi^{(k)}\) use at most \(C\) bits of communication;
- \(\theta_{\mu}^{\log k-1}(\Pi^{(<k)}) + \theta_{\mu}^{\log}(\Pi^{(k)}) \leq \theta_{\mu}^{\log}(\Pi)\);
- \(\Pi^{(<k)}\) computes \(f^{k-1}\) and \(\Pi^{(k)}\) computes \(f\).

By repeatedly applying the above lemma, we prove the following lemma as a corollary.

**Lemma A.8.** If there is an \(r\)-message protocol with \(\theta^{\log}\)-cost \(\theta\) with respect to \(\mu^n\) and \(C\) bits of communication that computes \(f^n\). Then there is an \(r\)-message protocol with \(\theta^{\log}\)-cost \(\theta/n\) with respect to \(\mu\) and \(C\) bits of communication that computes \(f\).

**Proof of Lemma A.7.** Let \((X, Y, M)\) be random variables distributed according to \(\Pi\). Let \(S \subseteq [k]\) be a nonempty proper subset of the instances (think of \(S = [k-1]\)), and denote its complement by \(\overline{S}\). Consider the following protocol \(\eta^X_S\) for \(f^{\overline{S}}\) with respect to \(\mu^{[S]}\), which defines a distribution over triples

\[(X^\eta, Y^\eta, M^\eta)\].

**Protocol \(\eta^X_S\):**
1. sample \((X, Y, M) \sim \Pi\)
2. set \(X^\eta := X_S\) and \(Y^\eta := Y_S\)
3. set \(M^\eta_0 := X^\eta \circ M_0\)
4. for \(i = 1, \ldots, r-1\), set \(M^\eta_i := M_i\)
5. set \(M^\eta_r\) to \(M_r\) restricted to coordinates in \(S\)

Compared to \(\Pi\), \(\eta^X_S\) restricts the input pair \((X,Y)\) to coordinates only in \(S\), prepends \(X_S\) to the public random bits, and restricts the output to coordinates only in \(S\). Since \(M_r = f^n(X,Y), M^\eta_r = f^{[S]}(X_S,Y_S)\). Hence, \(\eta^X_S\) is an \(r\)-message protocol that computes \(f^{[S]}\).

Similarly, we define \(\eta^Y_S\) as follows.
The mutual information between the input and the public random bits is

\[ \theta \] Analysis of the \( \sum \) up to that of \( \Pi \).

C both protocols use at most \( r \)-message protocol that computes \( \eta \).

We prepend \( Y_S \) to \( M_0 \), and restrict the output to coordinates in \( S \). Similarly, \( \eta_S^Y \) is an \( r \)-message protocol that computes \( f^{[S]} \).

To prove the lemma, we will set \( \Pi^{(<k)} \) to \( \eta_S^X \) and set \( \Pi^{(k)} \) to \( \eta_S^Y \) for \( S = [k-1] \). Clearly, both protocols use at most \( C \) bits of communication. It remains to show that their \( \theta_{\log} \)-costs sum up to that of \( \Pi \).

**Analysis of the \( \theta_{\log} \)-cost.** Next, we analyze their \( \theta_{\log} \)-costs. We first focus on \( \eta_S^X \). The mutual information between the input and the public random bits is

\[ I_\eta(X^n; M^0 | Y^n) + I_\eta(Y^n; M^0 | X^n) = I_\Pi(X_S; X_S; M_0 | Y_S) + I_\Pi(Y_S; X_S; M_0 | X_S). \]

The mutual information between \( Y^n \) and the odd messages is

\[ \sum_{\text{odd } i \in [1, r]} I_\eta(Y^n; M^0 | X^n, M^0_{<i}) \leq \sum_{\text{odd } i \in [1, r]} I_\Pi(Y_S; M_i | X, M_{<i}). \]

The mutual information between \( X^n \) and the even messages is

\[ \sum_{\text{even } i \in [1, r]} I_\eta(X^n; M^0 | Y^n, M^0_{<i}) \]

\[ \leq \sum_{\text{even } i \in [1, r]} I_\Pi(X_S; M_i | Y_S, X_S, M_{<i}) \]

\[ = \sum_{\text{even } i \in [1, r]} (I_\Pi(X_S; Y_S, M_i | Y_S, X_S, M_{<i}) - I_\Pi(X_S; Y_S | Y_S, X_S, M_{<i}, M_i)) \]

\[ = \sum_{\text{even } i \in [1, r]} (I_\Pi(X_S; M_i | X_S, Y, M_{<i}) \]

\[ + I_\Pi(X_S; Y_S | X_S, Y_S, M_{<i}) - I_\Pi(X_S; Y_S | X_S, Y_S, M_{<i+1})). \]

Summing up all terms, we have

\[ \theta_{\log_{ \mu_S^X } } \eta_S^X \]

\[ \leq 2D_{KL}(\Pi_{X_S, Y_S} \| \mu_S^{[S]} ) + \frac{1}{2} \cdot I_\Pi(X_S; X_S; M_0 | Y_S) + \frac{1}{2} \cdot I_\Pi(Y_S; X_S; M_0 | X_S) \]

\[ + \sum_{\text{odd } i \in [1, r]} I_\Pi(Y_S; M_i | X, M_{<i}) + \sum_{\text{even } i \in [1, r]} I_\Pi(X_S; M_i | X_S, Y, M_{<i}). \]
\begin{align*}
&+ \sum_{\text{even } i \in [1,r]} \left( I_{\Pi}(X_S; Y_\overline{S} \mid X_\overline{S}, Y_S, M_{<i}) - I_{\Pi}(X_S; Y_\overline{S} \mid X_\overline{S}, Y_S, M_{<i+1}) \right). \quad (42)
\end{align*}

Similarly, for \( \eta_S^Y \), the mutual information between the input and the public random bits is

\[ I_{\Pi}(X_\overline{S}; Y_S, M_0 \mid Y_\overline{S}) + I_{\Pi}(Y_\overline{S}; Y_S, M_0 \mid X_\overline{S}). \]

The mutual information between \( Y^\eta \) and the odd messages is at most

\begin{align*}
&\sum_{\text{odd } i \in [1,r]} I_{\Pi}(Y_\overline{S}; M_i \mid X_\overline{S}, Y_S, M_{<i}) \\
= & \sum_{\text{odd } i \in [1,r]} \left( I_{\Pi}(Y_\overline{S}; X_S, M_i \mid X_\overline{S}, Y_S, M_{<i}) - I_{\Pi}(Y_\overline{S}; X_S \mid X_\overline{S}, Y_S, M_{<i+1}) \right) \\
= & \sum_{\text{odd } i \in [1,r]} \left( I_{\Pi}(Y_\overline{S}; M_i \mid X, Y_S, M_{<i}) + I_{\Pi}(Y_\overline{S}; X_S \mid X_\overline{S}, Y_S, M_{<i}) - I_{\Pi}(X_S; Y_\overline{S} \mid X_\overline{S}, Y_S, M_{<i+1}) \right).
\end{align*}

The mutual information between \( X^\eta \) and the even messages is at most

\[ \sum_{\text{even } i \in [1,r]} I_{\Pi}(X_\overline{S}; M_i \mid Y, M_{<i}). \]

Summing up all terms, we have

\begin{align*}
\theta_{\mu^{k-|S|}}(\eta_S^Y) \\
\leq 2D_{KL}(\Pi_{X_S; Y_S} \parallel \mu^{|S|}) + \frac{1}{2} \cdot I_{\Pi}(X_\overline{S}; Y_S, M_0 \mid Y_\overline{S}) + \frac{1}{2} \cdot I_{\Pi}(Y_\overline{S}; Y_S, M_0 \mid X_\overline{S}) \\
+ \sum_{\text{odd } i \in [1,r]} I_{\Pi}(Y_\overline{S}; M_i \mid X, Y_S, M_{<i}) + \sum_{\text{even } i \in [1,r]} I_{\Pi}(X_\overline{S}; M_i \mid Y, M_{<i}) \\
+ \sum_{\text{odd } i \in [1,r]} \left( I_{\Pi}(Y_\overline{S}; X_S \mid X_\overline{S}, Y_S, M_{<i}) - I_{\Pi}(X_S; Y_\overline{S} \mid X_\overline{S}, Y_S, M_{<i+1}) \right).
\end{align*}

Next, we sum up Equation (39) and (43). The first lines (40) and (44) sum up to

\begin{align*}
2D_{KL}(\Pi_{X_S, Y_S} \parallel \mu^{|S|}) + 2D_{KL}(\Pi_{X_\overline{S}; Y_\overline{S}} \parallel \mu^{k-|S|}) \\
+ \frac{1}{2} \cdot I_{\Pi}(X_S; X_\overline{S}, M_0 \mid Y_S) + \frac{1}{2} \cdot I_{\Pi}(Y_S; X_\overline{S}, M_0 \mid X_S) \\
+ \frac{1}{2} \cdot I_{\Pi}(X_\overline{S}; Y_S, M_0 \mid Y_\overline{S}) + \frac{1}{2} \cdot I_{\Pi}(Y_\overline{S}; Y_S, M_0 \mid X_\overline{S}) \\
= 2D_{KL}(\Pi_{X; Y} \parallel \mu^k) - 2I_{\Pi}(X_S, Y_S; X_\overline{S}, Y_\overline{S}) \\
+ \frac{1}{2} \cdot (I_{\Pi}(X_S; X_\overline{S} \mid Y_S) + I_{\Pi}(X_S; M_0 \mid X_\overline{S}, Y_S) + I_{\Pi}(Y_S; X_\overline{S} \mid X_S) + I_{\Pi}(Y_S; M_0 \mid X)).
\end{align*}
\[+ \frac{1}{2} \cdot (I_{\Pi}(X_{\overline{S}}; Y_S | Y_{\overline{S}}) + I_{\Pi}(X_{\overline{S}}; M_0 | Y) + I_{\Pi}(Y_{\overline{S}}; Y_S | X_{\overline{S}}) + I_{\Pi}(Y_{\overline{S}}; M_0 | X_{\overline{S}}, Y_S))\]
\[\leq 2D_{\text{KL}}(I_{\Pi,X,Y} \| \mu^k) - 2I_{\Pi}(X_S, Y_S; X_{\overline{S}}, Y_{\overline{S}})\]
\[+ \frac{1}{2} \cdot (I_{\Pi}(X_S; X_{\overline{S}} | Y_S) + I_{\Pi}(X_S; M_0 | X_{\overline{S}}, Y_S) + I_{\Pi}(X_S, Y_S; X_{\overline{S}}, Y_{\overline{S}}) + I_{\Pi}(Y_S; M_0 | X))\]
\[+ \frac{1}{2} \cdot (I_{\Pi}(X_{\overline{S}}, Y_{\overline{S}}; X_S, Y_S) + I_{\Pi}(X_{\overline{S}}; M_0 | Y) + I_{\Pi}(X_{\overline{S}}, Y_{\overline{S}}; Y_S) + I_{\Pi}(X_{\overline{S}}; M_0 | X_{\overline{S}}, Y_S))\]
\[= 2D_{\text{KL}}(I_{\Pi,X,Y} \| \mu^k) - I_{\Pi}(X_S, Y_S; X_{\overline{S}}, Y_{\overline{S}}) + \frac{1}{2} \cdot I_{\Pi}(X_S; X_{\overline{S}} | Y_S) + \frac{1}{2} \cdot I_{\Pi}(X_{\overline{S}}, Y_{\overline{S}}; Y_S)\]
\[+ \frac{1}{2} \cdot (I_{\Pi}(X_S; M_0 | X_{\overline{S}}, Y_S) + I_{\Pi}(Y_S; M_0 | X) + I_{\Pi}(X_{\overline{S}}; M_0 | Y) + I_{\Pi}(Y_{\overline{S}}; M_0 | X_{\overline{S}}, Y_S))\]
\[\leq 2D_{\text{KL}}(I_{\Pi,X,Y} \| \mu^k) - I_{\Pi}(X_S, Y_S; X_{\overline{S}}, Y_{\overline{S}})\]
\[+ \frac{1}{2} \cdot (I_{\Pi}(X_S; M_0 | X_{\overline{S}}, Y_S) + I_{\Pi}(Y_S; M_0 | X) + I_{\Pi}(X_{\overline{S}}; M_0 | Y) + I_{\Pi}(Y_{\overline{S}}; M_0 | X_{\overline{S}}, Y_S))\]
\[= 2D_{\text{KL}}(I_{\Pi,X,Y} \| \mu^k)\]
\[+ \frac{1}{2} \cdot (-I_{\Pi}(X_S; Y_S | X_{\overline{S}}, Y_S) + I_{\Pi}(X_S; M_0 | X_{\overline{S}}, Y_S) + I_{\Pi}(X_{\overline{S}}; M_0 | Y))\]
\[+ \frac{1}{2} \cdot (-I_{\Pi}(X_S; Y_{\overline{S}} | X_{\overline{S}}, Y_S) + I_{\Pi}(Y_S; M_0 | X) + I_{\Pi}(Y_{\overline{S}}; M_0 | X_{\overline{S}, Y_S}))\]
\[= 2D_{\text{KL}}(I_{\Pi,X,Y} \| \mu^k)\]
\[+ \frac{1}{2} \cdot (-I_{\Pi}(X_S; Y_S | X_{\overline{S}}, Y_S, M_0) + I_{\Pi}(X; M_0 | Y))\]
\[+ \frac{1}{2} \cdot (-I_{\Pi}(X_S; Y_{\overline{S}} | X_{\overline{S}}, Y_S, M_0) + I_{\Pi}(Y; M_0 | X))\]
\[= 2D_{\text{KL}}(I_{\Pi,X,Y} \| \mu^k) + \frac{1}{2} \cdot (I_{\Pi}(X; M_0 | Y) + I_{\Pi}(Y; M_0 | X)) - I_{\Pi}(X_S; Y_S | X_{\overline{S}}, Y_S, M_0).\]

The second lines (41) and (45) sum up to

\[\sum_{\text{odd } i \in [1,r]} I_{\Pi}(Y_S; M_i | X, M_{<i}) + \sum_{\text{odd } i \in [1,r]} I_{\Pi}(Y_{\overline{S}}; M_i | X, Y_S, M_{<i})\]
\[+ \sum_{\text{even } i \in [1,r]} I_{\Pi}(X_S; M_i | X_{\overline{S}}, Y, M_{<i}) + \sum_{\text{even } i \in [1,r]} I_{\Pi}(X_{\overline{S}}; M_i | Y, M_{<i})\]
\[= \sum_{\text{odd } i \in [1,r]} I_{\Pi}(Y; M_i | X, M_{<i}) + \sum_{\text{even } i \in [1,r]} I_{\Pi}(X; M_i | Y, M_{<i}).\]

Finally, the third lines (42) and (46) sum up to

\[\sum_{i \in [1,r]} (I_{\Pi}(X_S; Y_{\overline{S}} | X_{\overline{S}}, Y_S, M_{<i}) - I_{\Pi}(X_S; Y_{\overline{S}} | X_{\overline{S}}, Y_S, M_{<i+1}))\]
\[= I_{\Pi}(X_S; Y_{\overline{S}} | X_{\overline{S}}, Y_S, M_0) - I_{\Pi}(X_S; Y_{\overline{S}} | X_{\overline{S}}, Y_S, M)\]
\[\leq I_{\Pi}(X_S; Y_{\overline{S}} | X_{\overline{S}}, Y_S, M_0).\]
Summing up all lines gives us

\[ \theta_{\log}(\eta_X^S) + \theta_{\log}(\eta_Y^S) \]

\[ \leq 2D_{KL}(\Pi_{X,Y} \parallel \mu^k) + \frac{1}{2} \left( I_{\Pi}(X; M_0 | Y) + I_{\Pi}(Y; M_0 | X) \right) \]

\[ + \sum_{\text{odd } i \in [1,r]} I_{\Pi}(Y; M_i | X, M_{<i}) + \sum_{\text{even } i \in [1,r]} I_{\Pi}(X; M_i | Y, M_{<i}) \]

\[ = \theta_{\mu^k}(\Pi). \]

This completes the proof of the lemma.

Finally, by combining Lemma A.6, Lemma A.8 and Lemma A.4, we prove the following direct product result.

**Lemma A.9.** If there is a \( r \)-message protocol \( \Pi \) that computes \( f^n \) with probability \( q \) under input distribution \( \mu^n \) using \( C \) bits of communication, then there is a \( r \)-message protocol \( \Pi' \) that computes \( f \) with probability \( 2^{-6 \cdot q^{30/n}} \) under \( \mu \) using \( C \) bits of communication.

**Proof.** Consider the distribution induced by running \( \Pi \) on input distribution \( \mu^n \). Let \( W \) be the event that \( \Pi \) succeeds. Then \( \Pi(W) \geq q \). Lemma A.6 implies that \( \theta_{\log}(\Pi^W) \leq 5 \log(1/q) \).

Next, Lemma A.8 implies that there is a protocol that computes \( f \) with \( \theta_{\log} \)-cost with respect to \( \mu \) at most \( 5 \cdot n^{-1} \log(1/q) \). Finally, by Lemma A.4, it implies a protocol \( \Pi' \) that computes \( f \) under \( \mu \) with probability at least \( 2^{-6(5n^{-1} \log(1/q)+1)} \geq 2^{-6 \cdot q^{30/n}} \).

### A.2 Lower bound for \( \text{PC}_{n,t} \)

The following lemma is a direct corollary of Lemma A.9.

**Lemma A.10.** Suppose for \( k, t \in \mathbb{N} \) such that \( t \) is even and \( k(2t+2) \leq d \), there is a \( p \)-round protocol with at most \( S \) bits of communication such that given \( \vec{s}_1, \vec{s}_2, \ldots, \vec{s}_k \leftarrow \mathcal{P}_{n,t} \) and \( s_1, \ldots, s_k \in \text{unif} [n] \) independently, the protocol outputs \((\text{path}_{\vec{s}_1}(s_1), \ldots, \text{path}_{\vec{s}_k}(s_k))\) with probability greater than \( n^{-\delta d/p} \). Then there is a \( p \)-round protocol with at most \( S \) bits of communication computing \( \text{PC}_{n,t} \) with probability at least \( 2^{-6 \cdot n^{-30d/(pk)}} \) for \( \vec{s} \leftarrow \mathcal{P}_{n,t} \) and \( s \in \text{unif} [n] \).

Finally, we use the following lower bound for \( \text{PC}_{n,t} \), whose proof is similar to that of Lemma 4.11 in [AV21] and the standard pointer chasing lower bound [NW91].

**Lemma A.11.** Any \((t-2)\)-message protocol \( \Pi \) with at most \( n^{1/4} \) bits of communication cannot solve \( \text{PC}_{n,t} \) with probability greater than \( 2t \cdot n^{-1/8} \).

Thus, Lemma 6.2 is a direct corollary of Lemma A.2, Lemma A.10 and Lemma A.11 for \( \varepsilon = 1/4 \) and \( \delta = 0.001 \) by setting \( t = p + 2 \) and \( k = \lfloor d/(2t+2) \rfloor \), as we have

\[ 2^{-6 \cdot n^{-30d/(pk)}} \geq 2^{-6 \cdot n^{-0.03d/p(\lfloor d/(2p+6) \rfloor)}} > 2t \cdot n^{-1/8}, \]
since $t \leq \log n$.

Proof. Let $X$ be Alice’s matchings $(\pi_1, \ldots, \pi_{t-1})$, and let $Y$ be Bob’s matchings $(\pi_2, \ldots, \pi_t)$. We will inductively prove the following: For $i \in [0, t-2]$, the distribution of

$$\pi_{\leq i+2}(s) \mid \pi_1, \ldots, \pi_{i+1}, s, M_{\leq i}$$

is $i \cdot n^{-1/8}$-close to uniform in total variation distance in expectation. In particular for $i = t-2$, the $\ell_\infty$-norm is at most $(t-2) \cdot n^{-1/8} + 1/n$ in expectation. That is, in expectation, one cannot predict $\pi_{\leq i}(s)$ with probability better than $(t-2) \cdot n^{-1/8} + 1/n$ given $\pi_1, \ldots, \pi_{t-1}, s, M_{\leq t-2}$. Since the output of the protocol is determined by $M_{\leq t-2}$, it implies that the overall success probability is at most $(t-2) \cdot n^{-1/8} + 1/n \leq 2 \cdot n^{-1/8}$.

**Base case: $i = 0$.** We first prove the base case when $i = 0$. The distribution of

$$\pi_{\leq 2}(s) \mid \pi_1, s, M_0$$

is the uniform distribution over $[n]$, since $\pi_2$ is still uniform conditioned on $(\pi_1, s, M_0)$ (which determines $\pi_1(s)$). Hence, the total variation distance is 0 in expectation.

**Induction: $i - 1$ to $i$.** By symmetry, assume that $i$ is odd.

Consider the matching $\pi_{i+2}$. Since all permutations are independent in the input distribution, we have

$$H(\pi_{i+2} \mid \pi_1, \ldots, \pi_i, s) = \log(n!),$$

which implies that

$$H(\pi_{i+2} \mid \pi_1, \ldots, \pi_i, s, M_{\leq i}) \geq \log(n!) - |M_{\leq i}| \geq \log(n!) - n^{1/4}.$$  

The following lemma from [AKSY20] relates the entropy of a permutation to the entropy of its random coordinate.

**Lemma A.12** (Lemma A.13 in [AKSY20]). Let $\pi$ be a random permutation over $[n]$. If $H(\pi) \geq \log n! - n/8$, then

$$n \log n - \sum_{x \in [n]} H(\pi(x)) \leq 4\sqrt{\log n! - H(\pi)n} + 3.$$

It implies that for a uniform $x \in [n]$ (independent of $\pi_{i+2}$ conditioned on $(\pi_1, \ldots, \pi_i, s, M_{\leq i})$), we have

$$\mathbb{E}_{x \in [n]} [H(\pi_{i+2}(x) \mid \pi_1, \ldots, \pi_i, s, M_{\leq i}, x)] \geq \log n - \frac{4\sqrt{n^{1/4} \cdot n} + 3}{n} \geq \log n - n^{-1/4}.$$
In particular, by Pinsker’s inequality and the concavity of square-root, we obtain that for a uniform \( x \in [n] \), the distribution of

\[
\pi_{i+2}(x) \mid \pi_1, \ldots, \pi_i, s, M_{\leq i}, x
\]

is \( n^{-1/8} \)-close to the uniform distribution over \([n]\) in expectation.

Now suppose the claim holds for \( i - 1 \), i.e.,

\[
\pi_{\leq i+1}(s) \mid \pi_1, \ldots, \pi_i, s, M_{\leq i-1}
\]

is \((i - 1)n^{-1/8}\)-close to uniform. We observe that conditioned on \((\pi_1, \ldots, \pi_i, s, M_{\leq i-1})\), \( \pi_{i+1}(s) \) is determined by \( \pi_{i+1} \), which is part of Bob’s input. By the Markov property of communication protocols, \( \pi_{i+1} \) is independent of Alice’s inputs conditioned on \((\pi_1, \ldots, \pi_i, s, M_{\leq i-1})\). Thus, \( \pi_{i+1} \) is also independent of \( M_i \) conditioned on \((\pi_1, \ldots, \pi_i, s, M_{\leq i-1})\). Hence, the distribution of

\[
\pi_{\leq i+1}(s) \mid \pi_1, \ldots, \pi_i, s, M_{\leq i}
\]

is \((i - 1)n^{-1/8}\)-close to uniform.

By the Markov property again, \( \pi_{\leq i+1}(s) \) and \( \pi_{i+2} \) are independent conditioned on \((\pi_1, \ldots, \pi_i, s, M_{\leq i})\). Therefore, by the triangle inequality, the distribution of

\[
\pi_{i+2}(\pi_{\leq i+1}(s)) \mid \pi_1, \ldots, \pi_i, s, M_{\leq i}, \pi_{\leq i+1}(s)
\]

is \( i \cdot n^{-1/8} \)-close to uniform in expectation.

Finally, since \( \pi_{i+1} \) and \( \pi_{i+2} \) are independent conditioned on \((\pi_1, \ldots, \pi_i, s, M_{\leq i}, \pi_{\leq i+1}(s))\). The distribution of

\[
\pi_{i+2}(\pi_{\leq i+1}(s)) \mid \pi_1, \ldots, \pi_i, s, M_{\leq i}, \pi_{\leq i+1}(s)
\]

is \( i \cdot n^{-1/8} \)-close to uniform in expectation. Observing that \( \pi_{\leq i+1}(s) \) is determined by other variables in the conditioned, we complete the induction.

\[
\square
\]
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