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Abstract

This is a survey of unconditional pseudorandom generators (PRGs). A PRG uses a short, truly random seed to generate a long, “pseudorandom” sequence of bits. To be more specific, for each restricted model of computation (e.g., bounded-depth circuits or read-once branching programs), we would like to design a PRG that “fools” the model, meaning that every function computable in the model behaves approximately the same when we plug in pseudorandom bits from the PRG as it does when we plug in truly random bits. In this survey, we discuss four major paradigms for designing PRGs:

- We present several PRGs based on $k$-wise uniform generators, small-bias generators, and simple combinations thereof, including proofs of Viola’s theorem on fooling low-degree polynomials (Comput. Complexity 2009) and Braverman’s theorem on fooling $\text{AC}^0$ circuits (J. ACM 2010).

- We present several PRGs based on “recycling” random bits to take advantage of communication bottlenecks, such as the Impagliazzo-Nisan-Wigderson generator (STOC 1994).

- We present connections between PRGs and computational hardness, including the Nisan-Wigderson framework for converting a hard Boolean function into a PRG (J. Comput. Syst. Sci. 1994).

- We present PRG frameworks based on random restrictions, including the “polarizing random walks” framework (Chattopadhyay, Hatami, Hosseini, and Lovett, Theory Comput. 2019).

We explain how to use these paradigms to construct PRGs that work unconditionally, with no unproven mathematical assumptions. The PRG constructions use ingredients such as finite field arithmetic, expander graphs, and randomness extractors. The analyses use techniques such as Fourier analysis, sandwiching approximators, and simplification-under-restrictions lemmas.
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Chapter 1

Introduction

To make random choices, it would be useful to have an unlimited supply of “truly random” bits: unbiased and independent coin flips. What can we do if we only have a few truly random bits? A pseudorandom generator (PRG) uses a small amount of true randomness, called the “seed,” to generate a long sequence that appears to be completely random (even though it isn’t). PRGs are ubiquitous in computing theory and practice. The basic motivation is that we think of randomness as a scarce computational resource, akin to time or space, so whenever we get our hands on some random bits, we want to stretch them as far as possible.

To model PRGs mathematically, we consider some “observer,” modeled as a function $f$. Let $U_n$ denote the uniform distribution over $\{0, 1\}^n$. We would like to “fool” $f$ in the following sense.

**Definition 1.0.1 (Fooling).** Suppose $f : \{0, 1\}^n \rightarrow \{0, 1\}$ is a function, $X$ is a probability distribution over $\{0, 1\}^n$, and $\varepsilon > 0$. We say that $X$ fools $f$ with error $\varepsilon$, or $\varepsilon$-fools $f$, if

$$|\Pr[f(X) = 1] - \Pr[f(U_n) = 1]| \leq \varepsilon.$$

More generally, we can consider a real-valued function $f : \{0, 1\}^n \rightarrow \mathbb{R}$. In this case, we say that $X$ fools $f$ with error $\varepsilon$ if

$$|\mathbb{E}[f(X)] - \mathbb{E}[f(U_n)]| \leq \varepsilon.$$

If $\varepsilon = 0$, we say that $X$ perfectly fools $f$.

**Remark 1.0.2.** As a shorthand, we often identify the function $f$ with the random variable $f(U_n)$. For example, instead of $\mathbb{E}[f(U_n)]$, we simply write $\mathbb{E}[f]$.

Definition 1.0.1 says that although $X$ might not be uniform, $X$ and $U_n$ are nevertheless indistinguishable, at least from $f$’s perspective. Conversely, if $X$ does not $\varepsilon$-fool $f$, we refer to $f$ as a “distinguisher” for $X$. A PRG’s job is to use a few truly random bits to sample a distribution that fools $f$.

**Definition 1.0.3 (PRGs).** Suppose $f : \{0, 1\}^n \rightarrow \mathbb{R}$ and $G : \{0, 1\}^s \rightarrow \{0, 1\}^n$ are functions and $\varepsilon > 0$. We say that $G$ is an $\varepsilon$-PRG for $f$ if $G(U_s)$ fools $f$ with error $\varepsilon$. In this case, we also say that $G$ fools $f$ with error $\varepsilon$. (See Figure 1.1.)

The parameter $s$ is called the seed length of the PRG; we would like $s$ to be as small as possible. Throughout this text, the parameter “$n$” will always denote the number of pseudorandom bits we are generating.
1.1 Whom shall we fool? Three PRG paradigms

An unavoidable fact of life is that for any nontrivial PRG, there exists a function that is not fooled by the PRG.

Claim 1.1.1 (Impossibility of fooling all functions). Let $G: \{0, 1\}^s \rightarrow \{0, 1\}^n$ where $s < n$. There exists some $f: \{0, 1\}^n \rightarrow \{0, 1\}$ such that $G$ does not $0.49$-fool $f$.

Proof. Let $f$ be the indicator function for the image of $G$. Then $\mathbb{E}[f(G(U_s))] = 1$, whereas $\mathbb{E}[f] \leq 1/2$ because $s < n$.

In light of Claim 1.1.1, the best we can hope for is generating bits that fool some large sets of observers but not all of them. After all, as Avi Wigderson says, *randomness is in the eye of the beholder*. If $F$ is a class of functions $f: \{0, 1\}^n \rightarrow \mathbb{R}$, we say that $G$ is an $\varepsilon$-PRG for $F$ if $G$ $\varepsilon$-fools every $f \in F$.

Which observers shall we fool? The study of PRGs can be crudely divided into three paradigms based on three possible answers:

1. Everyday non-adversarial applications.
2. All efficient observers.
3. Restricted models of computation.

We discuss these three paradigms in Sections 1.1.1 to 1.1.3.

1.1.1 PRGs for everyday non-adversarial applications

In practice, when programmers want randomness, they invoke some type of random() method provided by the computing environment. Under the hood, these random() methods typically involve several components, each of which might be quite sophisticated. When practitioners speak of “pseudorandom number generators” or “random number generators,” they are usually referring to the entire randomness system as a whole, including whatever techniques are used to produce an initial seed. For example, the system might derive a seed from the current time of day, even though
such a seed is rather predictable. As another example, the system might use hardware random
number generators based on thermal noise measurements.

In this text, we sidestep the important issue of producing a seed, along with many other issues
that are important in practice. We focus on the challenge of stretching a truly random seed out to
a long pseudorandom string. In our terminology, this is the job of a PRG (see Definition 1.0.3). A
PRG is thus one of multiple components of a practical randomness system. For example, Java’s
\texttt{Math.random()} method currently uses a type of PRG called a \textit{linear congruential generator}.
For such a PRG, the seed is a random number $X_0 \in \{0, 1, \ldots, M - 1\}$, and the output sequence is
$(X_1, X_2, X_3, \ldots)$, where

$$X_{i+1} = a \cdot X_i + b \mod M$$

for some parameters $M, a, b$. Meanwhile, Python’s \texttt{random.random()} method uses an algorithm
called the “Mersenne twister” [MN98], and major web browsers currently use a PRG in the “xorshift+
family” [Vig17] to implement Javascript’s \texttt{Math.random()} function.

**Why these PRGs are unsatisfactory**

Practitioners use these randomness systems for both casual applications (e.g., video games) and
serious applications (e.g., randomized algorithms). However, for a generic randomized algorithm,
there is \textit{no firm mathematical guarantee} that the outputs will be reliable when the algorithm is
executed using one of these practical randomness systems. The methods that practitioners typically
use to run randomized algorithms must be considered \textit{heuristics}.

To be clear, a lot of work goes into designing high-quality practical randomness systems.
Designers strive to ensure that these systems can be safely used in any application that “comes up
naturally” in practice. The system is only deemed acceptable for everyday use when it passes a
great number of creative statistical tests, such as those in the TestU01 family [LS07].

These statistical tests are valuable, but there is a wide gap between the statistical tests and a
typical randomized algorithm. The designers behind practical systems such as Java’s \texttt{Math.random()} method wisely do not claim that they work in \textit{adversarial} scenarios, so these systems are considered unsuitable for cryptography. This is true even if we focus solely on the PRG component of these systems.

Furthermore, sometimes programs “accidentally” distinguish pseudorandom numbers from
truly random numbers. There are quite a few documented cases in which PRGs have been shown
to cause inaccurate scientific simulations [KW84; PR85; FMF85; MBH86; FLW92; Gra93; Cod94; CLK11]! One must imagine that other cases have gone unnoticed.

To a theoretician, this state of affairs is deeply unsatisfactory. Yes, modern practical PRGs seem
to almost always work well in practice, but we don’t have a mathematically rigorous explanation
for \textit{why} these systems work. It’s not even clear what precisely the goal is. (Mathematically, how
can we make a distinction between “adversarially-designed” programs and “naturally-occurring”
programs?) By theoreticians’ standards, the success of practical PRGs is largely a mystery.

1.1.2 PRGs for all efficient observers

One of the great ideas in the theory of computing is to try to design a PRG that fools \textit{all}
computationally efficient observers. Given such a PRG and a truly random seed, we would be able
to execute any randomized algorithm that is actually worth executing. (After all, there’s no point
running a program if one won’t even survive long enough to see the output!) Such a PRG could also
be used in cryptographic settings, because we can safely assume that eavesdroppers and hackers
only have so much computational power.\footnote{There is a subtle distinction here. In the context of randomized algorithms, it’s okay if the PRG itself uses a little more time than the algorithms that we are trying to fool. On the other hand, in the context of cryptography, we want an efficiently-computable PRG that fools all efficient adversaries, including those that use polynomially more time than the PRG uses.}

For example, given a random seed \( X_0 \in \{1, 2, \ldots, M-1\} \), the Blum-Blum-Shub (BBS) generator \([BBS86]\) outputs the sequence \((X_1 \mod 2, X_2 \mod 2, X_3 \mod 2, \ldots)\) where

\[
X_{i+1} = X_i^2 \mod M.
\]

This PRG is reminiscent of linear congruential generators, but the similarity is only superficial. For a suitably chosen modulus \(M\), it is believed that the BBS generator fools all polynomial-time algorithms.

**Why these PRGs are also (currently) unsatisfactory**

Fooling all efficient observers is a well-defined and well-motivated goal. Unfortunately, nobody knows how to prove that some efficiently-computable PRG actually has this marvelous property.

To be clear, there is a substantial body of “evidence” indicating that such PRGs exist. For example, Blum, Blum, and Shub showed that their generator fools all polynomial-time observers, under the plausible-but-unproven assumption that there is no good algorithm for the “quadratic residuosity problem” \([BBS86]\). There are many other examples of PRGs that fool all polynomial-time observers under reasonable cryptographic or complexity-theoretic assumptions \([Yao82; BM84; NW94; IW97; HILL99; KM02; Uma03; DMOZ20]\). For practical cryptography, software developers tend to use PRGs that are not even supported by rigorous conditional proofs of correctness, but rather are supported by heuristic and intuitive arguments.

There is a genuine possibility that these PRGs are not secure. In one infamous incident, the U.S. National Institute of Standards and Technology (NIST) recommended using a PRG called “Dual_EC_DRBG.” The PRG was designed by the U.S. National Security Agency (NSA), and allegedly, they intentionally designed it to be insecure for surveillance purposes \([Per13]\).

Once again, to a theoretician, this state of affairs is not satisfactory. There is genuine room for doubt about whether known PRGs work, and perhaps more importantly, even if they do work, we don’t have a good explanation for why they work. Conditional proofs can be considered partial explanations at best. The problem of designing PRGs that unconditionally fool all efficient observers is very challenging, with connections to deep topics such as the famous \(P\) vs. \(NP\) problem. (See Section 4.1.)

### 1.1.3 PRGs for restricted models of computation

The main topic of this text is a third paradigm for studying PRGs. In this third paradigm, we identify an interesting and well-defined restricted model of computation. Then we design PRGs that fool the chosen model of computation (unconditionally – with no unproven assumptions) and try to optimize the seed length of the PRG.

A toy example might clarify the idea. Let us design a PRG \(G: \{0,1\}^2 \to \{0,1\}^3\) that fools every observer \(f\) that only looks at two of the three output bits. This problem is not completely trivial, because we don’t know which two bits \(f\) will observe. Nevertheless, the problem can be solved by defining

\[
G(u_1, u_2) = (u_1, u_2, u_1 \oplus u_2),
\]
where $\oplus$ denotes the XOR operation. When $u_1$ and $u_2$ are chosen uniformly at random, the three output bits are correlated, but any two of the bits are independent and uniform random.

Unconditional PRGs can be constructed for much richer and more interesting restricted models of computation. We are especially interested in fooling models of computation that have a “complexity theory” flavor, i.e., we want the output of the PRG to appear random to any observer that is “sufficiently efficient” in some sense. Arguably, the two most important models in this field are constant-depth circuits ($\mathbf{AC}^0$, see Definition 2.5.4) and read-once branching programs (ROBPs, see Definition 3.2.1).

The value of these PRGs

Could PRGs for restricted models ever be directly used in practical applications? Potentially. PRGs for restricted models can be used to simulate some randomized algorithms. For example, suppose a randomized decision algorithm $A$ uses $S$ bits of space. For any fixed input $a$ of $A$, we can consider the output of $A$ as a function of its random bits, say $f(x) = A(a,x)$. It turns out that this function $f$ can be computed by an ROBP of width $2^{O(S)}$. Therefore, PRGs that fool ROBPs can be used to simulate $A$ without significantly distorting its behavior.

Admittedly, it’s a bit unrealistic to imagine the PRGs studied in the theoretical literature being implemented on actual computers, because it is hard to compete with the practical PRGs discussed in Section 1.1.1. Instead, the study of PRGs for restricted models has a much grander and broader purpose: these PRGs help to uncover the mysteries of the theory of computing, and hence are invaluable from a scientific perspective.

Unconditional PRGs have many applications within theoretical computer science, and we will not attempt to survey them here, but we will elaborate on one of the more important applications. A major open problem asks whether randomized decision algorithms have any intrinsic advantage over deterministic decision algorithms in terms of space complexity. PRGs for ROBPs have the potential to resolve this question. As discussed above, a PRG for ROBPs can be used to simulate randomized space-bounded decision algorithms using just a little bit of randomness. By exhaustively trying all seeds of the PRG and taking the majority outcome, we can actually get a completely deterministic simulation. An optimal PRG for ROBPs would imply that randomized space-$S$ algorithms can be simulated deterministically in space $O(S)$, and hence randomness only confers a constant-factor advantage.

So far, optimal constructions of PRGs for ROBPs are not known, but we do have “pretty good” constructions (e.g., see Section 3.2). There are many partial derandomization results known for space-bounded computation, building on the theory of PRGs for ROBPs (in nontrivial ways). For example, it has been shown that randomized space-$S$ algorithms can be simulated deterministically in space slightly less than $S^{3/2}$ [SZ99; Hoz21]. There is no particular “barrier” known preventing us from designing optimal PRGs for ROBPs. This exciting problem is a central open problem in the unconditional theory of PRGs.

Apart from any application, we hope to convince the reader that PRGs for restricted models are interesting in their own right.

1.2 Overview of this text

In this work, we survey some of the most important frameworks and techniques for constructing unconditional PRGs for restricted models of computation. We focus on four major PRG paradigms:
• In Chapter 2, we present $k$-wise uniform generators, small-bias generators, and simple combinations thereof.

• In Chapter 3, we present PRGs that “recycle” randomness to take advantage of communication bottlenecks, such as the Impagliazzo-Nisan-Wigderson generator [INW94].

• In Chapter 4, we present connections between PRGs and computational hardness, including the Nisan-Wigderson framework for converting a hard Boolean function into a PRG [NW94].

• In Chapter 5, we present methods for constructing PRGs based on (pseudo)random restrictions, including the relatively recent “polarizing random walks” framework [CHHL19].

Along the way, as needed, we introduce the computational models that we fool (decision trees, circuits, branching programs, etc.) and techniques for analyzing PRGs (Fourier analysis, sandwiching approximators, simplification-under-restriction lemmas, etc.)

The literature on unconditional PRGs is vast, and this survey is far from exhaustive. (For example, we do not discuss the important line of work on fooling linear threshold functions [RS10; DGJSV10; MZ13; GKM18].) Instead, we hope that this work serves as a suitable introduction to the field of unconditional PRGs, preparing the reader to study new and old papers on PRGs and make their own contributions.

The results that we cover include both classic and recent works. Besides covering the most important principles of PRG design and analysis, we also made sure to include expositions of many of the most important examples of unconditional PRGs, such as Viola’s PRG for low-degree polynomials [Vio09], Braverman’s theorem that limited independence fools $\mathsf{AC}^0$ [Bra10], and Forbes and Kelley’s relatively recent PRG for arbitrary-order ROBPs [FK18].

This text is primarily expository. However, we couldn’t help but include a few novel theorems and proofs. For example, we present a new proof of Braverman’s theorem (Section 2.6), and we present a new improvement to the polarizing random walks framework in the low-error regime (Section 5.1.4). We also highlight plenty of important open problems regarding PRGs for restricted models of computation.

Many wonderful prior expository works [Mil01; LW06; AB09; Gol10; Vad12; O’D14] and lecture notes [Zuc01; Tre05; Ta-15; Ta-16; Vio17; Cha18; Ta-18; Cha19; Ta-19; Tal21; Cha22] include some coverage of unconditional PRGs. However, none of them have quite the same focus as our work, so we feel that our work fills a gap.

In the rest of this chapter, we discuss some additional basic issues related to the concept of a PRG, paving the way for the PRG constructions in subsequent chapters.

1.3 The generic probabilistic existence proof

For many classes $\mathcal{F}$, including classes defined by standard computational models (such as decision trees, circuits, branching programs, etc.), there is a totally generic argument showing that there exist PRGs that fool $\mathcal{F}$ with a small seed length.

**Proposition 1.3.1** (Nonexplicit PRGs). Let $\mathcal{F}$ be a class of functions $f : \{0, 1\}^n \to \{0, 1\}$. For every $\varepsilon > 0$, there exists an $\varepsilon$-PRG for $\mathcal{F}$ with seed length $\log \log |\mathcal{F}| + 2 \log(1/\varepsilon) + O(1)$.

**Proof.** Pick a function $G : \{0, 1\}^s \to \{0, 1\}^n$ uniformly at random. Consider any arbitrary $f \in \mathcal{F}$. For each seed $y$, the value $f(G(y))$ is a random bit satisfying

$$\mathbb{E}_G[f(G(y))] = \mathbb{E}_{U_n}[f(U_n)].$$
Furthermore, as \( y \) ranges over all \( 2^s \) possible seeds, these random variables \( f(G(y)) \) are independent. Therefore, by Hoeffding’s inequality,

\[
\Pr_{G} \left[ \mathbb{E}[f] - 2^{-s} \sum_{y \in \{0, 1\}^s} f(G(y)) > \varepsilon \right] \leq 2e^{-2\varepsilon^2 2^s}.
\]

By the union bound, the probability that \( G \) fails to \( \varepsilon \)-fool \( \mathcal{F} \) is bounded by \( 2|\mathcal{F}|e^{-2\varepsilon^2 2^s} \). For \( s = \log \log |\mathcal{F}| + 2 \log(1/\varepsilon) + O(1) \), this probability is less than 1, i.e., there exists a \( G \) that does \( \varepsilon \)-fool \( \mathcal{F} \).

In a typical case – e.g., if \( \mathcal{F} \) is the set of all circuits of size at most \( n \) – each function \( f \in \mathcal{F} \) can be described using \( \text{poly}(n) \) bits, i.e., \( |\mathcal{F}| \leq 2^{\text{poly}(n)} \). In this case, the PRG guaranteed by Proposition 1.3.1 has seed length \( O(\log(n/\varepsilon)) \).

### 1.4 Explicitness

Proposition 1.3.1 has a major weakness: it does not guarantee that the PRG is *efficiently computable*. The proof of Proposition 1.3.1 is in some sense “nonconstructive.” Ideally, we want an algorithm for sampling from a pseudorandom distribution, and we want the algorithm to be reasonably efficient with respect to randomness and more conventional complexity measures simultaneously.

**Definition 1.4.1** (Explicitness). A PRG \( G : \{0, 1\}^s \to \{0, 1\}^n \) is **explicit** if it can be computed in time \( \text{poly}(n) \).

One could consider alternative standards of explicitness. We could require that each individual output bit can be computed in time \( \text{polylog } n \), or that the PRG runs in space \( O(\log n) \), or that each bit can be computed in \( \text{AC}^0 \), or any number of other conditions. The truth is, there is no “one true definition” of explicitness. The appropriate definition depends on what one hopes to gain from the PRG.

For example, one might plan to derandomize an algorithm by exhaustively trying all possible seeds of a PRG. In this case, since we are inevitably going to spend more than \( 2^s \) steps on this brute-force process, it might make sense to relax our standard of “explicitness” and allow the PRG’s time complexity to be as large as \( 2^{O(s)} \cdot \text{poly}(n) \) rather than \( \text{poly}(n) \). As another example, it turns out that PRGs can be used to prove that certain models of computation cannot solve the “Minimum Circuit Size Problem” [KC00]. For this application, the “correct” definition of explicitness is that for each fixed seed \( u \in \{0, 1\}^s \), there is a Boolean circuit \( C_u \) of size \( o(n/\log n) \) such that for every \( i \in [n] \), we have \( C_u(i) = G(u)_i \).

In this text, we will stick with Definition 1.4.1 for concreteness, but when we present PRG constructions, we will generally not bother carefully verifying the runtime bound. Instead, we will focus on making the construction clear to the reader.

### 1.4.1 Families of PRGs

Definition 1.4.1 refers to the time complexity of a PRG. To meaningfully speak of time complexity, we technically ought to be considering a whole *family* of PRGs. The convention in this line of work is to keep the family implicit. For example, a theorem might say something like the following.
For all $n, m \in \mathbb{N}$ and all $\varepsilon > 0$, there exists an explicit $\varepsilon$-PRG for size-$m$ decision trees on $n$ input bits with seed length $O(\log(m/\varepsilon) + \log \log n)$.

(See Section 2.3.3.) Translating into more precise language, the same theorem can be restated as follows.

There exists a randomized algorithm $G$ satisfying the following.

1. Given input parameters $n, m, \varepsilon$, the algorithm $G$ outputs a string $G(n, m, \varepsilon) \in \{0, 1\}^n$.
2. For all $n, m, \varepsilon$, the output distribution $G(n, m, \varepsilon)$ fools size-$m$ decision trees with error $\varepsilon$.
3. $G(n, m, \varepsilon)$ uses at most $O(\log(m/\varepsilon) + \log \log n)$ random bits and runs in time $\text{poly}(n)$.

There is something potentially troubling about this “translation” process. The quantifiers got flipped! In the informal theorem statement, we say “for all $n, m, \varepsilon$, there exists an explicit PRG,” but strictly speaking, we mean that there exists a single algorithm $G$ that works for all $n, m, \varepsilon$ simultaneously! Is this “flipped quantifiers” convention wise?

Let us make an analogy with big-$O$ notation. Recall, e.g., the famous planar separator theorem:

For all $n \in \mathbb{N}$, for every $n$-vertex planar graph, there exists a set of $O(\sqrt{n})$ vertices such that removing those vertices splits the graph into connected components with at most $2n/3$ vertices each.

If we wanted to be more rigorous, we ought to flip the quantifiers and write something like the following:

There exists a function $f : \mathbb{N} \to \mathbb{N}$ such that $f \in O(\sqrt{n})$ and for all $n \in \mathbb{N}$, for every $n$-vertex planar graph, there exists a set of $f(n)$ vertices such that removing those vertices splits the graph into connected components with at most $2n/3$ vertices each.

We don’t bother with such careful language because it obscures more than it clarifies. The important thing is that the expression “$O(\sqrt{n})$” tells how the number of removed vertices scales with the universally quantified parameter $n$. Analogously, when we say “there exists an explicit PRG,” the word “explicit” tells how the computational complexity of the PRG scales with the parameters.

1.4.2 The default conjecture: Explicit PRGs exist

For each “reasonable” class $\mathcal{F}$, the standard conjecture is that there exists an explicit PRG with essentially the same seed length as the generic nonexplicit bound (Proposition 1.3.1). Oftentimes, this conjecture can be supported with evidence in the form of conditional constructions. For example, consider the class $\mathcal{F}$ of all CNF formulas of size at most $n$. The nonexplicit PRG has seed length $O(\log(n/\varepsilon))$. Under plausible complexity-theoretic assumptions, there is indeed an explicit PRG for all size-$n$ Boolean circuits (whether CNF formulas or not) with seed length $O(\log(n/\varepsilon))$ [IW97].
Even without a compelling conditional construction, the “default” conjecture would be that a probabilistic existence proof can be matched by an explicit construction. The main challenge is to find the explicit construction. Typically, such a PRG would be optimal, i.e., one can unconditionally prove a seed length lower bound matching the nonexplicit bound to within a constant factor. For example, every PRG for size-$n$ CNF formulas (explicit or not) must have seed length at least $\Omega(\log(n/\varepsilon))$.

1.5 Beyond PRGs: Hitting set generators and more

For the sake of context, in this section we briefly describe some relaxations of the PRG definition. The main motivation behind studying these relaxations is that constructing PRGs is challenging. These “generalized PRGs” are sometimes easier to construct, and yet they suffice for some (but not all) of the applications of PRGs. We only give a short overview of these concepts, since our main focus is true PRGs.

The most well-known “generalized PRG” concept is a hitting set generator (HSG).

**Definition 1.5.1 (HSGs).** Suppose $F$ is a class of functions $f : \{0, 1\}^n \rightarrow \{0, 1\}$. An $\varepsilon$-HSG for $F$ is a function $G : \{0, 1\}^s \rightarrow \{0, 1\}^n$ such that for every $f \in F$, if $E[f] \geq \varepsilon$, then there exists some $x$ such that $f(G(x)) = 1$.

An HSG is a “one-sided PRG.” HSGs have been studied since the 1980s [AKS87] if not earlier. HSGs can be used to derandomize algorithms that have one-sided error, simply by trying all seeds. In some contexts, HSGs can also be used (in nontrivial ways) to derandomize algorithms that have two-sided error [ACR98; ACRT99; BF99; GVW11; CH22].

A few years ago, Braverman, Cohen, and Garg introduced a different generalization of PRGs, called weighted PRGs (WPRGs) [BCG20].

**Definition 1.5.2 (WPRG).** Suppose $F$ is a class of functions $f : \{0, 1\}^n \rightarrow \mathbb{R}$. An $\varepsilon$-WPRG for $F$ is a pair $(G, \rho)$, where $G : \{0, 1\}^s \rightarrow \{0, 1\}^n$ and $\rho : \{0, 1\}^s \rightarrow \mathbb{R}$, such that for every $f \in F$, we have

$$\left| \mathbb{E}_{U \sim U_s} [f(G(U)) \cdot \rho(U)] - E[f] \right| \leq \varepsilon.$$ 

Thus, WPRGs generalize PRGs because we consider sparse linear combinations of the outputs of $f$ rather than sparse convex combinations of the outputs of $f$. Several recent works have exploited this extra flexibility to construct WPRGs with better parameters than known PRGs [BCG20; CL20; CDRST21; PV21b; Hoz21].

Yet another generalization of PRGs is the concept of a deterministic sampler.

**Definition 1.5.3 (Deterministic sampler).** Suppose $F$ is a class of functions $f : \{0, 1\}^n \rightarrow \mathbb{R}$. An $\varepsilon$-deterministic sampler for $F$ is a deterministic oracle algorithm $A$ that makes queries to a function $f \in F$ and outputs a number $A[f] \in \mathbb{R}$ such that $|A[f] - E[f]| \leq \varepsilon$.

The deterministic sampler model isolates a key feature of PRGs, which is that they are useful even if we merely have black-box access to the function $f$. Deterministic samplers have been discussed (by name) in a couple of recent works [CH22; PV22]. Several older algorithms can also be understood as deterministic samplers [ACR98; ACRT99; ISW99; BF99; GVW11].

---

2 For a counterexample, see the work of Hoza, Pyne, and Vadhan [HPV21].

3 In Braverman, Cohen, and Garg’s original paper [BCG20], they speak of “pseudorandom pseudo-distributions.” The “weighted PRG” terminology was introduced later, by Cohen, Doron, Renard, Sberlo, and Ta-Shma [CDRST21].
One can show that these four concepts form a hierarchy:

\[ \text{PRG} \implies \text{WPRG} \implies \text{deterministic sampler} \implies \text{HSG}. \]

Thus, PRGs (our focus in this text) are the most desirable of the four.
Chapter 2

Limited Independence and Small-Bias Generators

In this chapter, we study “$k$-wise uniform” generators, “small-bias” generators, and simple combinations thereof. What these PRG constructions have in common is that they are closely related to error correcting codes. Prior knowledge of coding theory is not necessary to understand the PRGs. The constructions of these PRGs are fairly elementary, but we emphasize that the analyses are interesting and not always trivial. We will build up to showing that these simple PRGs can fool moderately powerful classes of functions, such as bounded-depth circuits and low-degree polynomials over $\mathbb{F}_2$.

2.1 Limited independence

2.1.1 Pairwise uniform bits

For our first PRG, let us fool the first nontrivial case of juntas.

**Definition 2.1.1 (Juntas).** A function $f$ on $\{0, 1\}^n$ is a $k$-junta if $f$ only depends on at most $k$ variables, i.e.,

$$f(x) = g(x_{i_1}, \ldots, x_{i_k})$$

for some indices $i_1, \ldots, i_k \in [n]$ and some function $g$.

Fooling 1-juntas is trivial. Indeed, let $G: \{0, 1\} \rightarrow \{0, 1\}^n$ be the PRG with seed length 1 given by $G(b) = (b, b, b, \ldots, b)$. Then $G$ perfectly fools every 1-junta, because for any $i$, the $i$-th bit in the output of the PRG is a uniform bit.

Let us consider the case of 2-juntas. Fooling one specific 2-junta, such as the function $f(x) = x_7 \land x_{13}$, is trivial: using a 2-bit seed, we can sample $X_7, X_{13} \in \{0, 1\}$ uniformly and independently at random and set $X_i = 0$ for all $i \notin \{7, 13\}$. The challenge is to construct a single PRG that fools all 2-juntas simultaneously. In other words, the challenge is that when we design the PRG, we don’t know in advance which two bits are relevant.

**Theorem 2.1.2 (Pairwise uniform bits).** For every $n \in \mathbb{N}$, there is an explicit PRG that perfectly fools 2-juntas on $n$ bits with seed length $\lceil \log n \rceil + 1$.

A distribution $X$ that perfectly fools 2-juntas is also called a pairwise uniform distribution, because every two bits of $X$ are uniform over $\{0, 1\}^2$. In practice, people often use the alternative
Theorem 2.1.3

The function $G$ is injective, because if $H(p) = H(p')$, then $p - p'$ is a polynomial with at least $k$ zeros of degree less than $k$, hence $p = p'$. Furthermore, $|\mathcal{P}| = |\mathbb{F}_q^k| = q^k$, since a polynomial $p \in \mathcal{P}$ can be specified by $k$ coefficients from $\mathbb{F}_q$. Therefore, $H$ is bijective, and hence if $P \in \mathcal{P}$ is sampled uniformly at random, $H(P)$ is a uniform random vector.

Now let $z_1, \ldots, z_n \in \mathbb{F}_q$ be distinct, and define $G: \mathcal{P} \to \mathbb{F}_q^n$ by

$$G(p) = (p(z_1), \ldots, p(z_n)).$$

By the above analysis, when $P \in \mathcal{P}$ is sampled uniformly at random, any $k$ coordinates of $G(P)$ are independent and uniform random.

All that remains is to bridge the gap between field elements and bits. Let $q$ be a power of two, so that field elements can be naturally encoded as bitstrings. The seed of our PRG describes a polynomial $p \in \mathcal{P}$ by giving the encodings of its $k$ coefficients; this requires $k \log q = k \cdot \lceil \log n \rceil$ bits if we pick $q$ to be the smallest power of two that is at least $n$. The output of our PRG is the sequence of first bits of the encodings of the coordinates of $G(p)$. 

Proof of Theorem 2.1.2. Let $s = \lceil \log n \rceil + 1$, and let $I_1, \ldots, I_n$ be distinct nonempty subsets of $[s]$. The PRG $G: \{0,1\}^s \to \{0,1\}^n$ is given by

$$G(y) = \left( \bigoplus_{i \in I_1} y_i, \ldots, \bigoplus_{i \in I_n} y_i \right). \quad (2.1)$$

To prove that this works, consider sampling $Y \in \{0,1\}^s$ uniformly at random, and let $j, k \in [n]$ be distinct. Define

$$Z = \bigoplus_{i \in I_j \cap I_k} Y_i, \quad A = \bigoplus_{i \in I_j \setminus I_k} Y_i, \quad B = \bigoplus_{i \in I_k \setminus I_j} Y_i.$$ 

Then $(G(Y)_j, G(Y)_k) = (Z \oplus A, Z \oplus B)$. Furthermore, $Z$, $A$, and $B$ are mutually independent random variables, and $A$ and $B$ are uniformly distributed. Therefore, $(G(Y)_j, G(Y)_k)$ is uniformly distributed over $\{0,1\}^2$. Therefore, for any function $f$ that only depends on $x_j$ and $x_k$, the random variables $f(G(U_s))$ and $f(U_n)$ are identically distributed. 

The seed length in Theorem 2.1.2 is precisely optimal [ABI86; CGHFRS85], i.e., every pairwise uniform generator has a seed length of at least $\lceil \log n \rceil + 1$.

2.1.2 $k$-wise uniform bits

For our next PRG, let us fool the class of $k$-juntas for any $k$, i.e., we will construct a $k$-wise uniform distribution.

Theorem 2.1.3 ($k$-wise uniform bits). For every $n, k \in \mathbb{N}$, there is an explicit PRG that perfectly fools $k$-juntas on $n$ bits with seed length $O(k \log n)$.

Proof. Let $\mathbb{F}_q$ be a finite field with at least $n$ elements. Let $\mathcal{P}$ be the set of univariate polynomials over $\mathbb{F}_q$ of degrees less than $k$. Let $z_1, \ldots, z_k \in \mathbb{F}_q$ be distinct. In preparation for defining the PRG, define $H: \mathcal{P} \to \mathbb{F}_q^k$ by

$$H(p) = (p(z_1), \ldots, p(z_k)).$$

The function $H$ is injective, because if $H(p) = H(p')$, then $p - p'$ is a polynomial with at least $k$ zeros of degree less than $k$, hence $p = p'$. Furthermore, $|\mathcal{P}| = |\mathbb{F}_q^k| = q^k$, since a polynomial $p \in \mathcal{P}$ can be specified by $k$ coefficients from $\mathbb{F}_q$. Therefore, $H$ is bijective, and hence if $P \in \mathcal{P}$ is sampled uniformly at random, $H(P)$ is a uniform random vector.

Now let $z_1, \ldots, z_n \in \mathbb{F}_q$ be distinct, and define $G: \mathcal{P} \to \mathbb{F}_q^n$ by

$$G(p) = (p(z_1), \ldots, p(z_n)).$$

By the above analysis, when $P \in \mathcal{P}$ is sampled uniformly at random, any $k$ coordinates of $G(P)$ are independent and uniform random.

All that remains is to bridge the gap between field elements and bits. Let $q$ be a power of two, so that field elements can be naturally encoded as bitstrings. The seed of our PRG describes a polynomial $p \in \mathcal{P}$ by giving the encodings of its $k$ coefficients; this requires $k \log q = k \cdot \lceil \log n \rceil$ bits if we pick $q$ to be the smallest power of two that is at least $n$. The output of our PRG is the sequence of first bits of the encodings of the coordinates of $G(p)$. 

\[\square\]
The seed length in Theorem 2.1.3 is optimal up to a constant factor for moderate values of $k$. More precisely, the optimal seed length is $\Theta(k \cdot \log(n/k))$ [CGHFRS85; ABI86; CL21], which is a slight improvement over Theorem 2.1.3 when $k \geq n^{1-o(1)}$. Even when $k$ is small, the constant factor in the seed length of Theorem 2.1.3 can be improved by roughly a factor of two [ABI86].

2.1.3 Perfectly fooling shallow decision trees

Next, let us fool shallow decision trees, which generalize juntas.

**Definition 2.1.4 (Decision trees).** A decision tree over $\{0, 1\}^n$ is a tree, where each internal node is labeled with a variable $x_i$ and has two children, the two edges leading from an internal node to its children are labeled 0 and 1, and each leaf is labeled with an output value (0 or 1). A decision tree computes a function $f : \{0, 1\}^n \rightarrow \{0, 1\}$ by walking from root to leaf according to the values of the variables queried. (See Figure 2.1.)

Every $k$-junta can be computed by a depth-$k$ decision tree. To fool decision trees, rather than constructing a new PRG from scratch, we’ll show that every PRG for $k$-juntas automatically fools depth-$k$ decision trees – even though such a tree might compute a function that depends on far more than $k$ variables. This is a common pattern in PRG design: first one designs a PRG for a relatively simple class of functions, and then one proves that such a PRG automatically fools a more sophisticated class of functions.

**Proposition 2.1.5 (Perfect PRGs for shallow decision trees).** Let $n, k \in \mathbb{N}$ and let $X$ be a $k$-wise uniform distribution over $\{0, 1\}^n$. Then $X$ perfectly fools depth-$k$ decision trees. Consequently, there is an explicit PRG with seed length $O(k \log n)$ that perfectly fools depth-$k$ decision trees on $n$ variables.

**Proof.** Let $f$ be a depth-$k$ decision tree. Let $A$ be the set of accepting leaves of $f$, i.e., leaves that are labeled 1. For each leaf $u \in A$, define $f_u : \{0, 1\}^n \rightarrow \{0, 1\}$ by letting $f_u(x) = 1$ if and only if $f$ arrives at $u$ when it reads $x$. Note that $f_u$ is a $k$-junta, because its value only depends on the variables queries on the path from the root to $u$. Furthermore, we can express $f$ as

$$f(x) = \sum_{u \in A} f_u(x).$$
Therefore, by linearity of expectation,

\[ E[f(X)] = E\left[ \sum_{u \in A} f_u(X) \right] = \sum_{u \in A} E[f_u(X)] = \sum_{u \in A} E[f_u] = E\left[ \sum_{u \in A} f_u \right] = E[f]. \]

The simple technique in the proof above is quite valuable. Let us abstract it out and generalize it to the case of imperfect PRGs.

**Lemma 2.1.6** (Triangle Inequality for PRG Errors). Let \( f_1, \ldots, f_k : \{0,1\}^n \rightarrow \mathbb{R} \) be functions, let \( \lambda_0, \ldots, \lambda_k \in R \), and let \( f(x) = \lambda_0 + \sum_{i=1}^k \lambda_i \cdot f_i(x) \). Let \( X \) be a distribution over \( \{0,1\}^n \), and assume that \( X \) fools \( f_i \) with error \( \varepsilon_i \) for each \( i \). Then \( X \) fools \( f \) with error \( \varepsilon \), where

\[ \varepsilon = \sum_{i=1}^k |\lambda_i| \cdot \varepsilon_i. \]

**Proof.**

\[ |E[f(X)] - E[f]| = \left| \sum_{i=1}^k \lambda_i \cdot E[f_i(X)] - \sum_{i=1}^k \lambda_i \cdot E[f_i] \right| = \left| \sum_{i=1}^k \lambda_i \cdot (E[f_i(X)] - E[f_i]) \right| \]

(by linearity of expectation)

\[ \leq \sum_{i=1}^k |\lambda_i| \cdot |E[f_i(X)] - E[f_i]| \]

(by standard triangle inequality)

\[ \leq \sum_{i=1}^k |\lambda_i| \cdot \varepsilon_i \]

(\( X \) fools \( f_i \) with error \( \varepsilon_i \)).

**2.1.4 Connection with coding theory: Dual codes**

For readers with a background in coding theory, the constructions of pairwise and \( k \)-wise uniform generators might have felt familiar. Indeed, the constructions are closely related to the Hadamard code and the Reed-Solomon code, respectively. For the sake of those readers who have some familiarity with coding theory, we will now describe a general elegant characterization of exactly which linear codes induce \( k \)-wise uniform distributions. Recall that a linear code over \( \mathbb{F}_2^n \) is a subspace \( C \subseteq \mathbb{F}_2^n \), and its dual code is defined as

\[ C^\perp = \{ x \in \mathbb{F}_2^n : \forall y \in C, \langle x, y \rangle = 0 \}, \]

where \( \langle \cdot, \cdot \rangle \) is the standard dot product over \( \mathbb{F}_2^n \). The minimum distance of a code is the smallest Hamming distance between two distinct codewords. For a linear code \( C \), this distance coincides with the smallest Hamming weight among all nonzero codewords of \( C \).

**Proposition 2.1.7** (Connection between \( k \)-wise uniformity and coding theory). Let \( C \subseteq \mathbb{F}_2^n \) be a linear subspace, and sample \( X \) uniformly at random from \( C \). Then \( X \) is \( k \)-wise uniform if and only if \( C^\perp \) has minimum distance at least \( k + 1 \).

**Proof.** First, suppose \( X \) is \( k \)-wise uniform. Let \( x \in \mathbb{F}_2^n \) be a nonzero vector with Hamming weight at most \( k \). Then \( \langle x, X \rangle \) is a uniform random bit, so there is certainly some \( y \in C \) such that \( \langle x, y \rangle = 1 \). Therefore, \( x \not\in C^\perp \). Since \( C^\perp \) is a subspace, it follows that \( C^\perp \) has minimum distance at least \( k + 1 \).

Conversely, suppose \( C^\perp \) has minimum distance at least \( k + 1 \), and consider any \( k \) distinct indices \( i_1, \ldots, i_k \in [n] \). Let \( s = \dim(C) \), and let \( M \in \mathbb{F}_2^{n \times s} \) be a matrix with image \( C \) and rows \( M_1, \ldots, M_n \).
Let $x \in \mathbb{F}_2^n$ be an arbitrary nonzero vector supported on the indices $i_1, \ldots, i_k$. Then $x$ has Hamming weight at most $k$, so $x \not\in C^\perp$, i.e., there is some $z \in \mathbb{F}_2^n$ such that

$$0 \neq \langle x, Mz \rangle = \sum_{i=1}^n x_i \cdot \langle M_i, z \rangle = \left\langle \sum_{i=1}^n x_i M_i, z \right\rangle .$$

Therefore, $\sum_{i=1}^n x_i M_i \neq 0$. Since $x$ was arbitrary, this shows that $M_{i_1}, \ldots, M_{i_k}$ are linearly independent. Define

$$M' = \begin{bmatrix} M_{i_1} \\ M_{i_2} \\ \vdots \\ M_{i_k} \end{bmatrix}.$$ 

Since row rank is equal to column rank, there are $k$ linearly independent columns of $M'$ with indices in some set $J = \{j_1, \ldots, j_k\}$. Therefore, when $z \in \mathbb{F}_2^n$ is chosen uniformly at random, $M'z$ is a uniform random element of $\mathbb{F}_2^k$. To see this, note that for any $x \in \mathbb{F}_2^k$ and any fixing of all $z_j$ with $j \not\in J$, there is a unique choice of $z_J \in \mathbb{F}_2^k$ for which $M'z = x$. It follows that $X$ is $k$-wise uniform.

Proposition 2.1.7 provides a generic recipe for constructing $k$-wise uniform distributions from error correcting codes. Recall that the redundancy of a code is the difference between the block length and the message length. A binary linear code with block length $n$, minimum distance $k + 1$, and redundancy $s$ induces a $k$-wise uniform generator with seed length $s$ and output length $n$.

### 2.2 Small-bias distributions

#### 2.2.1 Fooling parities of variables

For our first imperfect PRG, let us fool parity functions.

**Definition 2.2.1 (Parity functions).** A parity function is a function $f : \{0, 1\}^n \to \{0, 1\}$ of the form $f(x) = \bigoplus_{i \in S} x_i$ for some set $S \subseteq [n]$.

Equivalently, we can think of $f$ as a map $\mathbb{F}_2^n \to \mathbb{F}_2$. Then $f$ is a parity function if and only if $f(x) = \langle a, x \rangle$ for some fixed vector $a$, where $\langle \cdot, \cdot \rangle$ is the usual inner product, i.e., $\langle a, x \rangle = \sum_{i=1}^n a_i \cdot x_i$. Sometimes it is more convenient to work with $\{\pm 1\}$-valued functions, in which case parity functions become character functions.

**Definition 2.2.2 (Character functions).** Let $n \in \mathbb{N}$, and let $S \subseteq [n]$. The character function of $S$, denoted $\chi_S : \{0, 1\}^n \to \{\pm 1\}$, is defined by

$$\chi_S(x) = \prod_{i \in S} (-1)^{x_i}.$$ 

Note that $f : \{0, 1\}^n \to \{0, 1\}$ is a parity function if and only if $(-1)^f$ is a character function. Since $(-1)^f = 1 - 2f$, it follows that fooling character functions with error $\varepsilon$ is equivalent to fooling parity functions with error $\varepsilon/2$.

**Definition 2.2.3 (Bias).** An $\varepsilon$-biased distribution over $\{0, 1\}^n$ is a distribution that $\varepsilon$-fools character functions. Equivalently, a distribution is $\varepsilon$-biased if it $\varepsilon/2$-fools parity functions. An $\varepsilon$-biased generator is an $\varepsilon$-PRG for character functions.
The reader might feel that "parity functions" is hardly a "model of computation" at all, and the explicit generator is an \(\epsilon\)-utility of Theorem 2.2.7.

\(\epsilon\)-biased generators is unclear. However, we will see later that any distribution that fools parity functions with sufficiently low error also fools many more interesting models. Furthermore, \(\epsilon\)-biased generators are building blocks in many more powerful PRGs.

Theorem 2.2.4 was proved by Naor and Naor [NN93] and independently by Peralta [Per90]; we'll present a simpler construction due to Alon, Goldreich, Hästad, and Peralta [AGHP92].

**Proof of Theorem 2.2.4.** Let \(q = n/\epsilon\), and assume without loss of generality that \(q\) is a power of two. As vector spaces over \(\mathbb{F}_2\), identify \(\mathbb{F}_q\) with \(\mathbb{F}_2^{log_q q}\). Our PRG \(G: \mathbb{F}_q \times \mathbb{F}_q \rightarrow \{0, 1\}^n\) is defined by

\[
(G(y, z))_i = \langle y, z^i \rangle.
\]

To prove that this works, let \(f: \{0, 1\}^n \rightarrow \{0, 1\}\) be a nonzero parity function, say \(f(x) = \bigoplus_{i \in S} x_i\). Then doing arithmetic in \(\mathbb{F}_2\),

\[
f(G(y, z)) = \sum_{i \in S} \langle y, z^i \rangle = \left\langle y, \sum_{i \in S} z^i \right\rangle.
\]

Define \(g(z) = \sum_{i \in S} z^i\). Then \(g\) is a nonzero polynomial in \(\mathbb{F}_q[z]\) of degree at most \(n\), and \(f(G(y, z)) = \langle y, g(z) \rangle\). When \(z\) is a root of \(g\), obviously \(f(G(y, z)) = 0\). On the other hand, when \(z\) is not a root of \(g\), if we sample \(Y \in \mathbb{F}_q\) uniformly at random, \(f(G(Y, z))\) is a uniform random bit. Therefore, when we sample \(Y, Z \in \mathbb{F}_q\) independently and uniformly at random,

\[
\mathbb{E}_{Y,Z}[f(G(Y, Z))] = \frac{1}{2} \cdot \Pr[Z[g(Z) \neq 0]] \in \left[\frac{1}{2} - \frac{n}{2q}, \frac{1}{2}\right].
\]

Since \(\mathbb{E}[f] = \frac{1}{2}\), our PRG \(G\) fools parity functions with error \(n/(2q) = \epsilon/2\), and hence it fools character functions with error \(\epsilon\).

### 2.2.2 A better seed length for parities of few variables

The seed length \(O(\log(n/\epsilon))\) in Theorem 2.2.4 is asymptotically optimal [AGHP92]. However, we can achieve a better seed length for parities of just a few variables, i.e., functions that are simultaneously parity functions and juntas.

**Definition 2.2.6** \((k\text{-wise } \epsilon\text{-bias}). \) Let \(X\) be a distribution over \(\{0, 1\}^n\). We say that \(X\) is \(k\)-wise \(\epsilon\)-biased if \(\epsilon\)-fools every character function \(\chi_S\) for which \(|S| \leq k\). Similarly, a \(k\)-wise \(\epsilon\)-biased generator is an \(\epsilon\)-PRG for character functions \(\chi_S\) that satisfy \(|S| \leq k\).

**Theorem 2.2.7** \((k\text{-wise } \epsilon\text{-biased generators} [NN93]). \) For every \(n, k \in \mathbb{N}\) and every \(\epsilon > 0\), there is an explicit \(k\)-wise \(\epsilon\)-biased generator with output length \(n\) and seed length \(O(\log(k/\epsilon) + \log \log n)\).

**Proof.** Let \(G: \{0, 1\}^s \rightarrow \{0, 1\}^n\) be a \(k\)-wise uniform generator that is also a linear transformation when we think of it as a map between vector spaces, \(G: \mathbb{F}_2^s \rightarrow \mathbb{F}_2^n\). Let \(Y\) be an \(\epsilon\)-biased distribution over \(\{0, 1\}^s\). We will show that \(G(Y)\) fools parities of at most \(k\) bits. Indeed, let \(f(x) = \sum_{i \in S} x_i\),
where \( x \in \mathbb{F}_2^n \) and \(|S| \leq k\). Let \( M \in \mathbb{F}_2^{n \times s} \) be the matrix representation of \( G \), with rows \( M_1, \ldots, M_n \in \mathbb{F}_2^n \). Then for any \( y \in \mathbb{F}_2^s \),

\[
f(G(y)) = \sum_{i \in S} \langle M_i, y \rangle = \sum_{i \in S} \sum_{j=1}^s M_{ij} y_j = \sum_{j=1}^s \left( \sum_{i \in S} M_{ij} \right) y_j.
\]

This is a parity function of the variables \( y_1, \ldots, y_s \). Therefore, since \( Y \) is \( \varepsilon \)-biased, \(|\mathbb{E}[f(G(Y))] - \mathbb{E}[f(G(U))]| \leq \varepsilon/2\). Furthermore, since \( G \) is \( k \)-wise uniform and \( f \) is a \( k \)-junta, \(|\mathbb{E}[f(G(U))]| = \mathbb{E}[f] \). Therefore, \( G(Y) \) is \( k \)-wise \( \varepsilon \)-biased.

Once again, the seed length of Theorem 2.2.7 is optimal up to constant factors.

### 2.2.3 Connection with coding theory: Nearly balanced codes

In Section 2.1.4, we saw a connection between \( k \)-wise uniform distributions and error correcting codes that “explains” our constructions of \( k \)-wise uniform generators (Theorems 2.1.2 and 2.1.3). Now we discuss a similar connection between \( \varepsilon \)-biased distributions and error correcting codes.

Suppose \( C \subseteq \mathbb{F}_2^n \) is a linear code. It is generally desirable for \( C \) to have a large minimum weight. Small-biased distributions are equivalent to codes \( C \) that also have a small maximum weight. Specifically, we say that \( C \) is \( \varepsilon \)-balanced if every nonzero \( x \in C \) has relative Hamming weight \( \frac{1}{2} \pm \varepsilon \).

**Proposition 2.2.8** (Nearly balanced code \( \iff \) small-bias distribution). Let \( M \in \mathbb{F}_2^{m \times n} \) be a linear transformation, and let \( C \) be the image of \( M \), i.e., \( C = \{ Ma : a \in \{0,1\}^n \} \). Sample \( X \) uniformly at random from the rows of \( M \), so \( X \in \{0,1\}^n \). Then \( C \) is \( \varepsilon \)-balanced if and only if \( X \) is \((2\varepsilon)\)-biased.

**Proof.** For any nonzero “message” \( a \in \{0,1\}^n \), the relative Hamming weight of \( Ma \) is the fraction of rows \( M_i \) of \( M \) such that \( \langle a, M_i \rangle = 1 \), i.e., \( \Pr[\langle a, X \rangle = 1] \).

A nearly balanced code that stretches an \( n \)-bit message to an \( m \)-bit codeword corresponds to a small-bias generator that stretches a \((\log m)\)-bit seed to an \( n \)-bit pseudorandom string. In both problems, it is desirable to minimize \( m \). A natural way to construct a nearly balanced code is to concatenate the Hadamard code with the Reed-Solomon code. Through Proposition 2.2.8, that gives an explicit \( \varepsilon \)-biased generator similar to the PRG we constructed to prove Theorem 2.2.4. The two constructions are not quite identical. Both have seed length \( O(\log(n/\varepsilon)) \), so the coding-theory perspective gives an alternative proof of Theorem 2.2.4.

Because of the connection between small-bias distributions and nearly balanced codes, even constant-factor improvements in the seed length of small-bias generators are interesting. Note that a constant factor in the seed length translates to a constant factor in the exponent of the codeword length! The seed length in Theorem 2.2.4 is \( 2 \log(n/\varepsilon) + O(1) \). For moderate \( \varepsilon \), the best small-bias generator is a construction by Ta-Shma [TS17] with seed length\(^1\)

\[
\log n + 2 \log(1/\varepsilon) + \tilde{O}(\log^{2/3}(1/\varepsilon)).
\]

This seed length is extremely close to the nonconstructive bound of \( \log n + 2 \log(1/\varepsilon) + O(1) \) (Proposition 1.3.1), as well as to the lower bound of \( \log n + 2 \log(1/\varepsilon) - \log \log(1/\varepsilon) - O(1) \) [AGHP92]. Ta-Shma’s seed length translates to an \( \varepsilon \)-balanced code that stretches messages of length \( n \) to codewords of length \( n/\varepsilon^2 + o(1) \).

\(^1\)Here, we are ignoring rounding issues. That is, the domain size \( S \) of Ta-Shma’s generator is not necessarily a power of two, and when we say “seed length” we simply mean \( \log_2 S \).
Open Problem 2.2.9 (Optimal small-bias generators up to an additive constant in the seed length). Construct an explicit $\varepsilon$-biased generator with seed length $\log n + 2\log(1/\varepsilon) + O(1)$, and hence an explicit $\varepsilon$-balanced code that stretches messages of length $n$ to codewords of length $O(n/\varepsilon^2)$.

2.3 Analysis technique: Fourier $L_1$ bounds

2.3.1 Basic Fourier analysis

PRGs for character functions (i.e., small-bias distributions) are especially important because character functions are the basic “building blocks” out of which all other functions $f: \{0,1\}^n \rightarrow \mathbb{R}$ can be assembled.

Proposition 2.3.1 (The Fourier expansion). Every function $f: \{0,1\}^n \rightarrow \mathbb{R}$ can be uniquely written as a linear combination of characters, i.e.,

$$f(x) = \sum_{S \subseteq [n]} \hat{f}(S) \cdot \chi_S(x),$$

where $\hat{f}(S) \in \mathbb{R}$.

Proof. The space of all functions $f: \{0,1\}^n \rightarrow \mathbb{R}$ is a vector space, isomorphic to $\mathbb{R}^{2^n}$. Define an inner product on this space by

$$\langle f, g \rangle = \mathbb{E}_{U \sim U_n}[f(U) \cdot g(U)].$$

With respect to this inner product, the $2^n$ character functions are orthonormal. Therefore, they form a basis.

The decomposition of Equation (2.2) is called the Fourier expansion of $f$, and the numbers $\hat{f}(S)$ are called the Fourier coefficients of $f$. The Fourier expansion of $f$ can reveal important information about $f$. For example, by linearity of expectation,

$$\mathbb{E}[f] = \sum_{S \subseteq [n]} \hat{f}(S) \cdot \mathbb{E}[\chi_S] = \hat{f}(\emptyset).$$

2.3.2 Almost $k$-wise uniform bits

Let us use Fourier analysis to obtain another PRG for $k$-juntas. For moderate error, its seed length is superior to that of the $k$-wise uniform generator that we saw before (Theorem 2.1.3). The following theorem is a form of “Vazirani’s XOR Lemma.”

Theorem 2.3.2 (Almost $k$-wise uniform generator [NN93]). If $X$ is a $k$-wise $\delta$-biased distribution over $\{0,1\}^n$, then $X$ fools $[-1,1]$-valued $k$-juntas with error $\delta \cdot 2^{k/2}$. Consequently, for every $k, n \in \mathbb{N}$ and $\varepsilon > 0$, there is an explicit $\varepsilon$-PRG for $[-1,1]$-valued $k$-juntas with seed length $O(k + \log(1/\varepsilon) + \log \log n)$.

A distribution $X$ that fools all $\{0,1\}$-valued $k$-juntas with error $\varepsilon$ is also called an $\varepsilon$-almost $k$-wise uniform distribution. An equivalent condition is that every $k$ coordinates of $X$ are $\varepsilon$-close to $U_k$ in total variation distance. In practice, people often use the alternative phrase “$\varepsilon$-almost $k$-wise independent.”

The proof of Theorem 2.3.2 is based on bounding the magnitude of Fourier coefficients.

---

2Warning: Occasionally, the same “$\varepsilon$-almost” terminology refers to some other measure of the extent to which $X$ fails to be perfectly $k$-wise uniform [Aar10].
Definition 2.3.3 (Fourier $L_1$ norm). Let $f : \{0,1\}^n \to \mathbb{R}$. The Fourier $L_1$ norm of $f$, denoted $L_1(f)$, is the sum of absolute values of Fourier coefficients of $f$:

$$L_1(f) = \sum_{S \subseteq [n]} |\hat{f}(S)|.$$  

Lemma 2.3.4 (Universal Fourier $L_1$ bound). For any function $f : \{0,1\}^n \to [-1,1]$, we have $L_1(f) \leq 2^{n/2}$.

Proof. By the Cauchy-Schwarz inequality, $L_1(f) \leq \sqrt{2^n \cdot \sum_{S \subseteq [n]} \hat{f}(S)^2}$. Furthermore, for any function $f : \{0,1\}^n \to \mathbb{R}$,

$$\mathbb{E}[f(U_n)^2] = \langle f, f \rangle = \sum_{S,T \subseteq [n]} \hat{f}(S) \cdot \hat{f}(T) \cdot \langle \chi_S, \chi_T \rangle = \sum_{S \subseteq [n]} \hat{f}(S)^2. \quad (2.4)$$

(Equation (2.4) is called Parseval’s theorem.) In our case, $f$ is $[-1,1]$-valued, so $\mathbb{E}[f(U_n)^2] \leq 1$ and hence $\sum_{S \subseteq [n]} \hat{f}(S)^2 \leq 1$. \qed

Lemma 2.3.5 (Fourier $L_1$ bound $\implies$ fooled by small-bias). Let $f : \{0,1\}^n \to \mathbb{R}$. If $X$ is $\varepsilon$-biased, then $X$ fools $f$ with error $\varepsilon \cdot L_1(f)$.

Proof. This is a special case of the Triangle Inequality for PRG Errors (Lemma 2.1.6). \qed

Proof of Theorem 2.3.2. Let $f : \{0,1\}^n \to [-1,1]$ be a $k$-junta, i.e., $f(x) = g(x_{i_1}, \ldots, x_{i_k})$ for some function $g : \{0,1\}^k \to [-1,1]$, where $i_1, \ldots, i_k$ are distinct. By Lemmas 2.3.4 and 2.3.5, the distribution $(X_{i_1}, \ldots, X_{i_k})$ fools $g$ with error $\delta \cdot 2^{k/2}$, and hence $X$ fools $f$ with the same error. The final seed length follows from Theorem 2.2.7 by choosing $\delta = \varepsilon \cdot 2^{-k/2}$. \qed

2.3.3 Fooling bounded-size decision trees

Recall that in Section 2.1.3, we showed that $k$-wise uniform generators, with seed length $O(k \log n)$, perfectly fool depth-$k$ decision trees. As another application of Fourier $L_1$ bounds, let’s design another PRG for bounded-depth decision trees with a better seed length (although this time the error will be nonzero). More generally, we will consider decision trees of unbounded depth but bounded size. The size of a decision tree is the number of leaves. (See Figure 2.2.)

Proposition 2.3.6 (PRG for bounded-size decision trees). If $X$ is a $\delta$-biased distribution over $\{0,1\}^n$, then $X$ fools size-$m$ decision trees with error $m \delta$. Consequently, for every $n, m \in \mathbb{N}$ and $\varepsilon > 0$, there is an explicit $\varepsilon$-PRG for size-$m$ decision trees on $n$ input bits with seed length $O(\log(mn/\varepsilon))$.

Note that Proposition 2.3.6 implies a PRG for depth-$k$ decision trees with seed length $O(k + \log(n/\varepsilon))$, because a depth-$k$ decision tree always has size at most $2^k$. The proof of Proposition 2.3.6 is similar to the construction of almost $k$-wise uniform generators: we will bound the Fourier $L_1$ norm of size-$m$ decision trees. We start with the special case of conjunctions of literals.

Proposition 2.3.7 (Fourier $L_1$ bound for conjunctions of literals). Suppose $f : \{0,1\}^n \to \{0,1\}$ is a conjunction of literals, i.e.,

$$f(x) = \bigwedge_{i \in S} \ell_i$$

where $S \subseteq [n]$ and each $\ell_i$ is either $x_i$ or $-x_i$. Then $L_1(f) = 1$. 
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Figure 2.2: A decision tree computing the OR function on $n$ bits. Note that the size of this decision tree is $n + 1$, which is relatively low, whereas the depth of this decision tree is maximal, which is unavoidable for the OR function.

**Proof.** There is a convenient formula for the Fourier coefficients of any function $f$:

$$
\mathbb{E}_{U \sim U_n} [f(U) \cdot \chi_S(U)] = \langle f, \chi_S \rangle = \sum_{T \subseteq [n]} \hat{f}(T) \cdot \langle \chi_T, \chi_S \rangle = \hat{f}(S). \tag{2.5}
$$

In the case $f = \text{NOR}_n$ (the $n$-input NOR function), we get

$$
\hat{\text{NOR}}_n(S) = \mathbb{E}_{U \sim U_n} [\text{NOR}_n(U) \cdot \chi_S(U)] = 2^{-n}.
$$

Therefore, $L_1(\text{NOR}_n) = 2^n \cdot 2^{-n} = 1$. More generally, consider any conjunction of literals $f$. Without loss of generality, we may assume that all $n$ variables appear in $f$. Consequently, there is some string $a \in \{0,1\}^n$ such that $f(x) = \text{NOR}_n(x + a)$, where + is the bitwise XOR operation. Therefore, by Equation (2.5), for each $S \subseteq [n]$,

$$
\hat{f}(S) = \mathbb{E}_U [\text{NOR}_n(U + a) \cdot \chi_S(U)] = \mathbb{E}_U [\text{NOR}_n(U) \cdot \chi_S(U + a)] = \chi_S(a) \cdot \hat{\text{NOR}}_n(S) = \pm 2^{-n}.
$$

(In general, negating variables can only change the signs of Fourier coefficients, not the absolute values.) Therefore, $L_1(f) = 2^n \cdot 2^{-n} = 1$. \qed

**Corollary 2.3.8** (Fourier $L_1$ bound for decision trees). *If $f$ is a size-$m$ decision tree, then $L_1(f) \leq m$.***

**Proof.** One can verify that the Fourier $L_1(f)$ norm truly is a norm, i.e., $L_1(f + g) \leq L_1(f) + L_1(g)$ and $L_1(\lambda f) = |\lambda| \cdot L_1(f)$. Let $f$ be a size-$m$ decision tree. Just like in the proof of **Proposition 2.1.5**, we can write $f = \sum_{u \in A} f_u$, where $A$ is the set of accepting leaves and $f_u(x)$ indicates whether $x$ leads to $u$. Each $f_u$ is a conjunction of literals. Therefore, $L_1(f) \leq \sum_{u \in A} L_1(f_u) \leq m$. \qed
Figure 2.3: A width-2 length-8 branching program computing the function $f : \{0,1\}^4 \rightarrow \{0,1\}$ defined by $f(x) = 1 \iff |x| = 2$, where $|x|$ denotes Hamming weight. Note that this function cannot be computed by a width-2 read-once branching program. This example is derived from work by Borodin, Dolev, Fich, and Paul [BDFP86].

Combining Corollary 2.3.8, Lemma 2.3.5, and Theorem 2.2.4 completes the proof of Proposition 2.3.6. When $m < n$, one can improve the seed length to $O(\log(m/\varepsilon) + \log \log n)$ using $m$-wise $\delta$-biased generators.

Proposition 2.3.6 extends to the more powerful model of parity decision trees, which are decision trees in which each internal node may query an arbitrary parity function of the input [KM93]. The reason is that we can write such a tree $f$ as $f(x) = g(h_1(x), \ldots, h_m(x))$ where $g$ is a size-$m$ standard decision tree and $h_1, \ldots, h_m$ are parity functions. Consequently,

$$f(x) = \sum_{S \subseteq [n]} \tilde{g}(x) \cdot (-1)^{\sum_{i \in S} h_i(x)}.$$ 

For each fixed $S$, the function $(-1)^{\sum_{i \in S} h_i(x)}$ is a character function, so it has Fourier $L_1$ norm 1, and hence $L_1(f) \leq L_1(g) \leq m$.

### 2.3.4 Fooling width-2 branching programs

For a final application of Fourier $L_1$ bounds, let us obtain a PRG for width-2 branching programs (see Figure 2.3). Branching programs are one of the oldest sequential models of computation. For general size-$m$ branching programs, which model computing with $\log m$ bits of memory, the current best PRG has seed length roughly $\sqrt{m}$ (see Section 5.6). We can do much better in the special case of width-2 branching programs, which model computing with a single bit of memory and a clock. The precise definition follows.

**Definition 2.3.9** (Bounded-width branching programs). A width-$w$ length-$m$ branching program $f$ is a directed (multi)graph with $m + 1$ layers $V_0, \ldots, V_m$ of $w$ vertices each. For $i \in [m]$, each vertex $v \in V_{i-1}$ is labeled with an index $j_v \in [n]$ and has two outgoing edges labeled 0 and 1 leading to vertices in $V_i$. There is a designated “start vertex” $v_{\text{start}} \in V_0$ and a designated set of “accepting vertices” $V_{\text{accept}} \subseteq V_m$. Given an input $x \in \{0,1\}^n$, the program starts at $v_{\text{start}}$, and in each step, having reached a vertex $v$, the program queries $x_{j_v}$ and traverses the corresponding outgoing edge. Eventually, the program reaches a vertex $v \in V_m$, and $f(x) = 1 \iff v \in V_{\text{accept}}$.

The following theorem is attributed to unpublished 1995 work of Saks and Zuckerman (see also the work of Bogdanov, Dvir, Verbin, and Yehudayoff [BDVY13]).

---

$^3$Note that we do not allow the branching program to halt prior to reaching layer $m$. This type of program is sometimes referred to as a “strict” width-$w$ program [BDFP86].
**Theorem 2.3.10** (PRGs for width-2 branching programs). If $X$ is a $\delta$-biased distribution over $\{0,1\}^n$, then $X$ fools width-2 length-$m$ branching programs with error $\delta \cdot (m+1)/2$. Consequently, for every $n$, $m \in \mathbb{N}$ and $\varepsilon > 0$, there is an explicit $\varepsilon$-PRG for width-2 length-$m$ branching programs with seed length $O(\log(mn/\varepsilon))$.

One can show that every width-2 branching program on $n$ variables can be simulated by a width-2 branching program of length $m = O(n^2)$ [BDFP86], so the seed length in Theorem 2.3.10 actually simplifies to $O(\log(n/\varepsilon))$. When Theorem 2.3.10 is mentioned in the literature, it is sometimes indicated that we should assume that the branching program is read-once [GMRTV12; BDVY13; HZ20], but such an assumption is not necessary. Once again, we will prove Theorem 2.3.10 by proving a Fourier $L_1$ bound.

**Lemma 2.3.11** (Fourier $L_1$ bound for width-2 branching programs). If $f$ is a width-2 length-$m$ branching program, then $L_1(f) \leq m/2 + 1/2$.

**Proof.** Let $F(x) = (-1)^{f(x)}$. For each vertex $v$ in $f$, let $f_{\to v}(x)$ indicate whether $f(x)$ visits $v$, and let $F_{\to v}(x) = (-1)^{f_{\to v}(x)}$. We will prove by induction on $m$ that $L_1(F) \leq m$. For the base case $m = 1$, the function $F$ is a 1-junta, i.e., $F(x) = (-1)^{x_i}$ or $F(x) = (-1)^{1-x_i}$ or $F(x) = 1$ or $F(x) = -1$. In each case, $L_1(F) = 1$. Now, for the inductive step, let $V_{m-1} = \{u, v\}$. Then there exist 1-juntas $\phi_u, \phi_v : \{0,1\}^n \to \{\pm 1\}$ such that

$$F(x) = f_{\to u}(x) \cdot \phi_u(x) + f_{\to v}(x) \cdot \phi_v(x)$$

$$= \left(\frac{1}{2} - \frac{1}{2} \cdot F_{\to u}(x)\right) \cdot \phi_u(x) + \left(\frac{1}{2} + \frac{1}{2} \cdot F_{\to u}(x)\right) \cdot \phi_v(x)$$

$$= \frac{1}{2} \cdot F_{\to u}(x) \cdot (\phi_v(x) - \phi_u(x)) + \frac{1}{2} \cdot (\phi_u(x) + \phi_v(x)).$$

Now, $L_1(\phi_u) = L_1(\phi_v) = 1$, and by induction, $L_1(F_{\to u}) \leq m - 1$. Therefore,

$$L_1(F) \leq \frac{1}{2} \cdot L_1(F_{\to u}) \cdot (L_1(\phi_v) + L_1(\phi_u)) + \frac{1}{2} \cdot (L_1(\phi_u) + L_1(\phi_v)) \leq m - 1 + 1 = m,$$

completing the induction. Finally, $f(x) = \frac{1}{2} - \frac{1}{2}F(x)$, so $L_1(f) \leq \frac{1}{2} + \frac{m}{2}$.

**Theorem 2.3.10** follows by combining Lemmas 2.3.5 and 2.3.11 and Theorem 2.2.4. Analogously to the situation with decision trees, when $m < n$, one can improve the seed length to $O(\log(m/\varepsilon) + \log \log n)$ using $(2m)$-wise $\delta$-biased generators.

### 2.4 Viola’s generator for low-degree $\mathbb{F}_2$-polynomials

In Section 2.2 we saw a simple construction of an explicit small-bias generator, i.e., a PRG that fools all $\mathbb{F}_2$-linear functions with logarithmic seed length. We’ve discussed connections between small-bias generators and coding theory and some simple applications of small-bias generators. As a natural generalization, let us construct PRGs for quadratic or higher degree polynomials.

**Remark 2.4.1** (Polynomials over $\mathbb{F}_2$ vs. polynomials over $\mathbb{R}$). Over the reals, every degree-$d$ polynomial is perfectly fooled by $d$-wise uniform generators. However, in this section, we are working over $\mathbb{F}_2$. Thus, a low-degree polynomial is a function of the form $\text{PARITY} \circ \text{AND}$ where the AND gates have low fan-in. In this setting, $k$-wise uniformity is not a good approach. For instance, the uniform distribution over all strings with even Hamming weight is $(n-1)$-wise uniform, and yet it does not even fool degree-1 polynomials (parity functions).
The problem of designing PRGs for low-degree $\mathbb{F}_2$-polynomials seemed to be much harder than constructing small-bias generators or $k$-wise uniform generators. For a long time, even for constant degree, the best construction known was a PRG by Luby, Velčković, and Wigderson [LVW93] with seed length $2^{O(\sqrt{n \log n})}$. Over a decade later, a new line of work [BV10a; Lov09] led to Viola’s elegant proof [Vio09] that simply summing $d$ independent copies of small-bias generators gives a PRG for degree-$d$ polynomials.

**Theorem 2.4.2** (PRG for low-degree $\mathbb{F}_2$-polynomials [Vio09]). Let $Y_1, \ldots, Y_d$ be independent $\delta$-biased random variables over $\mathbb{F}_2^n$ where $\delta \leq 1/2$. Then $Y_1 + \cdots + Y_d$ fools degree-$d$ $\mathbb{F}_2$-polynomials with error $4 \cdot (\delta/2)^{1/2d-1}$. Consequently, for every $n, d \in \mathbb{N}$ and $\varepsilon > 0$, there is an explicit $\varepsilon$-PRG for degree-$d$ $\mathbb{F}_2$-polynomials in $n$ variables with seed length $O(d \cdot \log n + d \cdot 2^d \cdot \log(1/\varepsilon))$.

For context, it is easy to show that a sum of independent small-bias random variables is “more pseudorandom” than a single small-bias random variable in the sense that it has smaller bias (see below). Theorem 2.4.2 says that not only does the sum have smaller bias, it also fools higher-degree polynomials.

**Observation 2.4.3** (XORing decreases bias). Let $Y_1, \ldots, Y_d$ be independent $\delta$-biased random variables distributed over $\mathbb{F}_2^n$. Then $\sum_{i=1}^d Y_i$ is $(\delta^d)$-biased.

**Proof.** For every nonempty $S \subseteq [n]$, we have

$$\left| \mathbb{E} \left[ \chi_S \left( \sum_{i=1}^d Y_i \right) \right] \right| = \left| \prod_{i=1}^d \mathbb{E}[\chi_S(Y_i)] \right| \leq \delta^d. \quad \Box$$

### 2.4.1 Directional derivatives

The proof of Theorem 2.4.2 is based on the notion of directional derivatives over $\mathbb{F}_2$, defined below.

**Definition 2.4.4** (Directional derivative). Let $f : \mathbb{F}_2^n \rightarrow \mathbb{F}_2$ and $y \in \mathbb{F}_2^n$. The directional derivative $\partial_y f$ is defined by

$$\partial_y f(x) = f(x + y) + f(x).$$

If $\mathcal{F}$ is a class of functions $f : \mathbb{F}_2^n \rightarrow \mathbb{F}_2$, we define $\partial \mathcal{F} = \{ \partial_y f : f \in \mathcal{F}, y \in \mathbb{F}_2^n \}$.

To fool low-degree polynomials, our strategy will be to show how to convert PRGs for $\partial \mathcal{F}$ into PRGs for $\mathcal{F}$, where $\mathcal{F}$ is any “reasonable” class. Formally, the only requirement on $\mathcal{F}$ is that is “closed under shifts,” as defined below.

**Definition 2.4.5** (Closure under shifts). For a function $f$ on $\mathbb{F}_2^n$ and a vector $y \in \mathbb{F}_2^n$, we define the shift $f^+y$ by the formula $f^+y(x) = f(x + y)$. Let $\mathcal{F}$ be a class of functions $f$ on $\mathbb{F}_2^n$. We say that $\mathcal{F}$ is closed under shifts if for every $f \in \mathcal{F}$ and every $y \in \mathbb{F}_2^n$, we have $f^+y \in \mathcal{F}$.

**Lemma 2.4.6** (PRG for $\partial \mathcal{F} \implies$ PRG for $\mathcal{F}$). Let $\mathcal{F}$ be a class of functions $f : \mathbb{F}_2^n \rightarrow \mathbb{F}_2$ that is closed under shifts. Suppose $W$ fools $\partial \mathcal{F}$ with error $\gamma$, $Y$ is $\delta$-biased, and $Y$ is independent of $W$. Then $W + Y$ fools $\mathcal{F}$ with error $\sqrt{2\gamma} + \delta/2$.

In general, $\partial \mathcal{F}$ seems to be “more complicated” than $\mathcal{F}$ itself, so Lemma 2.4.6 might not sound particularly useful. However, $\partial \mathcal{F}$ is “simpler” than $\mathcal{F}$ in one respect, namely degree:

**Observation 2.4.7** (Differentiation decreases degree). Let $d \geq 1$, let $f : \mathbb{F}_2^n \rightarrow \mathbb{F}_2$ be a degree-$d$ polynomial, and let $y \in \mathbb{F}_2^n$. Then $\partial_y f$ is a degree-$(d - 1)$ polynomial.

Thus, we will be able to prove Theorem 2.4.2 by applying Lemma 2.4.6 inductively.
2.4.2 The XOR of two independent copies of an arbitrary Boolean function

The proof of Lemma 2.4.6 (the reduction from fooling $F$ to fooling $\partial F$) relies on the following lemma, which explains how to use small-bias distributions to “recycle” randomness and thereby fool a certain class of functions.

Lemma 2.4.8 (Using small-bias distributions to fool $g(x) \cdot g(y)$). Let $n$ be an even positive integer, let $g$: $\{0,1\}^{n/2} \to \{\pm1\}$, and let $f(x,y) = g(x) \cdot g(y)$. Let $U$ and $Y$ be independent, where $U \sim U_{n/2}$ and $Y$ is an $\varepsilon$-biased random variable over $\mathbb{F}_2^{n/2}$. Then $(U,U+Y)$ fools $f$ with error $\varepsilon$.

Proof. Define $F$: $\{0,1\}^{n/2} \to [-1,1]$ by

$$F(x) = \mathbb{E}_U [g(U) \cdot g(U+x)].$$

Let $U' \sim U_{n/2}$ be independent of $U$. Then for any $S \subseteq [n]$, by Equation (2.5),

$$\widehat{F}(S) = \mathbb{E}_{U,U'}[g(U) \cdot g(U') \cdot \chi_S(U')] = \mathbb{E}_{U,U'}[g(U) \cdot g(U') \cdot \chi_S(U+U')] = \left(\mathbb{E}_U [g(U) \cdot \chi_S(U)]\right)^2 = \widehat{g}(S)^2.$$

Therefore, $L_1(F) = \sum_S \widehat{g}(S)^2 \leq 1$ by Parseval’s theorem. Consequently, $Y$ fools $F$ with error $\varepsilon$ by Lemma 2.3.5, and hence $(U,U+Y)$ fools $f$ with error $\varepsilon$. \hfill \square

Remark 2.4.9 (Characterizing small bias). One can show the following converse to Lemma 2.4.8: If $U \sim U_{n/2}$, $Y$ is independent, and $(U,U+Y)$ fools all functions of the form $f(x,y) = g(x) \cdot g(y) \in \{\pm1\}$ with error $\varepsilon$, then $Y$ is $\varepsilon$-biased. Thus, the condition in Lemma 2.4.8 gives an alternative characterization of small-bias distributions.

Remark 2.4.10 (Connection to expander graphs). The seed length for sampling the distribution $(U,U+Y)$ that appears in Lemma 2.4.8 is $n/2 + O(\log(n/\varepsilon))$. Lemma 2.4.8 generalizes to the case that $g$ has bounded variance, $\text{Var}[g] \leq 1$, rather than being $\{\pm1\}$-valued. This generalization is closely related to the notion of a spectral expander. In Section 3.1.1, we will discuss spectral expanders in more detail, and in particular we will discuss PRGs for such tests with the improved seed length $n/2 + O(\log(1/\varepsilon))$.

2.4.3 The reduction from fooling $F$ to fooling $\partial F$

To prove Lemma 2.4.6, we will consider two cases based on the extent to which $f \in F$ is balanced. For a function $f$: $\mathbb{F}_2^n \to \mathbb{F}_2$, define

$$\text{imbalance}(f) = \left| \mathbb{E} \left[ (-1)^{f(U_n)} \right] \right| = 2 \cdot \left| \mathbb{E}[f] - \frac{1}{2} \right|.$$

(In the literature, this quantity is often referred to as the “bias” of $f$. We use the term “imbalance” instead to avoid confusion with small-bias distributions.) We begin with the case that $f$ is close to balanced.

Lemma 2.4.11 (Fooling well-balanced functions). Let $F$ be a class of functions $f$: $\mathbb{F}_2^n \to \mathbb{F}_2$ that is closed under shifts. Suppose $W$ fools $\partial F$ with error $\gamma$, $Y$ is $\delta$-biased, and $Y$ is independent of $W$. Then $W+Y$ fools each $f \in F$ with error $\text{imbalance}(f) + \sqrt{\gamma/2} + \delta/2$. 
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\[ |E[f(W + Y)] - E[f(U_n)]| = \frac{1}{2} \cdot |E[(−1)^f(W + Y)] - E[(−1)^f(U_n)]| \]
\[ \leq \frac{1}{2} \cdot |E[(−1)^f(W + Y)]| + \frac{1}{2} \cdot \text{imbalance}(f). \]

Thus, it suffices to bound \( |E[(−1)^f(W + Y)]| \). By Jensen’s inequality,
\[
\left( \frac{E_{W,Y}[(−1)^f(W + Y)]}{2} \right)^2 \leq \frac{E_{W,Y}[(−1)^f(W + Y)]^2}{2} = \frac{E_{W,Y,Y'}[(−1)^f(W + Y) + f(W + Y')]}{2},
\]
where \( Y' \) is an independent copy of \( Y \). For fixed \( Y \), the function \( f^+(x) \) is in \( F \) because \( F \) is closed under shifts. Furthermore, for fixed \( Y, Y' \), the function \( g(x) \) is \( (2) \)-biased. In summary, we have shown that
\[
|E[f(W + Y)] - E[f(U_n)]| \leq \frac{1}{2} \cdot \left| E_{W,Y}[(−1)^f(W + Y)] \right| + \frac{1}{2} \cdot \text{imbalance}(f)
\]
\[ \leq \frac{1}{2} \cdot \sqrt{\text{imbalance}(f)^2 + 2\gamma} + \frac{1}{2} \cdot \text{imbalance}(f)
\]
\[ \leq \text{imbalance}(f) + \frac{\delta}{2} + \sqrt{\frac{\gamma}{2}}. \]

Now we move on to the case that \( f \) is significantly imbalanced. In this case, \( W \) alone (rather than \( W + Y \)) already fools \( f \).

**Lemma 2.4.12** (Fooling imbalanced functions). Let \( F \) be any class of functions \( f: \mathbb{F}_2^n \to \mathbb{F}_2 \). Suppose \( W \) fools \( \partial F \) with error \( \gamma \). Then \( W \) fools each \( f \in F \) with error \( \gamma \cdot \text{imbalance}(f)^{-1} \).

**Proof.** Let \( U \) and \( U' \) be two independent copies of \( U_n \). Then
\[
\text{imbalance}(f) \cdot |E[(−1)^f(W)] - E[(−1)^f(U)]| = |E[(−1)^f(W + U)] - E[(−1)^f(U) + f(U')]|
\]
\[ = |E[(−1)^f(W + U) + f(U') - (−1)^f(U) - f(U')]| \]
\[ \leq 2\gamma,
\]
where the last inequality is due to the fact that for any fixing of \( U \), the function \( \partial_U f \) is fooled by \( W \).

Now we combine the two cases to complete the proof of the reduction.
Proof of Lemma 2.4.6. For any \( f \in \mathcal{F} \) and any fixing of \( Y \), the function \( f^+Y(x) \overset{\text{def}}{=} f(x + Y) \) is in \( \mathcal{F} \), and imbalance\((f^+Y) = \text{imbalance}(f)\). Therefore, Lemma 2.4.12 implies that \( W + Y \) fools \( f \) with error \( \gamma \cdot \text{imbalance}(f)^{-1} \). Combining with Lemma 2.4.11 shows that \( W + Y \) fools \( f \) with error \( \min \{ \gamma \cdot \text{imbalance}(f)^{-1}, \text{imbalance}(f) + \sqrt{\gamma/2} + \delta/2 \} \leq \sqrt{2\gamma} + \delta/2 \), where the last inequality follows by case analysis based on whether \( \text{imbalance}(f) \leq \frac{\delta}{2} \).

\[ \square \]

2.4.4 Inductive analysis of low-degree polynomials

Proof of Theorem 2.4.2. By Lemma 2.4.6 and Observation 2.4.7, for every \( i \), the random variable \( \sum_{j=1}^{i} Y_j \) fools degree-\( i \) polynomials with error \( \varepsilon_i \), where \( \varepsilon_1 = \delta/2 \) and \( \varepsilon_{i+1} = \sqrt{2\varepsilon_i} + \delta/2 \). Since \( \delta \leq 1/2 \), we get \( \varepsilon_{i+1} \leq \sqrt{2\varepsilon_i} + \sqrt{\delta/2}/2 \). Since \( \varepsilon_i \geq \delta/2 \), we get \( \varepsilon_{i+1} \leq (\sqrt{2} + 1/2) \cdot \sqrt{\varepsilon_i} \leq 2\sqrt{\varepsilon_i} \). It follows that

\[ \varepsilon_d \leq 4 \cdot (\delta/2)^{1/2^{d-1}}. \]

The seed length bound follows by choosing \( \delta = 2 \cdot (\varepsilon/4)^{2^{d-1}} \) and using the small-bias generator construction of Theorem 2.2.4.

When \( d \) is constant, the seed length in Theorem 2.4.2 is optimal. However, the generator becomes trivial when \( d = \Theta(\log n) \).

Open Problem 2.4.13 (PRGs for logarithmic-degree polynomials). Design an explicit nontrivial PRG for \( \mathbb{F}_2 \)-polynomials of degree \( \log n \).

Open Problem 2.4.13 is closely related to the challenge of proving better correlation bounds against polynomials; see Viola’s survey [Vio22].

2.4.5 Application: Width-2 branching programs that read several bits at a time

Studying low-degree polynomials is natural enough from a mathematical perspective, but what about from a computing perspective? The reader might find it strange to think of polynomials as a computational model. However, we will now show that PRGs for low-degree polynomials imply PRGs for other models of a more “computational” nature, which demonstrates the importance of Viola’s PRG. In particular, we can fool compositions with juntas, provided that the outer function has bounded Fourier \( L_1 \) norm.

Definition 2.4.14 (Compositions with juntas). Let \( f : \{0,1\}^r \to \mathbb{R} \). For each \( n, d \in \mathbb{N} \), we define \( f \circ \text{JUNTA}_{n,d} \) to be the class of all functions \( g : \{0,1\}^n \to \mathbb{R} \) of the form

\[ g(x) = f(\phi_1(x), \ldots, \phi_r(x)), \]

where each \( \phi_i \) is a \( d \)-junta on \( n \) bits. If \( \mathcal{F} \) is a class of functions \( f : \{0,1\}^r \to \mathbb{R} \), then we define \( \mathcal{F} \circ \text{JUNTA}_{n,d} = \bigcup_{f \in \mathcal{F}} f \circ \text{JUNTA}_{n,d} \).

Lemma 2.4.15 (PRGs for compositions with juntas). Suppose \( X \) is a distribution over \( \{0,1\}^n \) that fools degree-\( d \) polynomials over \( \mathbb{F}_2 \) with error \( \varepsilon \), and let \( f : \{0,1\}^r \to \mathbb{R} \). Then \( X \) fools \( f \circ \text{JUNTA}_{n,d} \) with error \( 2\varepsilon \cdot L_1(f) \).
Proof. If \( g(x) = f(\phi_1(x), \ldots, \phi_r(x)) \), then by the Fourier expansion of \( f \), we have

\[
g(x) = \sum_{S \subseteq [r]} \hat{f}(S) \cdot (-1)^{\sum_{i \in S} \phi_i(x)}.
\]

The summation in the exponent may be performed modulo 2. If each \( \phi_i \) is a \( d \)-junta, then each \( \phi_i \) can be computed by a degree-\( d \) polynomial over \( \mathbb{F}_2 \), hence \( \sum_{i \in S} \phi_i(x) \) mod 2 is also a degree-\( d \) polynomial over \( \mathbb{F}_2 \). Therefore, \( X \) fools \( (-1)^{\sum_{i \in S} \phi_i(x)} \) with error \( 2\varepsilon \). The lemma follows by the Triangle Inequality for PRG Errors.

Probably the most interesting example is when we take \( \mathcal{F} \) to be the class of width-2 length-\( m \) branching programs on \( 2m \) input bits (see Definition 2.3.9). Then \( \mathcal{F} \circ \text{JUNTA}_{n,d} \) is precisely the class of functions computable by a variant model of width-2 length-\( m \) branching programs in which the program reads \( d \) bits at a time, i.e., each vertex \( v \) is labeled by a set of indices \( J_v \subseteq [n] \) with \( |J_v| = d \) and has \( 2^d \) outgoing edges corresponding to the possible values of the input substring \( x_{J_v} \). For this model, Theorem 2.4.2 and Lemmas 2.3.11 and 2.4.15 imply a seed length of \( O(d \log n + d \cdot 2^d \log(\varepsilon/m)) \). This was shown by Bogdanov, Dvir, Verbin, and Yehudayoff [BDVY13]. (They assume that the program is “oblivious” in the sense that \( J_u = J_v \) if \( u \) and \( v \) are in the same layer, but such an assumption is not necessary.)

2.5 Analysis technique: Sandwiching approximators

2.5.1 The sandwiching lemma

Suppose we wish to show that a distribution \( X \) fools some class \( \mathcal{F} \). A common approach has two steps:

1. Prove that \( X \) fools some “simpler” class \( \mathcal{F}_{\text{simp}} \).

2. Prove a “transfer theorem,” saying that every distribution that fools \( \mathcal{F}_{\text{simp}} \) also fools \( \mathcal{F} \) (possibly with some loss in the error parameter).

The second step requires showing that \( \mathcal{F}_{\text{simp}} \) can “simulate” \( \mathcal{F} \) in some sense. For example, several times, we have shown that every function in some class of interest in can be written as a linear combination of “simpler” functions:

- Every depth-\( k \) decision tree can be written as a sum of \( k \)-juntas (Proposition 2.1.5).

- Every Boolean function can be written as a linear combination of parity functions (Proposition 2.3.1).

- Every width-2 branching program that reads several bits at a time can be written as a linear combination of low-degree polynomials over \( \mathbb{F}_2 \) (Section 2.4.5).

In each case, the Triangle Inequality for PRG Errors gives us our desired transfer theorem. (The final error depends on the magnitude of the coefficients in the linear combination.) In this section, we present a second method for proving a “transfer theorem” stating that every distribution that fools \( \mathcal{F}_{\text{simp}} \) also fools \( \mathcal{F} \).

Suppose \( X \) is a distribution that fools \( \mathcal{F}_{\text{simp}} \), and suppose that \( \mathcal{F}_{\text{simp}} \) approximately simulates \( \mathcal{F} \) in some sense. For example, suppose that for every \( f \in \mathcal{F} \), there is an \( f' \in \mathcal{F}_{\text{simp}} \) such that \( \mathbb{E}[|f - f'|] \) is small. Unfortunately, it does not immediately follow that \( X \) fools \( \mathcal{F} \): although \( f \) and
behave similarly under the uniform distribution, it isn’t clear whether they behave similarly under the pseudorandom distribution $X$. A technique for getting around this issue is to establish a stronger form of approximation called \textit{sandwiching}.

\textbf{Definition 2.5.1} (Sandwiching). Let $f, f_\ell, f_u : \{0, 1\}^n \rightarrow \mathbb{R}$. We say that $f$ is $\delta$-sandwiched between $f_\ell$ and $f_u$ if $f_\ell \leq f \leq f_u$ and $E[f_u - f_\ell] \leq \delta$. In this case, we refer to $f_\ell$ and $f_u$ as “sandwichers” or “sandwiching approximators” for $f$.

\textbf{Lemma 2.5.2} (Sandwiching Lemma). Suppose $f$ is $\delta$-sandwiched between $f_\ell$ and $f_u$, and suppose $X$ fools $f_\ell$ and $f_u$ with error $\varepsilon$. Then $X$ fools $f$ with error $\varepsilon + \delta$.

\textbf{Proof.}

$$E[f(X)] \leq E[f_u(X)] \leq E[f_u] + \varepsilon \leq E[f] + \varepsilon + \delta$$
$$E[f(X)] \geq E[f_\ell(X)] \geq E[f_\ell] - \varepsilon \geq E[f] - \varepsilon - \delta.$$ 

\textbf{2.5.2 Using $k$-wise uniform generators to fool size-$m$ decision trees}

To illustrate the sandwiching technique, let us return to the decision tree model. Recall that we showed that $k$-wise uniform generators fool depth-$k$ decision trees (Proposition 2.1.5), and then later we showed that small-bias generators fool size-$m$ decision trees (Proposition 2.3.6). The latter model generalizes the former by taking $m = 2^k$. We now show that $k$-wise uniform generators also fool bounded-size decision trees.

\textbf{Proposition 2.5.3} (Limited independence fools bounded-size decision trees). If $X$ is a $k$-wise uniform distribution, then $X$ fools size-$m$ decision trees with error $m \cdot 2^{-k}$.

\textbf{Proof.} Let $f$ be a size-$m$ decision tree. Define a depth-$k$ decision tree $f_\ell$ by starting with $f$ and replacing each internal node at depth exactly $k$ with a leaf labeled 0 (and deleting all of its descendants). Similarly, define $f_u$ by replacing each internal node at depth $k$ with a leaf labeled 1. Let us show that $f$ is $\delta$-sandwiched between $f_\ell$ and $f_u$, for $\delta = m \cdot 2^{-k}$.

Clearly $f_\ell \leq f \leq f_u$. For each “new” leaf $u$ of $f_\ell$ or $f_u$ (i.e., $u$ was not a leaf in $f$), the probability of reaching $u$ on a uniform random input is precisely $2^{-k}$. The number of new leaves is the number of internal nodes of $f$ at depth $k$, which is at most $m$. Therefore, by the union bound, $E[f_u - f_\ell] \leq m \cdot 2^{-k}$.

The Sandwiching Lemma completes the proof, because $X$ fools $f_\ell$ and $f_u$ with error 0 (see Section 2.1.3).

\textbf{Proposition 2.5.3} implies that using $k$-wise uniform generators, we can $\varepsilon$-fool size-$m$ decision trees using a seed of length $O(\log(m/\varepsilon) \cdot \log n)$. This seed length is \textit{inferior} to the seed length that we obtained previously using small-bias generators, which was $O(\log(mn/\varepsilon))$ (see Proposition 2.3.6). However, sometimes it is useful to understand the effect of specific classes of distributions, such as $k$-wise uniform distributions, on a given model of computation.

\textbf{2.5.3 Small-bias distributions fool read-once $\textbf{AC}^0$}

For a more sophisticated example of a sandwiching argument, let us consider “$\textbf{AC}^0$ circuits,” i.e., bounded-depth Boolean circuits of unbounded fan-in.
Definition 2.5.4 (AC^0 circuits). An AC^0 circuit is a directed acyclic graph where every input node is labeled by a literal (x_i or \neg x_i) or a constant (0 or 1), every internal node ("gate") is labeled by \land or \lor, and there is exactly one output node. The in-degrees (also called fan-ins) of \land or \lor gates are not bounded. The size of the circuit is the total number of its \land and \lor gates. The depth of the circuit is the longest directed path.

Traditionally, the expression "AC^0" refers to the complexity class consisting of all languages that can be decided by constant-depth polynomial size families of unbounded-fan-in circuits. As suggested by Definition 2.5.4, we will instead adopt the convenient convention of speaking of "size-m depth-d AC^0 circuits," where m is not necessarily poly(n) and d is not necessarily O(1). That being said, m = poly(n) and d = O(1) is the parameter regime in which we are most interested.

Later, we will present PRGs for general AC^0 circuits. (See Sections 2.6, 4.2, 5.1 and 5.3.) For now, let us focus on fooling the read-once version of AC^0, a substantially easier problem. A read-once AC^0 formula is an AC^0 circuit in which every variable appears at most once and the underlying graph structure is a tree. See Figure 2.4.

Theorem 2.5.5 (Small-bias fools read-once AC^0). For every n, d \in \mathbb{N} and \varepsilon > 0 with d \geq 2, there is a value \delta = \exp(-\Theta(\log(n)^{d-1} \cdot \log(1/\varepsilon))) such that if X is a \delta-biased distribution over \{0, 1\}^n, then X fools depth-d read-once AC^0 formulas with error \varepsilon. Consequently, there is an explicit \varepsilon-PRG for depth-d read-once AC^0 formulas with seed length O(\log(n)^{d-1} \cdot \log(1/\varepsilon)).

When d = 2 (read-once CNFs and DNFs) and \varepsilon is constant, the seed length of Theorem 2.5.5 is O(\log n), which is optimal. For larger d or smaller \varepsilon, the seed length is not optimal: the optimal seed length would be \Theta(\log(n/\varepsilon)), independent of depth (note we always have d \leq n). That being said, a benefit of Theorem 2.5.5 is the simplicity of the PRG itself. See Section 5.5 for a discussion of more sophisticated PRGs for read-once AC^0 with better seed lengths.

The case d = 2 of Theorem 2.5.5 was first explicitly stated and proven by De, Etesami, Trevisan, and Tulsiani [DETT10]. It also readily follows [LV17, Appendix A] from earlier work by Chari, Rohatgi, and Srinivasan [CRS00]. It seems that the case d > 2 does not appear in the literature, but the argument for d > 2 is a straightforward generalization of the argument for d = 2.

The proof of Theorem 2.5.5 works by repeatedly applying the following lemma.
Lemma 2.5.6 (PRG for depth $d \implies$ PRG for depth $d+1$). Suppose a distribution $X$ fools depth-$d$ read-once $\text{AC}^0$ formulas with error $\varepsilon$, where $d \geq 1$. Then $X$ fools depth-$(d+1)$ read-once $\text{AC}^0$ formulas with error $\exp\left(-\Omega\left(\frac{\log(1/\varepsilon)}{\log n}\right)\right)$.

Proof. Let $f$ be a depth-$(d+1)$ read-once $\text{AC}^0$ formula. Assume for now that the output gate of $f$ is $\lor$, so we can write $f(x) = f_1(x) \lor \cdots \lor f_m(x)$. Define the weight of such a formula to be the expected number of terms satisfied on a uniform random input, i.e., $\text{Weight}(f) = \sum_{i=1}^{m} \mathbb{E}[f_i]$. As a first step, we will show that for every even positive integer $k$, the distribution $X$ fools $f$ with error

$$\varepsilon \cdot (2m)^k + (e \cdot \text{Weight}(f)/k)^k. \quad (2.6)$$

To prove it, let us use the inclusion-exclusion principle to compute $f(x)$. For each positive integer $r$, define $\psi_r : \{0,1\}^n \to \mathbb{R}$ by

$$\psi_r(x) = \sum_{t=1}^{r} (-1)^{t-1} \sum_{S \subseteq [m], i \in S, |S| = t} \bigwedge f_i(x).$$

Since $k$ is even, $\psi_k \leq f \leq \psi_{k-1}$, and we claim that

$$\mathbb{E}[\psi_{k-1} - \psi_k] \leq (e \cdot \text{Weight}(f)/k)^k. \quad (2.7)$$

Indeed, if $k > m$, then Equation (2.7) holds because $\psi_{k-1} \equiv \psi_k \equiv f$, and meanwhile if $k \leq m$, then

$$\mathbb{E}[\psi_{k-1} - \psi_k] = \sum_{S \subseteq [m], i \in S, |S| = k} \prod_{i \in S} \mathbb{E}[\phi_i] \leq \left(\frac{m}{k}\right)^k \left(\sum_{i=m+1}^{m} \mathbb{E}[\phi_i]\right)^k \leq \left(\frac{em}{k}\right)^k \cdot \left(\text{Weight}(f)/m\right)^k$$

$$= (e \cdot \text{Weight}(f)/k)^k.$$

(The first inequality follows from Maclaurin’s inequality.) Thus, $f$ is sandwiched between $\psi_k$ and $\psi_{k-1}$. Furthermore, since the top gate of each $\phi_i$ is $\land$, each function $\bigwedge_{i \in S} \phi_i(x)$ is a depth-$d$ read-once $\text{AC}^0$ formula. Therefore, by the Triangle Inequality for PRG Errors, $X$ fools $\psi_r$ with error $\delta_r$ where

$$\delta_r = \varepsilon \cdot \sum_{t=1}^{r} \left(\frac{m}{t}\right)^t = \varepsilon \cdot \left(\frac{m + r - 1}{r}\right)^r \leq \varepsilon \cdot (m + r)^r.$$

Since $\psi_r = \psi_m$ for all $r \geq m$, it follows that $X$ fools $\psi_r$ with error $\varepsilon \cdot (2m)^r$. Therefore, by the sandwiching lemma (Lemma 2.5.2), $X$ fools $\phi$ with the error given by Equation (2.6).

Now let

$$k_* = \frac{\log(1/\varepsilon)}{2\log(2m)},$$

or to be more precise, let $k_*$ be the smallest even positive integer that is at least the above value. We split into two cases. For the first case, suppose $\text{Weight}(f) \leq k_*/(2e)$. Then we achieve error

$$\varepsilon \cdot (2m)^{k_*} + 2^{-k_*} = \exp\left(-\Omega\left(\frac{\log(1/\varepsilon)}{\log m}\right)\right).$$

Since $f$ is read-once, $m \leq n$, so this error value is sufficient to establish the lemma. For the second case, suppose $\text{Weight}(f) > k_*/(2e)$. Let $f'(x) = f_1(x) \lor \cdots \lor f_{m'}(x)$, where $m'$ is the largest value such that $\text{Weight}(f') \leq k_*/(2e)$. Then $f' \leq f \leq 1$, and

$$\mathbb{E}[1 - f'] = \prod_{i=1}^{m'} (1 - \mathbb{E}[f_i]) \leq e^{-\text{Weight}(f')} \leq e^{-\left(\frac{k_*}{2e}\right)}.$$
Therefore, $\phi$ is $\delta$-sandwiched between $\phi'$ and 1, where $\delta = \exp\left(-\Omega\left(\frac{\log(1/\varepsilon)}{\log m}\right)\right)$. Furthermore, $X$ fools $f'$ with error

$$
\varepsilon \cdot (2m')^{k_s} + 2^{-k_s} \leq (2m)^{k_s} + 2^{-k_s} = \exp\left(-\Omega\left(\frac{\log(1/\varepsilon)}{\log m}\right)\right),
$$

and obviously $X$ fools 1 with error 0, so another application of the sandwiching lemma completes the proof in this case.

Finally, suppose the output gate of $\phi$ is $\land$. Then $\neg\phi$ can be computed by a depth-$(d + 1)$ read-once formula where the output gate is $\lor$. Therefore, $X$ fools $\neg\phi$, and hence it fools $\phi$ with the same error.

**Remark 2.5.7.** More generally, we can consider any class $\mathcal{F}$ of Boolean functions on $n$ bits. (The interesting case is when $\mathcal{F}$ is not closed under complement.) Let AND $\diamond \mathcal{F}$ denote the “read-once composition” of AND with $\mathcal{F}$, i.e., the class of functions of the form $f(x) = \bigland_{i=1}^t f_i(x)$ where $f_1, \ldots, f_t \in \mathcal{F}$ and $f_1, \ldots, f_t$ depend on disjoint parts of the input. Define OR $\diamond \mathcal{F}$ similarly. The proof of Lemma 2.5.6 shows that if $X$ fools AND $\diamond \mathcal{F}$ with error $\varepsilon$, then $X$ fools OR $\diamond \mathcal{F}$ with error $\exp(-\Omega(\log(1/\varepsilon)/\log n))$.

**Proof of Theorem 2.5.5.** By Proposition 2.3.7, if $f$ is a depth-1 read-once $\text{AC}^0$ formula, then either $L_1(f) \leq 1$ or $L_1(\neg f) \leq 1$. Either way, every $\delta$-biased distribution fools $f$ with error $\delta$. This is the base case of an induction on $d$, where Lemma 2.5.6 is the inductive step.

We can also consider read-$k$ depth-$d$ $\text{AC}^0$ circuits for $k > 1$. Servedio and Tan studied the case $d = 2$ [ST19b], improving on previous work by Klivans, Lee, and Wan [KLW10]. Both works show that small-bias distributions fool read-$k$ CNFs and DNFs; in the case of polynomial-size DNFs, Servedio and Tan’s analysis [ST19b] leads to a seed length of $\text{poly}(k, \log(1/\varepsilon)) \cdot \log n$. The case of larger depth $d > 2$ is open.

**Open Problem 2.5.8** (PRGs for read-twice $\text{AC}^0$ circuits). Design an explicit PRG for read-twice depth-$d$ $\text{AC}^0$ circuits with a better seed length than the state-of-the-art PRG for general depth-$d$ $\text{AC}^0$ circuits [Lyu22].

### 2.5.4 The sandwiching lemma and the triangle inequality are always enough

Suppose we wish to show that every distribution that fools one class $\mathcal{F}_{\text{simp}}$ also fools another class $\mathcal{F}$. As discussed at the beginning of this section, we have presented two techniques for proving such a “transfer theorem”:

1. The first technique is to express each $f \in \mathcal{F}$ as a linear combination of functions in $\mathcal{F}_{\text{simp}}$ and invoke the Triangle Inequality for PRG Errors.
2. The second technique is to sandwich each $f \in \mathcal{F}$ between functions in $\mathcal{F}_{\text{simp}}$ and invoke the Sandwiching Lemma.

We will now show that these are the only two techniques that are ever necessary. That is, we will show that if every distribution that fools $\mathcal{F}_{\text{simp}}$ also fools $\mathcal{F}$, then that fact can be proven by sandwiching each $f \in \mathcal{F}$ between linear combinations of functions in $\mathcal{F}_{\text{simp}}$. 
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Theorem 2.5.9 (Characterization of when fooling one class implies fooling another). Let \( n \in \mathbb{N} \), let \( F_{\text{simp}} \) be a finite class of functions \( f : \{0,1\}^n \to \mathbb{R} \), and let \( g : \{0,1\}^n \to \mathbb{R} \). Let \( \varepsilon_0, \varepsilon > 0 \) and suppose that every distribution \( X \) that fools \( F_{\text{simp}} \) with error \( \varepsilon_0 \) also fools \( g \) with error \( \varepsilon \). Then \( g \) is \((2\varepsilon)\)-sandwiched between two functions \( f_\ell, f_u : \{0,1\}^n \to \mathbb{R} \) of the form

\[
\begin{align*}
    f_\ell(x) &= \lambda_\ell^{(0)} + \sum_{i=1}^{k_\ell} \lambda_\ell^{(i)} f_\ell^{(i)}(x), \\
    f_u(x) &= \lambda_u^{(0)} + \sum_{i=1}^{k_u} \lambda_u^{(i)} f_u^{(i)}(x),
\end{align*}
\]  

where \( k_\ell, k_u \in \mathbb{N} \), \( \lambda_\ell^{(i)}, \lambda_u^{(i)} \in \mathbb{R} \), \( f_\ell^{(i)}, f_u^{(i)} \in F_{\text{simp}} \), and

\[
\begin{align*}
    \varepsilon_0 \cdot \sum_{i=1}^{k_\ell} |\lambda_\ell^{(i)}| &\leq \varepsilon, \quad (2.10) \\
    \varepsilon_0 \cdot \sum_{i=1}^{k_u} |\lambda_u^{(i)}| &\leq \varepsilon. \quad (2.11)
\end{align*}
\]

Conversely, if we start from the assumption that Equations (2.8) to (2.11) hold, then for any distribution \( X \) that fools \( F_{\text{simp}} \) with error \( \varepsilon_0 \), the Triangle Inequality for PRG Errors implies that \( X \) fools \( f_\ell \) and \( f_u \) with error \( \varepsilon \), and therefore the Sandwiching Lemma implies that \( X \) fools \( g \) with error \( 3\varepsilon \). This recovers the assumption of Theorem 2.5.9 up to a factor of three in the error parameter. In this sense, Theorem 2.5.9 shows that the Triangle Inequality for PRG Errors and the Sandwiching Lemma are “complete.”

Before presenting the proof, let us elaborate on what the theorem says in two important special cases.

• Let \( F_{\text{simp}} \) be the class of Boolean \( k \)-juntas and let \( \varepsilon_0 = 0 \). Then Theorem 2.5.9 says that a function is fooled by every \( k \)-wise uniform distribution if and only if the function can be sandwiched between two low-degree polynomials. This was first shown by Bazzi [Baz09].

• Next, let \( F_{\text{simp}} \) to be the class of parity functions. Then Theorem 2.5.9 essentially says that a function is fooled by every small-bias distribution if and only if the function can be sandwiched between two functions with low Fourier \( L_1 \) norm. This was first shown by De, Etesami, Trevisan, and Tulsiani [DETT10].

The general case seems to be folklore.

Proof of Theorem 2.5.9. The proof uses linear programming duality. For each \( f \in F_{\text{simp}} \), define \( \overline{f} : \{0,1\}^n \to \mathbb{R} \) by \( \overline{f}(x) = f(x) - \mathbb{E}[f] \). Consider the following linear program in the variables

\[\text{\textbullet} \text{ Let } F_{\text{simp}} \text{ be the class of Boolean } k \text{-juntas and let } \varepsilon_0 = 0. \text{ Then Theorem 2.5.9 says that a function is fooled by every } k \text{-wise uniform distribution if and only if the function can be sandwiched between two low-degree polynomials. This was first shown by Bazzi [Baz09].}
\]

\[\text{\textbullet} \text{ Next, let } F_{\text{simp}} \text{ to be the class of parity functions. Then Theorem 2.5.9 essentially says that a function is fooled by every small-bias distribution if and only if the function can be sandwiched between two functions with low Fourier } L_1 \text{ norm. This was first shown by De, Etesami, Trevisan, and Tulsiani [DETT10].}
\]

\[\text{The general case seems to be folklore.}
\]

\[\text{Proof of Theorem 2.5.9. The proof uses linear programming duality. For each } f \in F_{\text{simp}}, \text{ define } \overline{f} : \{0,1\}^n \to \mathbb{R} \text{ by } \overline{f}(x) = f(x) - \mathbb{E}[f]. \text{ Consider the following linear program in the variables}
\]

\[\text{\textbullet} \text{ Let } F_{\text{simp}} \text{ be the class of Boolean } k \text{-juntas and let } \varepsilon_0 = 0. \text{ Then Theorem 2.5.9 says that a function is fooled by every } k \text{-wise uniform distribution if and only if the function can be sandwiched between two low-degree polynomials. This was first shown by Bazzi [Baz09].}
\]

\[\text{\textbullet} \text{ Next, let } F_{\text{simp}} \text{ to be the class of parity functions. Then Theorem 2.5.9 essentially says that a function is fooled by every small-bias distribution if and only if the function can be sandwiched between two functions with low Fourier } L_1 \text{ norm. This was first shown by De, Etesami, Trevisan, and Tulsiani [DETT10].}
\]

\[\text{The general case seems to be folklore.}
\]
\{p_x\}_{x \in \{0,1\}^n}:

Maximize \( \sum_{x \in \{0,1\}^n} p_x g(x) \),

subject to \( p_x \geq 0 \) for all \( x \in \{0,1\}^n \)

and \( \sum_{x \in \{0,1\}^n} p_x = 1 \)

and \( \sum_{x \in \{0,1\}^n} p_x \tilde{f}(x) \leq \varepsilon_0 \) for all \( f \in \mathcal{F}_{\text{simp}} \)

and \( -\sum_{x \in \{0,1\}^n} p_x \tilde{f}(x) \leq \varepsilon_0 \) for all \( f \in \mathcal{F}_{\text{simp}} \).

The constraints say that the \( p_x \) variables are the probability mass function of some distribution that fools \( \mathcal{F}_{\text{simp}} \) with error \( \varepsilon_0 \). The program is feasible, because if nothing else we can set \( p_x = 2^{-n} \) (the uniform distribution). The objective function is the expectation of \( g \) under the distribution defined by the \( p_x \) variables, so the optimal value must be at most \( \mathbb{E}[g] + \varepsilon \).

The dual linear program, in the variables \( z \) and \( \{y_f^+, y_f^-\}_{f \in \mathcal{F}_{\text{simp}}} \), is as follows:

Minimize \( z + \varepsilon_0 \cdot \sum_{f \in \mathcal{F}_0} (y_f^+ + y_f^-) \),

subject to \( y_f^+, y_f^- \geq 0 \) for all \( f \in \mathcal{F}_{\text{simp}} \)

and \( z + \sum_{f \in \mathcal{F}_0} \tilde{f}(x) \cdot (y_f^+ - y_f^-) \geq g(x) \) for all \( x \in \{0,1\}^n \).

By strong LP duality, the optimal value of this dual linear program is also at most \( \mathbb{E}[g] + \varepsilon \). Observe that given a feasible solution to the dual linear program, if we subtract \( \min\{y_f^+, y_f^-\} \) from \( y_f^+ \) and from \( y_f^- \), then we get another feasible solution and the objective function can only decrease. Therefore, by setting \( y_f = y_f^+ - y_f^- \), we obtain real numbers \( z^* \) and \( \{y_f^*\}_{f \in \mathcal{F}_{\text{simp}}} \) such that

\[
z^* + \varepsilon_0 \cdot \sum_{f \in \mathcal{F}_{\text{simp}}} |y_f^*| \leq \mathbb{E}[g] + \varepsilon, \text{ and}
\]

\[
z^* + \sum_{f \in \mathcal{F}_{\text{simp}}} \tilde{f}(x)y_f^* \geq g(x) \text{ for all } x \in \{0,1\}^n.
\]

Define

\[
f_u(x) = z^* + \sum_{f \in \mathcal{F}_{\text{simp}}} y_f^* \cdot \tilde{f}(x)
\]

\[
= \left( z^* - \sum_{f \in \mathcal{F}_{\text{simp}}} y_f^* \mathbb{E}[f] \right) + \sum_{f \in \mathcal{F}_{\text{simp}}} y_f^* \cdot f(x).
\]

Then \( f_u \) has the form given by Equation (2.9), and \( f_u \geq g \). Furthermore, \( \mathbb{E}[f_u] = z^* \), so

\[
0 \leq \mathbb{E}[f_u - g] = z^* - \mathbb{E}[g] \leq \varepsilon - \varepsilon_0 \cdot \sum_{f \in \mathcal{F}_{\text{simp}}} |y_f^*|.
\]
This shows that \( \mathbb{E}[f_u - g] \leq \varepsilon \) and that Equation (2.11) holds.

Fooling \( g \) is equivalent to fooling \( -g \), so the above also shows that there is some function \( f_{\ell} \) of the form given by Equation (2.8) such that \( -f_{\ell} \geq -g \), \( \mathbb{E}[g - f_{\ell}] \leq \varepsilon \), and Equation (2.10) holds. Therefore, \( g \) is \((2\varepsilon)\)-sandwiched between \( f_{\ell} \) and \( f_u \).

### 2.6 Braverman’s theorem: Limited independence fools \( \text{AC}^0 \)

In Section 2.5.3, we presented a PRG for read-once \( \text{AC}^0 \) formulas. In this section, we will present a PRG for general (read-many) \( \text{AC}^0 \) circuits (see Figure 2.5). In particular, we will show that every \( k \)-wise uniform generator fools constant-depth polynomial-size \( \text{AC}^0 \) circuits for a suitable \( k = \text{polylog}(n) \). This was first conjectured by Linial and Nisan [LN90]. Two decades later, it was proved to be true for depth-2 circuits by Bazzi [Baz09] and a simpler proof of this was discovered by Razborov [Raz09]. Building on this line of work, Braverman [Bra10] proved that \( k \)-wise independence for polylogarithmic \( k \) fools \( \text{AC}^0 \) circuits. The parameters were subsequently improved by Tal [Tal17] and Harsha and Srinivasan [HS19], leading to the following.

**Theorem 2.6.1** (Braverman’s theorem [Bra10; Tal17; HS19]). For every \( n, m, d \in \mathbb{N} \) and \( \varepsilon > 0 \), there is a value \( k = (\log m)^{O(d)} \cdot \log(1/\varepsilon) \) such that if \( X \) is a \( k \)-wise uniform distribution over \( \{0, 1\}^n \), then \( X \) fools size-\( m \) depth-\( d \) \( \text{AC}^0 \) circuits with error \( \varepsilon \). Consequently, there is an explicit \( \varepsilon \)-PRG for depth-\( d \) size-\( m \) \( \text{AC}^0 \) circuits with seed length

\[(\log m)^{O(d)} \cdot \log n \cdot \log(1/\varepsilon).\]

For context, Braverman’s theorem represents neither the first nor the best unconditional PRG for \( \text{AC}^0 \) known. Instead, the advantage of Braverman’s theorem is that \( k \)-wise uniformity is a particularly simple and general PRG construction. That being said, the analysis is quite nontrivial, as we will see.

We will present two proofs of Braverman’s theorem. First, we present a novel proof that is arguably simpler\(^7\) than previous proofs, but it does not give the best parameters — the value of

\(^7\)In particular, the new proof does not require “probabilistic polynomials” for \( \text{AC}^0 \) circuits.
k will be slightly worse than what Theorem 2.6.1 promises. Then, we will present the known state-of-the-art proof [Bra10; Tal17; HS19].

2.6.1 LMN polynomials

Observe that every degree-k polynomial over the reals is perfectly fooled by k-wise uniform generators.

To prove that k-wise uniform generators fool $\text{AC}^0$ circuits, our approach will be to show that $\text{AC}^0$ circuits are sandwiched between degree-k polynomials. Our starting point is the Linial-Mansour-Nisan theorem [LMN93] and its subsequent improvements [Bop97; Has01; Tal17], which show that $\text{AC}^0$ circuits can indeed be approximated by bounded low-degree polynomials in the $L_2$ norm.

**Theorem 2.6.2** (LMN polynomials [Tal17]). Let $f : \{0,1\}^n \to \{0,1\}$ be computable by a size-$m$ depth-$d$ $\text{AC}^0$ circuit and let $\gamma > 0$. There exists $\tilde{f} : \{0,1\}^n \to \mathbb{R}$ such that:

1. (L$_2$ approximation) We have
   $$\|f - \tilde{f}\|_2^2 \overset{\text{def}}{=} \mathbb{E}_{x \sim U_n} \left| f(x) - \tilde{f}(x) \right|^2 \leq \gamma.$$  

2. (Low-degree) We have
   $$\text{deg}(\tilde{f}) \leq O((\log m)^{d-1} \cdot \log(1/\gamma)).$$

3. (Bounded) For every $x \in \{0,1\}^n$, we have
   $$\left| \tilde{f}(x) \right| \leq 2^{O((\log m)^{d-1} \cdot \log(1/\gamma) \cdot \log \log m)}.$$  

The proof of Theorem 2.6.2 uses random restrictions and switching lemmas to analyze the Fourier spectrum of $\text{AC}^0$ circuits. We will not study the proof of Theorem 2.6.2 here. Instead, we will take Theorem 2.6.2 for granted, and use it to show that $\text{AC}^0$ circuits are sandwiched by low-degree polynomials.

2.6.2 Operations on functions with low-degree sandwiching polynomials

We begin with a couple of lemmas about sandwiching by low-degree polynomials.

**Lemma 2.6.3** (If $f$ and $g$ have low-degree sandwichers, then $f + g$ has low-degree sandwichers). Suppose that $f : \{0,1\}^n \to \mathbb{R}$ is $\varepsilon$-sandwiched by polynomials of degree $k$ and $g : \{0,1\}^n \to \mathbb{R}$ is $\delta$-sandwiched by polynomials of degree $k$. Then the sum $f + g$ is $(\varepsilon + \delta)$-sandwiched by polynomials of degree $k$.

We omit the simple proof.

**Lemma 2.6.4** (If $f$ has low-degree sandwichers and $g$ is a bounded low-degree polynomial, then $f \cdot g$ has low-degree sandwichers). Suppose that $f : \{0,1\}^n \to \mathbb{R}$ is $\varepsilon$-sandwiched by polynomials of degree $k$ and $g : \{0,1\}^n \to \mathbb{R}$ is $\delta$-sandwiched by polynomials of degree $k$. Let $h(x) = f(x) \cdot g(x)$, and let $h(x) = f(x) \cdot g(x)$. Then $h$ is $O(\varepsilon \cdot L)$-sandwiched by polynomials of degree $k + \text{deg}(g)$.

---

8The polynomial $\tilde{f}$ is defined by dropping all but the lowest-degree Fourier coefficients of $f$. The bounds Equations (2.12) and (2.13) follow from a bound on the $L_2$ tail of $f$ [Tal17, Theorem 1] and a bound on the $L_1$ growth of $f$ [Tal17, Theorem 37].
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Proof. Let $f_\ell, f_u$ be the sandwichers for $f$. Suppose first that $g$ is $[0, L]$-valued. In this case, for every $x \in \{0, 1\}^n$,

$$f_\ell(x) \cdot g(x) \leq h(x) \leq f_u(x) \cdot g(x),$$

and

$$(f_u(x) - f_\ell(x)) \cdot g(x) \leq L \cdot (f_u(x) - f_\ell(x)),$$

showing that $h$ is $(\varepsilon \cdot L)$-sandwiched between $f_\ell \cdot g$ and $f_u \cdot g$, each of which has degree $k + \deg(g)$.

Next, suppose that $g$ is $[-L, 0]$-valued. The previous argument shows that $-fg$ is $(\varepsilon \cdot L)$-sandwiched by polynomials of degree $k + \deg(g)$, and therefore so is $fg$ by negating and swapping the sandwichers.

Finally, consider the general case that $g$ is $[-L, L]$-valued. Write $g = -L + g'$, where $g'$ is $[0, 2L]$-valued. Then

$$h = -L \cdot f + f \cdot g'.$$

By our previous analyses, $-L \cdot f$ is $(\varepsilon \cdot L)$-sandwiched by polynomials of degree $k$, and $f \cdot g'$ is $(2\varepsilon \cdot L)$-sandwiched by polynomials of degree $k + \deg(g') = k + \deg(g)$. By Lemma 2.6.3, it follows that $h$ is $(3\varepsilon \cdot L)$-sandwiched by polynomials of degree $k + \deg(g)$. □

2.6.3 Low-degree sandwichers for $\text{AC}^0$ circuits

We are now prepared to show that $\text{AC}^0$ circuits are sandwiched by low-degree polynomials, and hence they are fooled by $k$-wise uniform distributions.

**Theorem 2.6.5 (AC$^0$ circuits are sandwiched by low-degree polynomials).** Let $m, d \in \mathbb{N}$ and $\varepsilon > 0$. Every size-$m$ depth-$d$ $\text{AC}^0$ circuit $f$ is $\varepsilon$-sandwiched by polynomials of degree $(\log m)^O(d^2) \cdot \log(1/\varepsilon)$.

By the Sandwiching Lemma, Theorem 2.6.5 implies Braverman’s Theorem (Theorem 2.6.1), albeit with $k = (\log m)^O(d^2) \cdot \log(1/\varepsilon)$ instead of $k = (\log m)^O(d) \cdot \log(1/\varepsilon)$.

**Proof of Theorem 2.6.5.** We will show by induction on $d$ that $f$ has $\varepsilon$-sandwiching polynomials of degree

$$(c \log m)^{(d^2 - d)/2} \cdot (\log \log m)^{d-1} \cdot \lceil \log(m/\varepsilon) \rceil$$

for a suitable constant $c$. First, consider the base case $d = 1$, and assume without loss of generality that $f$ is an AND of $m$ literals.

- If $m < \log(1/\varepsilon)$, then $f$ can be computed exactly by a polynomial of degree $m$, so we are done.
- If $m \geq \log(1/\varepsilon)$, then our upper sandwicher is the product of the first $\lceil \log(1/\varepsilon) \rceil$ literals and our lower sandwicher is the constant 0 function.

Now, for the inductive step, suppose $f$ has depth $d > 1$. Assume without loss of generality that the top gate of $f$ is OR, say $f = \bigvee_{i=1}^m f_i$. We reason similarly to Bazzi [Baz09] and Razborov [Raz09]. For each $i \in [m]$, let $g_i = \bigwedge_{j=1}^{i-1} (\neg f_j)$, so that

$$f = \sum_{i=1}^m f_i \cdot g_i.$$
Each function $g_i$ is a size-$m$ depth-$d$ AC$^0$ circuit; let $\tilde{g}_i$ be the corresponding polynomial approximation from Theorem 2.6.2 with error parameter $\gamma = \varepsilon/(2m^3)$. We define

$$h = \sum_{i=1}^{m} f_i \cdot \tilde{g}_i,$$

$$f_\ell = f - (f - h)^2,$$  \hspace{1cm} (2.14)

$$f_u = f + (f - h)^2 \cdot \left( \sum_{i=1}^{m} f_i - f \right),$$  \hspace{1cm} (2.15)

The plan is, we will show that $f$ is sandwiched between $f_\ell$ and $f_u$, and then we will use our induction hypothesis to show that $f_\ell$ and $f_u$ are sandwiched by low-degree polynomials. Consequently, $f$ itself is sandwiched by low-degree polynomials.

From the definitions, clearly $f_\ell \leq f \leq f_u$. Furthermore,

$$\mathbb{E}[f_u - f_\ell] = \mathbb{E} \left[ (f - h)^2 \cdot \left( 1 - f + \sum_{i=1}^{m} f_i \right) \right] \leq m \cdot \mathbb{E}[(f - h)^2]$$

$$= m \cdot \mathbb{E} \left[ \left( \sum_{i=1}^{m} f_i \cdot (g_i - \tilde{g}_i) \right)^2 \right]$$

$$\leq m^2 \cdot \sum_{i=1}^{m} \mathbb{E}[f_i^2 \cdot (g_i - \tilde{g}_i)^2]$$

$$\leq m^3 \cdot \gamma = \varepsilon/2.$$

Now we turn to showing that $f_\ell$ and $f_u$ are themselves sandwiched by low-degree polynomials. For the first step, we claim that

$$f_\ell = 1 - (1 - h)^2$$ \hspace{1cm} (2.16)

$$f_u = 1 + (1 - h)^2 \cdot \left( \sum_{i=1}^{m} f_i \right) - 1$$ \hspace{1cm} (2.17)

Indeed, when $f(x) = 1$, this is clear, since we have simply substituted 1 for each appearance of $f$ in Equations (2.14) and (2.15). Meanwhile, when $f(x) = 0$, Equations (2.16) and (2.17) still hold, because $f_i(x) = 0$ for every $i$ and therefore $\sum_{i=1}^{m} f_i(x) = 0$ and $h(x) = 0$.

Next, we will plug the definition of $h$ into Equations (2.16) and (2.17) and expand. For convenience, define $f_0 = \tilde{g}_0 = 1$. That way, we get

$$f_\ell = \sum_{i=0}^{m} \sum_{j=0}^{m} c_{i,j} \cdot f_i \cdot f_j \cdot \tilde{g}_i \cdot \tilde{g}_j$$

$$f_u = \sum_{i=0}^{m} \sum_{j=0}^{m} \sum_{k=0}^{m} c_{i,j,k} \cdot f_i \cdot f_j \cdot f_k \cdot \tilde{g}_j \cdot \tilde{g}_k,$$

where $|c_{i,j}| \leq 1$ and $|c_{i,j,k}| \leq 1$. For simplicity, let us focus on a single term from the expansion of $f_u$, namely a term of the form $c_{i,j,k} \cdot f_i \cdot f_j \cdot f_k \cdot \tilde{g}_j \cdot \tilde{g}_k$. By Equation (2.13), for every $x$, we have $|c_{i,j,k} \cdot \tilde{g}_j(x) \cdot \tilde{g}_k(x)| \leq L$ where

$$L = 2^{O(\log m)^{d-1}} \cdot \log(m/\varepsilon) \cdot \log \log m.$$
Now, each subcircuit $f_i$ has an AND gate on top, so the product $f_i \cdot f_j \cdot f_k$ can be computed by a size-$m$ depth-$(d-1)$ $\text{AC}^0$ circuit. Therefore, by induction, for every $\delta > 0$, the product $f_i \cdot f_j \cdot f_k$ is $\delta$-sandwiched by polynomials of degree $D$ where

$$D = (c \log m)^{(d-1)^2-(d-1)/2} \cdot (\log \log m)^{d-2} \cdot \log(m/\delta).$$

We select $\delta = \Theta(\frac{\epsilon}{\log m})$. That way, Lemma 2.6.4 ensures that the term $c_{i,j,k} \cdot f_i \cdot f_j \cdot \tilde{g}_j \cdot \tilde{g}_k$ is $(\frac{\epsilon}{4(m+1)})$-sandwiched by polynomials of degree $D + \deg(\tilde{g}_j \cdot \tilde{g}_k)$. Therefore, by Lemma 2.6.3, $f_u$ as a whole (and similarly $f_\ell$ as well) is $(\epsilon/4)$-sandwiched by polynomials of degree $D + \deg(\tilde{g}_j \cdot \tilde{g}_k)$. Consequently, $f$ is $\epsilon$-sandwiched by polynomials of degree $D + \deg(\tilde{g}_j \cdot \tilde{g}_k)$. All that remains is to simplify the degree bound:

$$D + \deg(\tilde{g}_j \cdot \tilde{g}_k) = (c \log m)^{(d-1)^2-(d-1)/2} \cdot (\log \log m)^{d-2} \cdot \log(m/\delta) + O((\log m)^{d-1} \cdot \log(1/\gamma))$$

$$= (c \log m)^{(d-1)^2-(d-1)/2} \cdot O((\log m)^{d-1} \cdot (\log \log m)^{d-1} \cdot \log(m/\epsilon))$$

$$\leq (c \log m)^{(d-1)^2/2} \cdot (\log \log m)^{d-1} \cdot \log(m/\epsilon),$$

provided that we choose the constant $c$ large enough. (Note that $\frac{(d-1)^2-(d-1)}{2} + d - 1 = \frac{d^2-d}{2}$.)

### 2.6.4 Improved parameters via probabilistic polynomials

So far, we have shown that $k$-wise uniform generators fool size-$m$ depth-$d$ $\text{AC}^0$ circuits where $k = (\log m)^{O(d^2)} \cdot \log(1/\epsilon)$. Next, we will show how to improve the exponent from $O(d^2)$ to $O(d)$.

The improvement relies on a line of work constructing probabilistic real polynomials for $\text{AC}^0$ circuits [BRS91; Tar93; Bra10; HS19], starting with two independent papers by Beigel, Reingold, and Spielman [BRS91] and Tarui [Tar93] (see also, e.g., work by Razborov [Raz87], Smolensky [Smo87], and Toda and Ogiwara [TO92]). These works show that for every $\text{AC}^0$ circuit $f$, there is a distribution $F$ over low-degree polynomials such that for each fixed input $x \in \{0,1\}^n$, with high probability over $\tilde{f} \sim F$, we have the exact equality $\tilde{f}(x) = f(x)$. In our setting, we will actually be thinking of the input $x$ as random, which allows us to fix some $\tilde{f} \in \text{Supp}(F)$ that agrees with $f$ with high probability over the choice of input. Furthermore, even in the “bad case” that $f(x) \neq \tilde{f}(x)$, the constructions still have some guarantees. The best parameters known are achieved by Harsha and Srinivasan [HS19], who prove the following:

**Theorem 2.6.6 (BRS-Tarui polynomials [HS19]).** Let $f: \{0,1\}^n \to \{0,1\}$ be computable by a depth-$d$ size-$m$ $\text{AC}^0$ circuit, let $\delta > 0$, and let $D$ be a distribution over $\{0,1\}^n$. There exist a polynomial $\tilde{f}: \{0,1\}^n \to \mathbb{R}$ and an “error function” $E: \{0,1\}^n \to \{0,1\}$ such that

- $\mathbb{E}[E(D)] \leq \delta$, and if $E(x) = 0$, then $f(x) = \tilde{f}(x)$. (Hence, $\Pr_{x \sim D}[f(x) \neq \tilde{f}(x)] \leq \delta$.)

- $\deg(\tilde{f}) \leq (\log m)^{O(d)} \log(1/\delta)$ and $\|\tilde{f}\|_\infty \overset{\text{def}}{=} \max_x |\tilde{f}(x)| \leq \exp\left((\log m)^{O(d)} \log(1/\delta)\right)$.

- $E$ can be computed by an $\text{AC}^0$ circuit of size $m^{O(1)}$ and depth $d + O(1)$.

---

Note that for certain small values of $d$ such as $d = 3$, the parameters from the first proof are actually superior to the parameters from the second proof. We thank Avishay Tal for pointing this out (personal communication).

In Harsha and Srinivasan’s work [HS19], the size bound is stated as $(m \log(1/\delta))^{O(1)}$. We may assume without loss of generality that $\log(1/\delta) < m$, because $f$ can be computed exactly by a degree-$m$ polynomial (namely its Fourier expansion).
Note that Theorem 2.6.6 provides a low-degree approximation over an arbitrary input distribution, unlike LMN polynomials (Theorem 2.6.2) which are specific to the uniform distribution. The constructions of probabilistic polynomials for $\text{AC}^0$ [BRS91; Tar93; Bra10; HS19] rely on Valiant and Vazirani’s isolation lemma [VV86].

Braverman’s original proof that $k$-wise uniformity fools $\text{AC}^0$ circuits for polylogarithmic $k$ was based on a clever combination of LMN polynomials and BRS-Tarui polynomials. We present (a version of) that proof below to prove Theorem 2.6.1.

Lemma 2.6.7 (Sandwichers for $\text{AC}^0$ with better parameters). Let $f : \{0,1\}^n \to \{0,1\}$ be computable by a depth-$d$ size-$m$ $\text{AC}^0$ circuit, let $\delta > 0$, and let $D$ be a distribution over $\{0,1\}^n$. There exist polynomials $p_\ell, p_u : \{0,1\}^n \to \mathbb{R}$ of degree $(\log m)^{O(d)} \log(1/\delta)$ and a function $E : \{0,1\}^n \to \{0,1\}$ such that $f$ is $\delta$-sandwiched between $p_\ell - E$ and $p_u + E$, and furthermore,

$$E[E(U_n)] \leq \delta \text{ and } E[E(D)] \leq \delta.$$

(2.18)

To be clear, $f$ is sandwiched between $p_\ell - E$ and $p_u + E$ with respect to the uniform distribution (see Definition 2.5.1). The only part of the conclusion that says something about the arbitrary distribution $D$ is the bound $E[E(D)] \leq \delta$.

Proof. Let $D' = \frac{1}{2}(D + U_n)$, i.e., $D'$ is $D$ with probability 1/2 and $U_n$ with probability 1/2. Let $\tilde{f}$ be the BRS-Tarui polynomial for $f$ from Theorem 2.6.6 and let $E$ be the corresponding error function with respect to the distribution $D'$ with error $E[E(D')] \leq \delta/24$. Note that

$$E[E(D')] = \frac{1}{2}E[E(D)] + \frac{1}{2}E[E(U_n)] \leq \frac{\delta}{24},$$

so $E[E(D)] \leq \delta/12$ and $E[E(U_n)] \leq \delta/12$, proving Equation (2.18).

Recall that the error function $E$ can be computed by an $\text{AC}^0$ circuit of size $m^{O(1)}$ and depth $d + O(1)$ (see Theorem 2.6.6). Therefore, we may apply Theorem 2.6.2 to get an LMN polynomial $\tilde{E}$ that satisfies $\|E - \tilde{E}\|^2_2 \leq \gamma$ for an error parameter $\gamma$ that will be specified later. Define three more approximations to $f$ by the formulas

$$\phi = 1 - (1 - f) \cdot (1 - E) = f \lor E$$

$$\tilde{\phi} = 1 - (1 - \tilde{f}) \cdot (1 - \tilde{E})$$

$$p_u = \left(1 - (1 - \tilde{f}) \cdot (1 - \tilde{E})\right)^2 = \left(\tilde{\phi}\right)^2.$$

(2.19)

We must show that $p_u + E$ is an upper sandwicher for $f$. By a case analysis, let us prove that the following two bounds hold (pointwise):

$$f \leq p_u + E$$

and

$$p_u \leq f + 2E + 2 \cdot \left(\tilde{\phi} - \phi\right)^2.$$

(2.20)

(2.21)

- (Case 1) Suppose $f(x) > E(x)$, i.e., $E(x) = 0$ and $f(x) = 1$. Then $\tilde{f}(x) = f(x) = 1$, so $p_u(x) = 1$ as well, which implies Equations (2.20) and (2.21).

- (Case 2) Suppose $f(x) \leq E(x)$, i.e., $E(x) = 1$ or $f(x) = 0$. Then Equation (2.20) holds because $p_u$ is non-negative. Furthermore, $\phi(x) = E(x)$ in this case, so

$$p_u(x) = \left(E(x) + \tilde{\phi}(x) - \phi(x)\right)^2 \leq 2E(x)^2 + 2 \cdot \left(\tilde{\phi}(x) - \phi(x)\right)^2,$$

which implies Equation (2.21) because $E(x)^2 = E(x)$.
Now, because of the factor of $1 - E$ in Equation (2.19), we have the identity $\phi = 1 - (1 - \tilde{f}) \cdot (1 - E)$, so Equation (2.21) becomes
\[
p_u \leq f + 2E + 2 \cdot \left((1 - \tilde{f}) \cdot (E - \tilde{E})\right)^2.
\]
Therefore,
\[
\mathbb{E}[p_u + E - f] \leq 3 \mathbb{E}[E] + 2 \mathbb{E} \left[\left((1 - \tilde{f}) \cdot (E - \tilde{E})\right)^2\right]
\leq \frac{\delta}{4} + 2 \cdot (1 + \|\tilde{f}\|_\infty)^2 \cdot \|E - \tilde{E}\|_2^2
\leq \frac{\delta}{4} + 2 \cdot (1 + \|\tilde{f}\|_\infty)^2 \cdot \gamma.
\]
By choosing $\gamma = \frac{\delta}{8 \cdot (1 + \|\tilde{f}\|_\infty)^2}$, we get $\mathbb{E}[p_u + E - f] \leq \frac{\delta}{2}$.

Next, let us bound the degree of $p_u$. Recall that Theorems 2.6.2 and 2.6.6 give the bounds
\[
\deg(\tilde{f}) \leq (\log m)^{O(d)} \log(1/\delta)
\]
\[
\|\tilde{f}\|_\infty \leq \exp \left(\left(\log m\right)^{O(d)} \log(1/\delta)\right)
\]
\[
\deg(\tilde{E}) \leq O(\log m)^{d+O(1)} \log(1/\gamma) = (\log m)^{O(d)} \log(1/\delta).
\]
Therefore, $\deg(p_u) \leq 2 \deg(\tilde{f}) + 2 \deg(\tilde{E}) \leq (\log m)^{O(d)} \log(1/\delta)$.

To summarize, we have shown that every size-$m$ depth-$d$ $\mathsf{AC}^0$ circuit $f$ can be upper-sandwiched by $p_u + E$ where $p_u$ is a low-degree polynomial and $E$ is a Boolean function with low expectation under both $U_n$ and $D$. The class of size-$m$ depth-$d$ $\mathsf{AC}^0$ circuits is closed under complementation, so $1 - f$ has an upper sandwicher of the same form. Therefore, $f$ can be lower-sandwiched by $p_t - E'$ where $p_t$ is a low-degree polynomial and $E'$ is a Boolean function with low expectation under both $U_n$ and $D$. If we use $1 - \tilde{f}$ as our BRS-Tarui polynomial for $1 - f$ in the above argument, then we can furthermore ensure $E' \equiv E$.  

Braverman’s theorem follows readily from Lemma 2.6.7:

**Proof of Theorem 2.6.1.** Let $D$ be a $k$-wise independent distribution, where $k$ is the bound on the degrees of the low-degree polynomials $p_t$ and $p_u$ from Lemma 2.6.7 with $\delta = \varepsilon/2$. By Lemma 2.6.7, the circuit $f$ is $(\varepsilon/2)$-sandwiched between $p_t - E$ and $p_u + E$, where $E$ is $(\varepsilon/2)$-fooled by $D$. Since $p_t$ and $p_u$ are degree-$k$ polynomials, they are perfectly fooled by $D$. Therefore, by the sandwiching lemma, $f$ is $\varepsilon$-fooled by $D$.

Intriguingly, although the proof of Theorem 2.6.1 is a sandwiching argument, the sandwichers are apparently not low-degree polynomials. They are of the form $p_t - E$ and $p_u + E$, where $p_t$ and $p_u$ are low-degree polynomials, but the “error function” $E$ does not seem to be a low-degree polynomial. (Furthermore, the sandwichers depend on the pseudorandom distribution $D$.)

In a formal sense, sandwiching polynomials are the only tool one ever needs to prove that $k$-wise uniform generators fool some class of functions, as discussed in Section 2.5.4. However, the proof of Braverman’s theorem demonstrates that in practice, it is wise to “think outside the box” and consider other, more creative arguments. The technique of designing low-complexity error indicator functions, along the lines of Theorem 2.6.6, has turned out to be useful in other PRG problems [MRT19; DHH20; HHTT22].

It is an open problem to improve the parameters of Braverman’s theorem even further. What is the optimal $k$ such that every $k$-wise uniform generator fools depth-$d$ size-$m$ $\mathsf{AC}^0$ circuits with
error $\varepsilon$? There are counterexamples showing that $k = \Omega((\log m)^{d-1} \log(1/\varepsilon))$ [LV96], but that still leaves a significant gap between the lower and upper bounds.

**Open Problem 2.6.8** (Improved parameters for Braverman’s theorem). *Show that for every $m, d \in \mathbb{N}$ and $\varepsilon > 0$, there exists a value

$$k = (\log m)^{d+O(1)} \log(1/\varepsilon)$$

such that every $k$-wise uniform distribution fools depth-$d$ size-$m$ AC$^0$ circuits with error $\varepsilon$.*

Explicit PRGs for AC$^0$ circuits with seed length $(\log m)^{d+O(1)} \log(1/\varepsilon)$ are already known (see Section 5.3); the question is whether a generic $k$-wise uniform generator does the job.
Chapter 3

Recycling Random Bits

In this chapter, we will present a few PRG constructions based on the paradigm of recycling random bits. In its simplest form, the idea is that we start by sampling \( n/2 \) truly random bits \( X \). Then we “mix in” a few more truly random bits in some way, producing \( n/2 \) additional bits \( Y \). Our final output is the concatenation \((X, Y)\).

This type of approach tends to make the most sense if there is a “communication bottleneck” between the part of the computation that processes \( X \) and the part of the computation that processes \( Y \). Indeed, our first instantiation of this paradigm will be a PRG for two-party communication protocols in the next section.

3.1 PRGs for two-party communication protocols

In this section, we will present a PRG that fools two-party interactive communication protocols.

**Definition 3.1.1** (Two-party communication protocol). Let \( n \) be an even positive integer. In a two-party protocol on \( n \) bits with communication cost \( m \), Alice holds \( x \in \{0, 1\}^{n/2} \) and Bob holds \( y \in \{0, 1\}^{n/2} \). They communicate interactively; in each round, the identity of the speaker is a function of all the bits transmitted so far, and the content of the message is a function of the bits transmitted and that party’s input (\( x \) or \( y \)). After at most \( m \) bits have been transmitted in total, the protocol terminates, and both parties output the same bit \( f(x, y) \).

Are these protocols deterministic, or are they randomized? Both, in a sense: the protocol is deterministic after fixing \( x \) and \( y \), but we are thinking of \( x \) and \( y \) as random bits and seeking to replace them with pseudorandom bits. The seed length in the following theorem, due to Impagliazzo, Nisan, and Wigderson [INW94], is optimal.

**Theorem 3.1.2** ([INW94]). For every \( n, m \in \mathbb{N} \) and every \( \varepsilon > 0 \), there is an explicit \( \varepsilon \)-PRG for two-party protocols on \( n \) bits with communication cost \( m \) with seed length \( \frac{n}{2} + O(m + \log(1/\varepsilon)) \).

3.1.1 Expander graphs from a PRG perspective

Toward proving Theorem 3.1.2, let us take a detour to briefly discuss expander graphs. Doing justice to the topic of expanders is beyond the scope of this work; see, e.g., Vadhan’s monograph [Vad12] for a thorough treatment. Let us recall the definition.

**Definition 3.1.3** (Spectral expanders). Let \( G \) be a regular undirected graph with transition probability matrix \( M \in [0, 1]^{N \times N} \). Let the eigenvalues of \( M \) be \( 1 = \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_N \). We say \( G \) is an \( \varepsilon \)-spectral expander if \( |\lambda_i| \leq \varepsilon \) for \( i = 2, 3, \ldots, N \).
There is an alternative and equivalent definition of expander graphs in the language of PRGs. We focus on the special case that the number of vertices is a power of two, because that’s the most natural scenario from the PRG perspective, but the following lemma generalizes in the natural way to an arbitrary number of vertices.

**Lemma 3.1.4 (PRG characterization of spectral expander graphs).** Let $n$ be an even positive integer, and let $F$ be the class of functions $f : \{0,1\}^n \rightarrow \mathbb{R}$ of the form $f(x,y) = g(x) \cdot h(y)$ where $g,h : \{0,1\}^{n/2} \rightarrow \mathbb{R}$ satisfy $\text{Var}[g] \leq 1$ and $\text{Var}[h] \leq 1$. Let $G$ be a regular undirected graph on the vertex set $\{0,1\}^{n/2}$, sample a uniform random vertex $X$ in $G$, and sample a uniform random neighbor $Y$ of $X$. For every $\varepsilon > 0$, the following are equivalent.

1. $G$ is an $\varepsilon$-spectral expander (see Definition 3.1.3).

2. The distribution $(X,Y)$ fools $F$ with error $\varepsilon$.

**Proof.** We will identify functions mapping $\{0,1\}^{n/2} \rightarrow \mathbb{R}$ with column vectors in the space $\mathbb{R}^{2^{n/2}}$ endowed with the inner product $\langle g, h \rangle = \mathbb{E}_{U \sim U_{n/2}} [g(U) \cdot h(U)]$ and the norm $\|g\| = \sqrt{\langle g, g \rangle}$.

$(1 \implies 2)$ Fix an arbitrary $f \in F$, say $f(x,y) = g(x) \cdot h(y)$ where $\text{Var}[g] \leq 1$ and $\text{Var}[h] \leq 1$. First, suppose $\mathbb{E}[g] = \mathbb{E}[h] = 0$. Then

$$|\mathbb{E}[f(X,Y)]| = |\langle g, Mh \rangle| \leq \|g\| \cdot \|Mh\|$$

by the Cauchy-Schwarz inequality. Since $G$ is regular, the all-ones vector is an eigenvector of $M$ with eigenvalue $\lambda_1 = 1$. Since $\mathbb{E}[g] = 0$, the vector $g$ is orthogonal to the all-ones vector. By the spectral theorem for real symmetric matrices, it follows that $g$ is a linear combination of eigenvectors other than the all-ones vector, so by Definition 3.1.3, $\|Mg\| \leq \varepsilon \cdot \|g\|$. Therefore,

$$|\mathbb{E}[f(X,Y)]| \leq \varepsilon \cdot \|g\| \cdot \|h\| = \varepsilon \cdot \sqrt{\text{Var}[g]} \cdot \sqrt{\text{Var}[h]} \leq \varepsilon.$$

Now for the general case, write $g = \mathbb{E}[g] + \overline{g}$ and $h = \mathbb{E}[h] + \overline{h}$, so

$$f(x,y) = g \cdot h + \overline{g} \cdot \overline{h} + \mathbb{E}[g] \cdot \overline{h} + \mathbb{E}[h] \cdot \overline{g}.$$

Since $G$ is regular, each marginal distribution $X$ and $Y$ is uniform over $\{0,1\}^{n/2}$. Therefore, $\mathbb{E}[\overline{g}(X)] = \mathbb{E}[\overline{h}(Y)] = 0$. Furthermore, $\text{Var}[\overline{g}] = \text{Var}[g] \leq 1$ and $\text{Var}[\overline{h}] = \text{Var}[h] \leq 1$, so

$$|\mathbb{E}[f(X,Y)] - \mathbb{E}[f]| = |\mathbb{E}[\overline{g}(X) \cdot \overline{h}(Y)]| \leq \varepsilon.$$

$(2 \implies 1)$ Let $g$ be a unit eigenvector of $M$ with eigenvalue $\lambda$ and assume that $g$ is not parallel to the all-ones vector. By the spectral theorem for symmetric matrices, it follows that $g$ is orthogonal to the all-ones vector, i.e., $\mathbb{E}[g] = 0$. Since $g$ has unit norm as a vector, we have $\text{Var}[g] = 1$. Therefore,

$$|\lambda| = |\langle Mg,g \rangle| = |\mathbb{E}[g(X) \cdot g(Y)]| \leq \varepsilon.$$

The seed length required to sample the distribution $(X,Y)$ in Lemma 3.1.4 is governed by the degree of the expander graph. There exist explicit expanders with degree $\text{poly}(1/\varepsilon)$:

**Theorem 3.1.5 (Explicit expanders).** For every $n \in \mathbb{N}$ and every $\varepsilon > 0$, there exists an $\varepsilon$-spectral expander with vertex set $\{0,1\}^n$ and degree $D = \text{poly}(1/\varepsilon)$. The expander is “strongly explicit,” i.e., given a vertex $x$ and a value $i \in [D]$, the $i^{th}$ neighbor of $x$ can be computed in time $\text{poly}(n, \log(1/\varepsilon))$.

See Vadhan’s monograph [Vad12] for a discussion of approaches to proving Theorem 3.1.5. Theorem 3.1.5 translates to a seed length of $n/2 + O(\log(1/\varepsilon))$ in Lemma 3.1.4. Pushing to the extreme, a “Ramanujan graph” is an $\varepsilon$-spectral expander of degree $D$ where $\varepsilon = 2\sqrt{D-1}$, which is essentially the best possible [Alo86; Nil91; Fri93] and which translates to a seed length of $n/2 + 2\log(1/\varepsilon) + O(1)$. There is a lot of work on the problems of proving existence of and explicitly constructing Ramanujan graphs and “near-Ramanujan” graphs [LPS88; Mar88; Mor94; Fri08; CM08; BT11; MSS15; Coh16; Bor20; MOP20; Alo21].
3.1.2 Combinatorial rectangles and the Expander Mixing Lemma

In the language of PRGs, the famous Expander Mixing Lemma is the “1 \implies 2” direction of Lemma 3.1.4, specialized to the case that \( g \) and \( h \) are Boolean-valued. That is, the Expander Mixing Lemma explains how to use expander graphs to fool two-dimensional combinatorial rectangles, defined next.

**Definition 3.1.6** (Combinatorial rectangles). Let \( n \) be a multiple of \( d \) and let \( f : \{0, 1\}^n \to \{0, 1\} \). We say that \( f \) is a \( d \)-dimensional combinatorial rectangle if there are functions \( f_1, \ldots, f_d : \{0, 1\}^{n/d} \to \{0, 1\} \) such that

\[
f(x^{(1)}, \ldots, x^{(d)}) = \prod_{i=1}^{d} f_i(x^{(i)}).
\]

**Lemma 3.1.7** (Expander Mixing Lemma). Let \( n \) be an even positive integer and let \( G \) be an \( \epsilon \)-spectral expander on vertex set \( \{0, 1\}^{n/2} \). Sample a uniform random vertex \( X \), then sample a uniform random neighbor \( Y \) of \( X \). Then the distribution \((X, Y)\) fools two-dimensional combinatorial rectangles with error \( \epsilon \).

**Proof.** Immediate from Lemma 3.1.4.

**Corollary 3.1.8** (Optimal PRG for two-dimensional combinatorial rectangles). For every \( n \in \mathbb{N} \) and every \( \epsilon > 0 \), there is an explicit \( \epsilon \)-PRG for two-dimensional combinatorial rectangles on \( n \) bits with seed length \( \frac{n}{2} + O(\log(1/\epsilon)) \).

**Proof.** Immediate from Lemma 3.1.7 and Theorem 3.1.5.

There is a large body of work designing PRGs for high-dimensional combinatorial rectangles [ASWZ96; EGLNV98; LLSZ97; Lu02; GMRT12; Vio14; GY20; HLV18; Lee19]. Near-optimal constructions are known [GMRT12; GY20; Lee19], but it is still an open problem to get the optimal seed length.

**Open Problem 3.1.9** (Optimal PRGs for high-dimensional combinatorial rectangles). Design an explicit PRG for \( d \)-dimensional combinatorial rectangles with seed length \( O(n/d + \log(1/\epsilon) + \log \log n) \).

For this section, however, it suffices to focus on the two-dimensional case. A two-dimensional combinatorial rectangle \( f \) can be computed by a communication protocol with a particularly simple structure: Alice computes \( g(x) \) and sends it to Bob, and then Bob computes \( h(x) \) and multiplies. Given Corollary 3.1.8, we are now ready to fool general two-party communication protocols by using the standard decomposition of communication protocols into combinatorial rectangles.

**Proof of Theorem 3.1.2.** Without loss of generality, we may assume that the parties always transmit exactly \( m \) bits in total. Define \( \pi : \{0, 1\}^n \to \{0, 1\}^m \) by letting \( \pi(x, y) \) be the sequence of bits transmitted when Alice holds \( x \) and Bob holds \( y \). For each possible transcript \( z \in \{0, 1\}^m \), define functions \( g_z, h_z : \{0, 1\}^{n/2} \to \{0, 1\} \) by the rule

\[
g_z(x) = 1 \iff \exists y, \pi(x, y) = z \\
h_z(y) = 1 \iff \exists x, \pi(x, y) = z.
\]

That way, \( \pi(x, y) = z \iff g_z(x) = h_z(y) = 1 \). Since both parties output \( f(x, y) \), there is some set \( A \subseteq \{0, 1\}^m \) such that \( f(x, y) = 1 \iff \pi(x, y) \in A \). Therefore,

\[
f(x, y) = \sum_{z \in A} g_z(x) \cdot h_z(y),
\]
Figure 3.1: A width-5 length-6 standard-order ROBP computing the function $f(x) = \text{MAJ}(x_1 \oplus x_2, x_3 \oplus x_4, x_5 \oplus x_6)$. 

A linear combination of two-dimensional combinatorial rectangles. Therefore, by the Triangle Inequality for PRG Errors, every $\delta$-PRG for two-dimensional combinatorial rectangles fools $f$ with error $|A|\delta \leq 2^m \delta$. Picking $\delta = 2^{-m} \varepsilon$ and applying Corollary 3.1.8 completes the proof.

3.2 The INW generator for standard-order ROBPs

In this section, we will present the Impagliazzo-Nisan-Wigderson (INW) generator [INW94], which is one of the most influential unconditional PRG constructions. We will prove that it fools standard-order read-once branching programs (standard-order ROBPs), defined next.

Definition 3.2.1 (Standard-order read-once branching programs). A length-$n$ standard-order read-once branching program (standard-order ROBP) $f$ consists of a directed layered multigraph with $n + 1$ layers, $V_0, \ldots, V_n$. For every $i < n$, each vertex $v \in V_i$ has two outgoing edges leading to $V_{i+1}$, one labeled 0 and the other labeled 1. Vertices in $V_n$ have zero outgoing edges. There is a designated “start vertex” $v_{\text{start}} \in V_0$. An input $x \in \{0, 1\}^n$ selects a path $(v_0, v_1, \ldots, v_n)$ through the graph: the path starts at $v_0 = v_{\text{start}}$, and upon reaching a vertex $v_i \in V_i$, the bit $x_{i+1}$ specifies which outgoing edge to use. There is a designated set of “accept vertices” $V_{\text{accept}} \subseteq V_n$, and $f(x) = 1$ if $v_n \in V_{\text{accept}}$ and $f(x) = 0$ otherwise. The width of the program is the maximum number of vertices in a single layer. (See Figure 3.1.)

The standard-order ROBP model is important because as discussed in Section 1.1.3, it models the behavior of a space-efficient randomized algorithm as a function of its random bits. In more detail, if $\sigma$ is an input and $A$ is a randomized space-$S$ decision algorithm where $S \geq \log |\sigma|$, then there is some width-$w$ ROBP $f$ computing the function $f(x) = A(\sigma, x)$, where $w = 2^{O(S)}$. Therefore,
if $X$ is a distribution that fools width-$w$ ROBPs, then $A$ can be executed using $X$ in place of true randomness without significantly distorting the algorithm’s acceptance probability.

**Remark 3.2.2** (ROBP terminology). *In the pseudorandomness literature, standard-order ROBPs are often referred to as simply “ROBPs.” This practice is a bit misleading, since the definition is not simply “a branching program that is read-once.” Indeed, in addition to being read-once, we are assuming that the program is oblivious, meaning that the variable queried in time step $i$ depends only on $i$, and more specifically, we are assuming that the branching program follows the standard variable ordering, meaning that in time step $i$, the program queries the variable $x_i$. (These assumptions are well-motivated, because in the standard model of randomized space-bounded computation, we merely have the ability to repeatedly flip a single fair coin, which is equivalent to observing a one-way stream of random bits.) Unsurprisingly, many papers outside the pseudorandomness literature use terms like “read-once branching program” to refer to more general models that are not necessarily even oblivious [Weg87; BHST87; Raz91; BJS01; BLP15]. In this text, for clarity, we use the more verbose term “standard-order ROBP” to emphasize the variable ordering assumption.*

There is some convenient standard notation for subprograms of ROBPs.

**Definition 3.2.3** (Subprograms of ROBPs). Let $f$ be a standard-order ROBP with layers $V_0, \ldots, V_n$. Let $u \in V_i$ and $S \subseteq V_j$ where $i \leq j$. We let $f_{u \rightarrow S}$ denote the subprogram from $u$ to $S$, i.e., the standard-order ROBP on layers $V_i, \ldots, V_j$ with start vertex $u$ and accept vertices $S$. We use the shorthand $f_{u \rightarrow v} = f_{u \rightarrow \{v\}}$, $f_{v \rightarrow v} = f_{v \text{start} \rightarrow v}$, and $f_{u \rightarrow} = f_{u \rightarrow V_{\text{accept}}}$.

### 3.2.1 Concatenating two independent pseudorandom strings

As mentioned previously, we are working toward presenting the INW PRG and proving that it fools standard-order ROBPs. The INW PRG is based on recycling seeds recursively. After constructing a PRG with output length $n/2$, we will use two correlated seeds to generate two pseudorandom strings of length $n/2$ and concatenate them to get a string of length $n$. To argue that the INW PRG works, we will argue that using two correlated seeds is almost as good as using two independent seeds.

Let us begin by arguing that using two independent seeds would work well in the first place. This argument is generic and applies to many different models of computation, not just ROBPs.

**Lemma 3.2.4** (Concatenating independent pseudorandom strings). Let $n$ be an even positive integer, let $f : \{0,1\}^n \rightarrow \mathbb{R}$, and let $X_L, X_R$ be independent random variables distributed over $\{0,1\}^{n/2}$. Let $\mathcal{F}$ be the class of all restrictions of $f$ to $n/2$ bits. If $X_L$ and $X_R$ fool $\mathcal{F}$ with error $\varepsilon$, then $(X_L, X_R)$ fools $f$ with error $2\varepsilon$.

**Proof.** Sample $U \sim U_{n/2}$ so that $X_L, X_R, U$ are mutually independent. Then

$$
\mathbb{E}_{X_L, X_R} [f(X_L, X_R)] = \mathbb{E}_{X_L} \left[ \mathbb{E}_{X_R} [f(X_L, X_R)] \right] = \mathbb{E}_{X_L} \left[ \mathbb{E}_U [f(X_L, U)] \pm \varepsilon \right] \\
= \mathbb{E}_U \left[ \mathbb{E}_{X_L} [f(X_L, U)] \right] \pm \varepsilon \\
= \mathbb{E} [f] \pm 2\varepsilon.
$$

1Hoza used the same verbose terminology in some other recent expository work [Hoz22].
3.2.2 Recycling seeds using a PRG for two-dimensional rectangles

The main lemma of the INW generator allows us to double the output length of a PRG by paying a small additive penalty in terms of the seed length.

**Lemma 3.2.5** (Recycling seeds for standard-order ROBPs). Let \( n \) be an even positive integer. Suppose \( G: \{0,1\}^s \to \{0,1\}^{n/2} \) is an \( \varepsilon \)-PRG for width-\( w \) length-(\( n/2 \)) standard-order ROBPs. Let \((Y_L, Y_R)\) be a distribution over \( \{0,1\}^{2s} \) that \( \delta \)-fools two-dimensional combinatorial rectangles. Then \((G(Y_L), G(Y_R))\) fools width-\( w \) length-\( n \) standard-order ROBPs with error \( 2\varepsilon + w\delta \).

**Proof.** Let \( f \) be a width-\( w \) length-\( n \) standard-order ROBP. Define \( g: \{0,1\}^{2s} \to \{0,1\} \) by composing \( f \) with two independent copies of \( G \), i.e.,

\[
g(y_L, y_R) = f(G(y_L), G(y_R)).
\]

By Lemma 3.2.4, using two independent seeds fools \( f \) with error \( 2\varepsilon \), i.e., \(|\mathbb{E}[f] - \mathbb{E}[g]| \leq 2\varepsilon \). Now let us compare two independent seeds to the two correlated seeds \((Y_L, Y_R)\). For any \( x_L, x_R \in \{0,1\}^{n/2} \), we can write

\[
f(x_L, x_R) = \sum_{v \in V_{n/2}} f_{\rightarrow v}(x_L) \cdot f_{v \rightarrow}(x_R).
\]

Consequently, if we define \( g_v(y_L, y_R) = f_{\rightarrow v}(G(y_L)) \cdot f_{v \rightarrow}(G(y_R)) \), then

\[
g(y_L, y_R) = \sum_{v \in V_{n/2}} g_v(y_L, y_R).
\]

Each function \( g_v \) is a two-dimensional combinatorial rectangle on \( 2s \) bits. Therefore, \((Y_L, Y_R)\) fools \( g_v \) with error \( \delta \), so by the Triangle Inequality for PRG Errors, \((Y_L, Y_R)\) fools \( g \) with error \( w\delta \). Therefore,

\[
|\mathbb{E}[f] - \mathbb{E}[g(Y_L, Y_R)]| \leq 2\varepsilon + w\delta.
\]

\( \square \)

**Theorem 3.2.6** (The INW generator for standard-order ROBPs [INW94]). For every \( n, w \in \mathbb{N} \) and every \( \varepsilon > 0 \), there is an explicit \( \varepsilon \)-PRG for width-\( w \) length-\( n \) standard-order ROBPs with seed length \( O(\log(wn/\varepsilon) \cdot \log n) \).

**Proof.** Set \( \delta = \frac{\varepsilon}{wn} \). We start with the trivial PRG \( G(y) = y \) where \(|y| = 1\). We repeatedly apply Lemma 3.2.5, using Corollary 3.1.8 to sample \( Y_L, Y_R \). Each time we apply Lemma 3.2.5, we double the output length of our PRG, we increase its seed length from \( s \) to \( s + O(\log(1/\delta)) = s + O(\log(wn/\varepsilon)) \), and we increase its error from \( \varepsilon_0 \) to \( 2\varepsilon_0 + \frac{\varepsilon}{n} \). After \( \log n \) iterations, we are done. \( \square \)

The seed length in Theorem 3.2.6 was actually already achieved by Nisan [Nis92] prior to Impagliazzo, Nisan, and Wigderson’s work [INW94]. Nisan’s PRG [Nis92] follows a fairly similar intuition as the INW generator, but the details are different. The INW generator has some advantages over Nisan’s generator; most importantly, the INW generator has turned out to be more flexible and amenable to analysis in other models. (We will see an example in Section 3.3.)

The optimal seed length for fooling width-\( w \) length-\( n \) standard-order ROBPs would be \( O(\log(wn/\varepsilon)) \). Designing optimal or near-optimal PRGs for standard-order ROBPs is one of the biggest open problems in the unconditional theory of PRGs. Some of the work on this problem focuses on the case that the width of the program is very small. In Section 2.3.4, we saw that small-bias generators fool width-2 branching programs with seed length \( O(\log(n/\varepsilon)) \). Explicit PRGs for width-3 standard-order ROBPs are known with seed length \( \tilde{O}(\log n \cdot \log(1/\varepsilon)) \) [MRT19]. However, for width-4 ROBPs, no PRG constructions are known with a seed length better than that of the INW generator.
Open Problem 3.2.7 (Better PRGs for width-4 ROBPs). Design an explicit \(0.1\)-PRG for width-4 length-\(n\) standard-order ROBPs with seed length \(o(\log^2 n)\).

A candidate PRG for ROBPs, suggested by Reingold and Vadhan [MZ09; LV17], is to take a sum (i.e., bitwise XOR) of a few independent small-bias distributions. Recall Viola’s proof that a sum of \(d\) small-bias distributions fools degree-\(d\) polynomials over \(\mathbb{F}_2\) (see Section 2.4). Perhaps a similar PRG can work for constant-width ROBPs.

Open Problem 3.2.8 (ROBPs and sums of small-bias distributions). Prove or disprove the suggestion that a sum of \(O(1)\) small-bias distributions fools constant-width standard-order ROBPs with near-logarithmic seed length.

Amazingly, it is consistent with current knowledge that simply summing two small-bias distributions fools polynomial-width standard-order ROBPs with optimal seed length \(O(\log(\sqrt{n}/\varepsilon))\).

Due to the difficulty of constructing improved PRGs, much of the recent research on pseudorandomness for ROBPs has focused on constructing relaxations of PRGs such as HSGs and WPRGs (defined in Section 1.5) [GMRTV12; ŠZ21; BCG20; HZ20; CL20; CDRST21; PV21b; Hoz21]. Another line of work seeks PRGs for restricted classes of ROBPs; we will discuss an example in the next section.

3.3 The BRRY generator for standard-order regular ROBPs

As discussed in the previous section, it is still an open problem to design an explicit PRG for constant-width standard-order ROBPs with seed length \(o(\log^2 n)\). However, we can get a better seed length for many interesting special cases, including regular programs. A standard-order ROBP is called regular if every vertex of the program (except those in the first layer) has in-degree 2; see Figure 3.2. There is a reduction showing that optimal PRGs for standard-order regular ROBPs imply optimal PRGs for all standard-order ROBPs [RTV06; BHPP22], which helps to motivate studying this special case. We will present a result by Braverman, Rao, Raz, and Yehudayoff [BRRY14], which shows how to achieve seed length \(O(\log n)\) for constant-width standard-order regular ROBPs.

**Theorem 3.3.1** (The BRRY generator for standard-order regular ROBPs [BRRY14]). For every \(w, n \in \mathbb{N}\) and \(\varepsilon > 0\), there is an explicit \(\varepsilon\)-PRG for width-\(w\) length-\(n\) standard-order regular ROBPs with seed length
\[
O\left(\log n \cdot \left(\log w + \log \log n + \log(1/\varepsilon)\right)\right).
\]

As we will see, the PRG construction is actually the same INW generator that we discussed in Section 3.2 (albeit with different parameters). The improvement comes from a better analysis.

3.3.1 Improved analysis of the INW generator for low-weight programs

For intuition, let us briefly summarize the INW analysis that we seek to improve (see Section 3.2). In each round of the INW construction, we use a \(\delta\)-spectral expander to recycle the seed from the previous round. The analysis essentially argues that we pay an error \(\delta\) at each vertex in the program, so the total error is \(\delta \cdot w\cdot n\). We therefore chose \(\delta = \frac{\varepsilon}{nm}\). In each of the \(\log n\) rounds of the construction, the seed length increases by an additive \(O(\log(1/\delta))\), leading to the final seed length of \(O(\log(wn/\varepsilon) \cdot \log n)\).

Braverman, Rao, Raz, and Yehudayoff had the insight that this analysis is overly pessimistic in some cases, because it treats every vertex in the program as “important.” In reality, sometimes a vertex \(v\) is “unimportant,” in the sense that its two out-neighbors \(v[0], v[1]\) have almost the same
Figure 3.2: Let \( n \) be an even positive integer. The function \( f(x) = x_1 x_2 \oplus x_3 x_4 \oplus \cdots \oplus x_{n-1} x_n \) can be computed by a width-4 standard-order regular ROBP. The case \( n = 4 \) is shown above.

acceptance probabilities: \( \mathbb{E}[f_{v[0] \rightarrow}] \approx \mathbb{E}[f_{v[1] \rightarrow}] \). After reaching such a \( v \), it doesn’t matter much whether we read a high-quality random bit or a low-quality random bit, because it doesn’t matter much whether we go to \( v[0] \) or \( v[1] \). Rather than contributing a penalty of \( \delta \) to the overall error bound, intuitively we might hope that the error at such a vertex is closer to \( \delta \cdot |\mathbb{E}[f_{v[0] \rightarrow}] - \mathbb{E}[f_{v[1] \rightarrow}]| \).

To formalize this intuition, we rely on a generalization of ROBPs that output real values instead of Boolean ones, called read-once evaluation programs (ROEPs).

**Definition 3.3.2** (Read-once evaluation programs). A length-\( n \) standard-order read once evaluation program (standard-order ROEP) \( f \) has the same graph structure as a length-\( n \) standard-order ROBP, but in the final layer, instead of a set of accept vertices \( V_{\text{accept}} \subseteq V_n \), it has a value \( q_v \in \mathbb{R} \) assigned to each vertex \( v \in V_n \). Each input \( x \in \{0, 1\}^n \) defines a path from \( v_{\text{start}} \) to a vertex \( v \in V_n \) as usual, which determines the output of the program \( f(x) = q_v \). Thus, \( f \) computes a function \( f : \{0, 1\}^n \rightarrow \mathbb{R} \).

Standard-order ROBPs are a special case of standard-order ROEPs, where \( q_v = 1 \) if \( v \in V_{\text{accept}} \) and \( q_v = 0 \) if \( v \in V_n \setminus V_{\text{accept}} \). If \( v \) is a vertex in an ROEP \( f \), then the subprogram \( f_{v \rightarrow} \) is an ROBP while the subprogram \( f_{v \leftarrow} \) is an ROEP. We extend the notation \( q_v \) to the case that \( v \notin V_n \) by the rule \( q_v = \mathbb{E}[f_{v \rightarrow}] \), i.e., \( q_v \) is the expected label of the vertex reached by starting at \( v \) and taking a random walk to \( V_n \). The “importance” of a vertex in an ROEP is captured by the following definition.

**Definition 3.3.3** (Weight in an ROEP). Let \( f \) be a standard-order ROEP with layers \( V_0, \ldots, V_n \). Let \( v \in V_i \) with \( i < n \). Let \( v[0] \) and \( v[1] \) be the two out-neighbors of \( v \). The weight of \( v \), denoted \( \text{Weight}(v) \), is defined to be

\[
\text{Weight}(v) = |q_v[0] - q_v[1]|.
\]

The weight of \( f \) is the sum of the weights of the vertices,\(^2\) i.e.,

\[
\text{Weight}(f) = \sum_{i=0}^{n-1} \sum_{v \in V_i} \text{Weight}(v).
\]

\(^2\text{In the original paper [BRRY14], Braverman, Rao, Raz, and Yehudayoff considered edge weights instead of vertex weights. The two definitions are equivalent.}\)
In Fourier-analytic terms, we have the following formula [RSV13]:

$$\text{Weight}(f) = 2 \sum_{i=1}^{n} \sum_{v \in V_{i-1}} \left| \hat{f}(\{i\}) \right|.$$ 

Clearly, we always have $\text{Weight}(v) \leq 1$ and hence $\text{Weight}(f) \leq wn$. Now let us show that the INW generator fools low-weight programs with a shorter seed.

**Theorem 3.3.4** (The BRRY generator for low-weight standard-order ROEPs [BRRY14]). For every $w, n, m \in \mathbb{N}$ and $\varepsilon > 0$, there is an explicit $\varepsilon$-PRG for width-$w$ length-$n$ ROEPs $f$ that satisfy $\text{Weight}(f) \leq m$ with seed length $O(\log n \cdot (\log(wn/\varepsilon) + \log \log n))$.

In the original paper [BRRY14], to prove Theorem 3.3.4, Braverman, Rao, Raz, and Yehudayoff analyzed the INW generator in terms of randomness extraction, similar to the analysis of the Nisan-Zuckerman generator (see Section 3.4). Here, we will show how to carry out the analysis more directly, using the PRG characterization of spectral expanders (Lemma 3.1.4). The first step, like the original INW analysis, is to analyze two independent seeds. We use the following refinement of Lemma 3.2.4.

**Lemma 3.3.5** (Refined analysis of the concatenation of independent pseudorandom strings). Let $n$ be an even positive integer, let $f : \{0, 1\}^n \rightarrow \mathbb{R}$, and let $X_L, X_R$ be independent random variables distributed over $\{0, 1\}^{n/2}$. Define $f_L : \{0, 1\}^{n/2} \rightarrow \mathbb{R}$ by

$$f_L(x) = \mathbb{E}[f(x, U_{n/2})],$$

and let $\mathcal{F}_R$ be the class of all functions $f_R : \{0, 1\}^{n/2} \rightarrow \mathbb{R}$ of the form

$$f_R(x) = f(a, x)$$

where $a \in \{0, 1\}^{n/2}$. If $X_L$ fools $f_L$ with error $\varepsilon_L$ and $X_R$ fools $\mathcal{F}_R$ with error $\varepsilon_R$, then $(X_L, X_R)$ fools $f$ with error $\varepsilon_L + \varepsilon_R$.

**Proof.** Sample $U \sim U_{n/2}$ so that $X_L, X_R, U$ are mutually independent. Then

$$\mathbb{E}_{X_L, X_R} [f(X_L, X_R)] = \mathbb{E}_{X_L} \left[ \mathbb{E}_{X_R} [f(X_L, X_R)] \right] = \mathbb{E}_{X_L} \left[ \mathbb{E}_{U} [f(X_L, U)] \pm \varepsilon_R \right]$$

$$= \mathbb{E}_{X_L} [f(X_L)] \pm \varepsilon_R$$

$$= \mathbb{E}[f_L] \pm (\varepsilon_L + \varepsilon_R)$$

$$= \mathbb{E}[f] \pm (\varepsilon_L + \varepsilon_R).$$

Next, we argue that the outputs of a very-low-weight ROEP fall in a small interval.

**Lemma 3.3.6** (Low weight $\implies$ bounded range). For every standard-order ROEP $f$ and every pair of inputs $x, y$, we have $|f(x) - f(y)| \leq \text{Weight}(f)$.

**Proof.** We proceed by induction on the length of $f$. For a length-1 standard-order ROEP, by definition, $|f(0) - f(1)| = \text{Weight}(v_{\text{start}}) \leq \text{Weight}(f)$. If the length of $f$ is $n > 1$, then let $f_L$ be the ROEP consisting of the first $n-1$ layers of $f$, and let $u, v \in V_{n-1}$ be the penultimate vertices visited when $f$ reads $x$ and $y$ respectively. By induction, $|q_u - q_v| \leq \text{Weight}(f_L)$. Furthermore, we have $|q_u - f(x)| = \frac{1}{2} \text{Weight}(u)$ and $|q_v - f(y)| = \frac{1}{2} \text{Weight}(v)$. Therefore,

$$|f(x) - f(y)| \leq \text{Weight}(f_L) + \frac{1}{2} \text{Weight}(u) + \frac{1}{2} \text{Weight}(v) \leq \text{Weight}(f).$$
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Finally, we are ready to analyze two correlated seeds. Recall that the INW generator is based on a key lemma (Lemma 3.2.5) that says, if \( G \) fools width-\( w \) length-\( (n/2) \) ROBPs with error \( \varepsilon \) and \((X, Y)\) is a random edge in a \( \delta \)-spectral expander, then \((G(X), G(Y))\) fools width-\( w \) length-\( n \) ROBPs with error \( 2\varepsilon + \delta w \). We will prove the following more refined lemma that allows us to avoid the critical factor of two.

**Lemma 3.3.7** (Recycling randomness for low-weight programs). Suppose \( G: \{0, 1\}^s \rightarrow \{0, 1\}^{n/2} \) fools every width-\( w \) length-\( (n/2) \) ROEP \( f \) with error \( \varepsilon \cdot \text{Weight}(f) \). Fix some \( \delta \)-spectral expander on the vertex set \( \{0, 1\}^s \), and sample a uniform random vertex \( X \) and a uniform random neighbor \( Y \). Then the distribution \((G(X), G(Y))\) fools every width-\( w \) length-\( n \) ROEP \( f \) with error \( (\varepsilon + w\delta) \cdot \text{Weight}(f) \).

*Proof.* Let \( f \) be a width-\( w \) length-\( n \) ROEP. Let \( \text{Weight}_L \) and \( \text{Weight}_R \) denote the weights of the left half and right half of \( f \), respectively, so \( \text{Weight}(f) = \text{Weight}_L + \text{Weight}_R \). Similarly to the proof of Lemma 3.2.5, we can write

\[
f(x, y) = \sum_{v \in V_{n/2}} f_{v \rightarrow x}(x) \cdot f_{v \rightarrow y}(y).
\]

Fix a vertex \( v \in V_{n/2} \). Define \( g(a) = f_{v \rightarrow x}(a) \in \{0, 1\} \) and \( h(b) = f_{v \rightarrow y}(b) \in \mathbb{R} \). By Lemma 3.3.6, the outputs of \( h \) fall in an interval of length \( \text{Weight}(f_{v \rightarrow x}) = \text{Weight}_R \). Therefore, by Lemma 3.1.4, we have

\[
|\mathbb{E}[g(X) \cdot h(Y)] − \mathbb{E}[g] \mathbb{E}[h]| \leq \delta \cdot \text{Var}[g] \cdot \text{Var}[h] \leq \delta \cdot 1 \cdot \text{Weight}_R.
\]

Therefore, if we let \( U, U' \) be independent uniform seeds, then by the triangle inequality,

\[
|\mathbb{E}[f(G(U), G(U'))] − \mathbb{E}[f(G(X), G(Y))]| \leq \sum_{v \in V_{n/2}} \delta \cdot \text{Weight}_R = w\delta \cdot \text{Weight}_R.
\]

To bound \( |\mathbb{E}[f(G(U), G(U'))] − \mathbb{E}[f]| \), we use Lemma 3.3.5. The function \( f_L \) that appears in that lemma is precisely the left half of \( f \), a standard-order ROEP of weight \( \text{Weight}_L \). Therefore, \( G \) fools \( f_L \) with error \( \varepsilon \cdot \text{Weight}_L \). Meanwhile, each function \( f_R \) considered in that lemma is a subprogram of the form \( f_{v \rightarrow x} \) for some \( v \in V_{n/2} \), hence a standard-order ROEP of weight \( \text{Weight}_R \). Therefore, \( G \) fools \( f_R \) with error \( \varepsilon \cdot \text{Weight}_R \). Thus, Lemma 3.3.5 guarantees that

\[
|\mathbb{E}[f(G(U), G(U'))] − \mathbb{E}[f]| \leq \varepsilon \cdot \text{Weight}_L + \varepsilon \cdot \text{Weight}_R.
\]

Therefore,

\[
|\mathbb{E}[f(G(U), G(U'))] − \mathbb{E}[f]| \leq \varepsilon \cdot \text{Weight}(f) + w\delta \cdot \text{Weight}_R \leq (\varepsilon + w\delta) \cdot \text{Weight}(f). \quad \square
\]

Just like the original INW generator, we can use Lemma 3.3.7 to inductively construct a PRG for width-\( w \) length-\( n \) standard-order ROEPs. We start with a trivial PRG outputting a single bit. Then, in each of \( \log n \) steps, we use a \( \delta \)-spectral expander to recycle the seed and thereby double the output length. The final error is \( w\delta \cdot \text{Weight}(f) \cdot \log n \). To \( \varepsilon \)-fool standard-order ROEPs of weight at most \( m \), we may set \( \delta = \frac{\varepsilon}{wm \log n} \). If we use a sparse expander (see Theorem 3.1.5), then in each step, the seed length of our PRG increases by an additive \( O(\log(1/\delta)) \) bits. Thus, the final seed length is \( O(\log n \cdot \log(1/\delta)) \), which is

\[
O(\log n \cdot (\log(wm/\varepsilon) + \log \log n)),
\]

completing the proof of Theorem 3.3.4.
3.3.2 Regular programs have low weight

Recall that our original goal was to design an improved PRG for standard-order regular ROBPs (Theorem 3.3.1). To apply the analysis of low-weight programs, Braverman, Rao, Raz, and Yehudayoff showed that width-$w$ standard-order regular ROBPs have weight at most $O(w^2)$.

The original proof has a “combinatorial” flavor and is based on studying a certain pebble game. Here we present a more “analytic” interpretation of their argument.

**Lemma 3.3.8** (Regular programs have bounded weight). If $f$ is a length-$n$ standard-order regular ROEP, then
\[
\text{Weight}(f) \leq 2 \sum_{u,v \in V_n} |q_u - q_v|.
\]

In particular, if $f$ is a width-$w$ standard-order regular ROBP, then Weight($f$) $\leq 2w^2$.

*Proof.* For each $i$, let $D_i = \sum_{u,v \in V_i} |q_u - q_v|$. For $i < n$, let $\text{Weight}_i = \sum_{u \in V_i} \text{Weight}(u)$. For a vertex $u$, we let $u[0]$ and $u[1]$ denote the two out-neighbors of $u$. If we sample $X, Y \in \{0, 1\}$ uniformly at random, then
\[
\frac{1}{2} \text{Weight}_i + D_i = \frac{1}{2} \sum_{u \in V_i} |q_u[0] - q_u[1]| + \sum_{u,v \in V_i, u \neq v} |q_u - q_v|
\]
\[
= \sum_{u \in V_i} \mathbb{E}_{X,Y} \left[ |q_u[X] - q_u[Y]| \right] + \sum_{u,v \in V_i, u \neq v} \mathbb{E}_{X} \left[ q_u[X] \right] - \mathbb{E}_Y \left[ q_v[Y] \right]
\]
\[
\leq \sum_{u \in V_i} \mathbb{E}_{X,Y} \left[ |q_u[X] - q_u[Y]| \right] + \sum_{u,v \in V_i, u \neq v} \mathbb{E}_{X,Y} \left[ |q_u[X] - q_v[Y]| \right] \quad \text{(Triangle inequality)}
\]
\[
= \sum_{u,v \in V_i} \mathbb{E}_{X,Y} \left[ |q_u[X] - q_v[Y]| \right]
\]
\[
= \sum_{u,v \in V_i} \frac{\deg^-(u) \cdot \deg^-(v)}{4} \cdot |q_u - q_v|
\]
\[
= D_{i+1} \quad \text{(Regularity.)}
\]

Rearranging, we have shown $\frac{1}{2} \text{Weight}_i \leq D_{i+1} - D_i$. Summing over $i < n$ completes the proof. \(\square\)

Combining Lemma 3.3.8 and Theorem 3.3.4 completes the proof of Theorem 3.3.1.

Besides regular ROBPs, another well-studied class of branching programs is permutation ROBPs, which are regular ROBPs with the additional assumption that for each vertex $v$, the two incoming edges of $v$ have distinct labels. Braverman, Rao, Raz, and Yehudayoff’s paper [BRRY14] is one of a great number of papers studying pseudorandomness for regular and permutation ROBPs [BRRY14; BV10b; De11; KNP11; Ste12; RSV13; CHHL19; HPV21; PV21b; PV21a; PV22; BHPP22; LPV22]. We will revisit permutation ROBPs in Section 5.2.

Let us highlight one open problem regarding these topics. As mentioned in Section 3.2, Meka, Reingold, and Tal designed a PRG for width-3 standard-order ROBPs with seed length $O(\log n)$.

---

3In Braverman, Rao, Raz, and Yehudayoff’s definition of a regular ROBP [BRRY14], they only allowed a single accept vertex ($|V_{\text{accept}}| = 1$), hence their weight bound was $O(w)$ rather than $O(w^2)$. For the purpose of Theorem 3.3.1, it makes no difference whether we allow multiple accept vertices, because an $\varepsilon$-PRG for the single-accept-vertex model is also an ($\varepsilon w$)-PRG for the multiple-accept-vertex model. However, there are other contexts in which bounding the number of accept vertices makes a huge difference [HPV21; PV21b; PV21a; PV22; BHPP22; LPV22].
log(1/\varepsilon)) [MRT19]. Roughly speaking, their approach involves reducing to the permutation case and then applying the INW generator. The INW generator has a \( \log n \cdot \log(1/\varepsilon) \) term in its seed length (even for permutation branching programs [PV21a]), so Meka, Reingold, and Tal get no improvement over Nisan’s PRG when the error is \( 1/n \). This motivates the following problem.

**Open Problem 3.3.9** (Low-error PRGs for width-3 standard-order permutation ROBPs). Design an explicit PRG for width-3 standard-order permutation ROBPs with error \( 1/n \) and seed length \( o(\log^2 n) \).

### 3.4 The Nisan-Zuckerman generator for short, wide ROBPs

In the previous section, we focused on width-\( w \) length-\( n \) standard-order ROBPs where \( w \ll n \). In this section, let us study the opposite regime, i.e., \( w \gg n \). One reason to study this regime is that it corresponds to derandomizing space-bounded algorithms that only use a little bit of randomness in the first place.

Nisan and Zuckerman designed a PRG with optimal seed length \( O(\log w) \) for the case that \( n = \text{polylog} w \) and the error parameter is moderate [NZ96]. In contrast, the INW generator’s seed length is \( \Theta(\log w \cdot \log \log w) \) for such parameters.

**Theorem 3.4.1** (The Nisan-Zuckerman generator). Let \( \nu > 0 \) and \( c \geq 1 \) be constants. For all \( w \in \mathbb{N} \), there is an explicit PRG for width-\( w \) length-(\( \log^c w \)) standard-order ROBPs with seed length \( O(\log w) \) and error \( 2^{-\log^{1-\nu} w} \).

Recall that when we say the PRG is “explicit,” we mean that its time complexity is polynomial in its output length (Definition 1.4.1). In the case of Theorem 3.4.1, this means that the time complexity of the PRG is \( \text{polylog}(w) \). As usual in this text, we will refrain from carefully verifying this time complexity bound. However, it will turn out to be useful to analyze the **space complexity** of the PRG. As we will see, the Nisan-Zuckerman PRG can be computed using \( O(\log w) \) bits of space. Using the connection between randomized space-bounded algorithms and ROBPs, one can show the following striking corollary: If a decision problem can be solved by a randomized algorithm using \( S \) bits of space and \( \text{poly}(S) \) random bits, then it can also be solved by a deterministic algorithm using \( O(S) \) bits of space [NZ96].

#### 3.4.1 Randomness extractors

The proof of Theorem 3.4.1 uses seeded randomness extractors (introduced by Nisan and Zuckerman [NZ96]) to recycle randomness. Informally, a randomness extractor is a tool for converting an “imperfect” source of randomness into near-uniform random bits. The following definition specifies our model of imperfect randomness.

**Definition 3.4.2** (k-Source [CG88; Zuc90]). The min-entropy of a distribution \( X \), denoted \( H_{\text{min}}(X) \), is defined by

\[
H_{\text{min}}(X) = \inf_{x \in \text{supp}(X)} \log \left( \frac{1}{\Pr[X = x]} \right).
\]

We say that a random variable \( X \) on \( \{0, 1\}^t \) is a \( k \)-source if \( H_{\text{min}}(X) \geq k \), that is, for every \( x \in \{0, 1\}^t \), \( \Pr[X = x] \leq 2^{-k} \).

(Min-entropy is also sometimes denoted \( H_\infty(X) \).) To precisely define extractors, let \( d_{TV}(\cdot, \cdot) \) denote total variation distance.
The conditional min-entropy \( (a) \) is independent of \( X \).

Intuitively, extractors and PRGs both produce some type of random bits, but they are incomparable:

- The output of an extractor fools all tests \( f : \{0,1\}^m \rightarrow \{0,1\} \) (this is equivalent to being close to uniform in total variation distance), whereas the output of a PRG only fools some tests.
- On the other hand, an extractor requires a seed and an imperfect source of randomness, whereas a PRG only requires a seed.

Formally, it is possible to view extractors as a special case of PRGs,\(^4\) but this viewpoint is probably not helpful.

There is a rich and beautiful theory of randomness extractors that goes beyond the scope of this text; see, e.g., Vadhan’s monograph [Vad12]. We will take for granted an explicit construction due to Guruswami, Umans, and Vadhan [GUV09], or rather a space-optimized version by Kane, Nelson, and Woodruff [KNW08].

**Theorem 3.4.4 ([GUV09; KNW08]).** For every \( k \leq t \) and \( \varepsilon > 0 \), there is an \((k,\varepsilon)\)-extractor \( \text{Ext} : \{0,1\}^t \times \{0,1\} \rightarrow \{0,1\}^m \) with \( m \geq k/2 \) and \( d = O(\log(t/\varepsilon)) \). Furthermore, given \((x, y, k)\) as input, \( \text{Ext}(x, y) \) can be computed in space \( O(t + \log(1/\varepsilon)) \).

Toward proving Theorem 3.4.1, we will first study a PRG of the following form:

\[
G(x, y_1, \ldots, y_t) = (\text{Ext}(x, y_1), \ldots, \text{Ext}(x, y_t)).
\]  

(3.1)

We will then compose this PRG with itself to prove Theorem 3.4.1. Here’s the intuition behind Equation (3.1). Let \((X, Y_1, \ldots, Y_t)\) be a uniform random seed. After the ROBP reads some prefix \((\text{Ext}(X, Y_1), \ldots, \text{Ext}(X, Y_t))\), it only “remembers” \( \log w \) bits of information about what it has seen. We will set \( |X| = 3 \log w \). Since the ROBP only “knows” \( \log w \) bits about \( X \), the random variable \( X \) should still have \( 2 \log w \) bits of entropy “from the ROBP’s perspective.” Therefore, \( \text{Ext}(X, Y_{t+1}) \) should appear nearly uniform to the ROBP.

The most elegant way to formalize this intuition is to use the concept of conditional min-entropy introduced by Dodis, Ostrovsky, Reyzin, and Smith [DORS08].

**Definition 3.4.5 (Conditional min-entropy).** Let \( X \) and \( A \) be jointly distributed random variables. The conditional min-entropy of \( X \) given \( A \) is

\[
\bar{H}_{\min}(X \mid A) = \log \left( \frac{1}{\mathbb{E}_{a \sim A} \sup_{x \in \text{supp}(X)} \Pr[X = x \mid A = a]} \right).
\]

Conditional min-entropy can be interpreted in terms of strategies for guessing \( X \) after seeing \( A \) [Vad12, Problem 6.7]. Conditional min-entropy satisfies the following intuitive “chain rule” first proven by Dodis, Ostrovsky, Reyzin, and Smith [DORS08, Lemma 2.2].

\(^4\) Given \( \text{Ext} : \{0,1\}^t \times \{0,1\}^d \rightarrow \{0,1\}^m \), we can define \( G : \{0,1\}^d \rightarrow \{0,1\}^{2^d \times m} \) by letting \( G(y) \) be the table of all values \( \text{Ext}(x, y) \) for \( x \in \{0,1\}^t \). Then \( \text{Ext} \) is a \((k,\varepsilon)\)-extractor if and only if \( G \) is an \( \varepsilon \)-PRG for the class of functions \( f \) of the form \( f(M) = \frac{1}{|M|} \sum_{i \in S} g(M_i) \), where \( g : \{0,1\}^m \rightarrow \{0,1\} \) and \( S \subseteq \{2^t \} \) with \( |S| \leq 2^k \).
Lemma 3.4.6 (Chain rule for min-entropy). If $|\text{supp}(A)| \leq w$, then
\[ \overline{H}_{\min}(X \mid A) \geq H_{\min}(X) - \log w. \]

If $X$ has a lot of min-entropy given $A$, then intuitively, we should expect that $\text{Ext}(X, U_d)$ looks uniform even given $A$. This intuition is correct, as expressed by the following lemma, by Vadhan [Vad12]. (See also a similar earlier lemma by Dodis et al. [DORS08, Lemma 2.3].)

Lemma 3.4.7 (Extracting from sources with high conditional min-entropy [Vad12, Problem 6.8]). Let $\text{Ext}: \{0, 1\}^l \times \{0, 1\}^d \to \{0, 1\}^m$ be a $(k, \varepsilon)$-extractor. If $\overline{H}_{\min}(X \mid A) \geq k$, then
\[ d_{\text{TV}}\left(\text{Ext}(X, U_d), (U_m, A)\right) \leq 3\varepsilon. \]
(Here $U_d$ is independent of $(X, A)$ and $U_m$ is independent of $A$.)

Finally, we will need the following standard “data processing inequality,” which says that applying a function – even a randomized function – can only make two distributions closer.

Lemma 3.4.8 (Data processing inequality for total variation distance). Let $A$ and $\tilde{A}$ be random variables over the same space. Let $R$ be independent of both $A$ and $\tilde{A}$, and let $f$ be any function. Then
\[ d_{\text{TV}}\left(f(A, R), f(\tilde{A}, R)\right) \leq d_{\text{TV}}\left(A, \tilde{A}\right). \]

3.4.2 Using extractors to fool standard-order ROBPs

We are now ready to analyze the PRG of Equation (3.1). We will show that it achieves the following parameters.

Lemma 3.4.9 (One iteration of the Nisan-Zuckerman generator). Let $w, n \in \mathbb{N}$ with $n \geq \log w$, and let $\varepsilon > 0$. There is an explicit $\varepsilon$-PRG for width-$w$ length-$n$ standard-order ROBPs with seed length
\[ O\left(\log w + \frac{n \log(n/\varepsilon)}{\log w}\right). \]
Furthermore, the generator can be computed by an algorithm that reads the seed once from left to right and runs in space $O(\log(wn/\varepsilon))$.

Proof. Let $\ell = \frac{n}{\log w}$. Let $\varepsilon' = \frac{\varepsilon}{2\ell}$, and let $\text{Ext}: \{0, 1\}^{3\log w} \times \{0, 1\}^d \to \{0, 1\}^{\log w}$ be the $(2 \log w, \varepsilon')$-extractor of Theorem 3.4.4, so $d = O(\log(n/\varepsilon))$. The PRG $G$ is given by Equation (3.1). The seed length and efficiency claims are clear.

As for correctness, our job is to show that $G$ fools every width-$w$ length-$n$ standard-order ROBP. It will be convenient to group the $n$ layers into $\ell$ blocks of $\log w$ layers each. This can be viewed as a width-$w$ length-$\ell$ ROBP over the alphabet $\{0, 1\}^{\log w}$, i.e., each vertex has $w$ outgoing edges labeled with all strings in $\{0, 1\}^{\log w}$. Let $f$ be such a program, with layers $V_0, \ldots, V_\ell$. For $i < n$, $a \in V_i$, and $r \in \{0, 1\}^{\log w}$, let $a[r]$ denote the vertex reached from $a$ by traversing the outgoing edge with label $r$.

Sample $X, Y_1, \ldots, Y_\ell, R_1, \ldots, R_\ell$ independently and uniformly at random, where $X \in \{0, 1\}^{3\log w}$, $Y_i \in \{0, 1\}^d$, and $R_0 \in \{0, 1\}^{\log w}$. Let $A_0, \ldots, A_\ell$ be the sequence of vertices reached when $f$ reads the truly random bits $R_1, \ldots, R_\ell$, i.e., $A_0 = v_{\text{start}}$ and
\[ A_i = A_{i-1}[R_i]. \]
Similarly, let $\tilde{R}_i = \text{Ext}(X, Y_i)$, and let $\tilde{A}_0, \ldots, \tilde{A}_\ell$ be the sequence of vertices reached when $f$ reads the pseudorandom bits $\tilde{R}_1, \ldots, \tilde{R}_\ell$, i.e., $A_0 = v_{\text{start}}$ and 

$$\tilde{A}_i = \tilde{A}_{i-1}[\tilde{R}_i].$$

We will prove by induction on $i$ that $d_{TV}(A_i, \tilde{A}_i) \leq 3\varepsilon'i$. The base case $i = 0$ is trivial. Now fix $i > 0$. By the triangle inequality, we have

$$d_{TV}(A_i, \tilde{A}_i) = d_{TV}(A_{i-1}[R_i], \tilde{A}_{i-1}[\tilde{R}_i]) \leq d_{TV}(A_{i-1}[R_i], \tilde{A}_{i-1}[\tilde{R}_i]) + d_{TV}(\tilde{A}_{i-1}[R_i], \tilde{A}_{i-1}[\tilde{R}_i]).$$

Applying the data processing inequality (Lemma 3.4.8) to each term, we get

$$d_{TV}(A_i, \tilde{A}_i) \leq d_{TV}(A_{i-1}, \tilde{A}_{i-1}) + d_{TV}(\tilde{A}_{i-1}, \tilde{A}_{i-1}).$$

The first term is at most $3\varepsilon'\cdot (i - 1)$ by induction. As for the second term, the chain rule for min-entropy (Lemma 3.4.6) implies that

$$H_{\min}(X | \tilde{A}_{i-1}) \geq 2\log w.$$

Therefore, Lemma 3.4.7 guarantees that the second term is at most $3\varepsilon'$. Summing up, we get $d_{TV}(A_i, \tilde{A}_i) \leq 3\varepsilon'i$ as claimed. Therefore,

$$|E[f] - E[f(G(U_{3\log w + t}d))]| = |\Pr[A_\ell \in V_{\text{accept}}] - \Pr[\tilde{A}_\ell \in V_{\text{accept}}]| \leq d_{TV}(A_\ell, \tilde{A}_\ell) \leq \varepsilon. \quad \square$$

Lemma 3.4.9 implies Theorem 3.4.1 when $c$ is small, such as $c = 1.5$. To handle larger $c$, we compose the generator of Lemma 3.4.9 with itself. More details are below.

**Proof of Theorem 3.4.1.** Let $\varepsilon = 2^{-\log^{1-v} w}$. Let $w_1 = w$ and $n_1 = \log^c w$, and let $G_1$ be the $\varepsilon$-PRG of Lemma 3.4.9 for width-$w_1$ length-$n_1$ ROBPs. This generator $G_1$ has seed length $n_2 = O(\log^{c-v} w)$. Furthermore, $G_1$ can be computed by an algorithm that reads the seed once from left to right and runs in space $O(\log w)$. It follows that for any width-$w$ standard-order ROBP $f$, the function $f_2(x) \overset{\text{def}}{=} f(G_1(x))$ can be computed by an ROBP of width $w_2 = \text{poly}(w)$. Therefore, let $G_2$ be the $\varepsilon$-PRG of Lemma 3.4.9 for width-$w_2$ length-$n_2$ standard-order ROBPs, with seed length $n_3 = O(\log^{c-2v} w)$. The composition $G_1 \circ G_2$ fools $f$ with error $2\varepsilon$. Once again, $f(G_1(G_2(x)))$ can be computed by a standard-order ROBP of width $w_3 = \text{poly}(w)$. Continuing in this way for $O(c/v) = O(1)$ steps, we obtain an explicit $O(\varepsilon)$-PRG for $f$ with seed length $O(\log w)$.

An interesting feature of the proof of Theorem 3.4.1 is that the efficiency of the PRG of Lemma 3.4.9 is a key part of the proof of correctness of the final PRG.

After Nisan and Zuckerman’s work [NZ96], Armoni developed their techniques further and designed a PRG that “interpolates” between the INW generator and the Nisan-Zuckerman generator [Arm98]. Armoni’s seed length was slightly improved later [KNW08] by plugging in extractors that were developed after Armoni’s work [GUV09] (and analyzing their space complexity). At the extremes $n \geq w$ and $n \leq \text{polylog}(w)$, Armoni’s generator has the same seed length as the INW generator and the Nisan-Zuckerman generator, respectively. However, in the intermediate regime $\text{polylog}(w) \ll n \ll w$, Armoni’s generator (as optimized by Kane, Nelson, and Woodruff [KNW08]) is the best PRG known for ROBPs. It outperforms the INW generator in this regime by a factor of
log log \( w \) (for moderate error), and this slight improvement (combined with other techniques) later led to the current best unconditional derandomization of space-bounded computation [Hoz21].

The Nisan-Zuckerman generator does not have optimal error. Improving the error is an appealing open problem.

**Open Problem 3.4.10** (Improving the error of the Nisan-Zuckerman generator). *For some function \( n = \omega(\log w) \), design an explicit PRG for width-\( w \) length-\( n \) standard-order ROBPs with seed length \( O(\log w) \) and error \( 1/w \).*

The “hitting set generator” analogue of Open Problem 3.4.10 has been solved [AKS87; HZ20].
Chapter 4

PRGs and Hardness

From an algorithm-design perspective, an explicit PRG construction is a “positive” theorem – an upper bound on the resources needed to sample a distribution that fools such-and-such class. An explicit PRG can be used as a building block in a larger algorithm.

On the other hand, from a complexity perspective, a construction of an explicit PRG $G$ fooling a model $F$ provides a concrete example of a task that $F$ cannot do. A PRG construction is thus a “negative” theorem – an impossibility result – a lower bound on the resources required to distinguish the generator’s output from the uniform distribution.

In this chapter, we will explore connections between PRGs and more traditional “lower bound” notions. First, in Section 4.1, we will investigate the “PRGs as lower bounds” viewpoint in more detail and discuss its implications for the prospect of PRG design. Then, in Section 4.2, we will go the other direction, i.e., we will show how to construct PRGs from suitable lower bounds.

4.1 PRGs as high-quality lower bounds

4.1.1 PRGs imply hard Boolean functions

We begin by showing that for every PRG $G$ for a class $F$, there is a certain Boolean function $h$ (closely related to $G$) that cannot be computed by a certain class $F'$ (closely related to $F$). We will make the mild assumption that $F$ is “closed under restrictions” as defined below.

Definition 4.1.1 (Closure under restrictions). Let $F$ be a class of functions $f$ on $\{0,1\}^n$. We say that $F$ is closed under restrictions if the following holds. Let $f \in F$, let $i \in [n]$, and let $b \in \{0,1\}$. Define $g(x) = f(x^{(i\rightarrow b)})$, where $x^{(i\rightarrow b)}$ denotes the string obtained from $x$ by replacing the $i$-th bit with $b$. Then $g \in F$.

Proposition 4.1.2 (PRG $\implies$ Hard Function). Let $F$ be a class of functions $f : \{0,1\}^n \rightarrow \{0,1\}$ that is closed under restrictions. Let $G : \{0,1\}^s \rightarrow \{0,1\}^n$ be an $\varepsilon$-PRG for $F$ where $s < n$ and $\varepsilon < 1/2$. Define $h : \{0,1\}^{s+1} \rightarrow \{0,1\}$ by

$$h(x) = 1 \iff \text{there exist } y, z \text{ such that } G(y) = (x, z).$$

Let $F'$ be the class of functions $f : \{0,1\}^{s+1} \rightarrow \{0,1\}$ of the form $f(x) = f_0(x, a)$ where $f_0 \in F$ and $a \in \{0,1\}^{n-s-1}$. Then $h \notin F'$.

Proof. Since $G$ fools $F$ and $F$ is closed under restrictions, the distribution $G(U_s)_{1\ldots,s+1}$ fools $F'$ with error $\varepsilon$. In contrast, let us show that it does not $\varepsilon$-fool $h$. Indeed, $E[h(G(U_s)_{1\ldots,s+1})) = 1$, whereas $E[h] \leq 1/2$, because the image of $G$ has size at most $2^s$. \hfill $\square$
If the PRG $G$ is explicit, then the hard function $h$ in Proposition 4.1.2 is “somewhat explicit.” For example, if $s = n^\Omega(1)$, then Definition 1.4.1 implies that $h \in \text{NP}$.

The conclusion of Proposition 4.1.2 is a “worst-case” lower bound, i.e., it merely asserts that there is no function in $\mathcal{F}$ that correctly computes the hard function $g$ on all inputs. An “average-case” lower bound, as formalized below, is stronger: it asserts that no function in $\mathcal{F}$ can correctly compute the hard function on significantly more than half of the inputs (with respect to some distribution).

**Definition 4.1.3** (Average-case hardness). Let $\mathcal{F}$ be a class of functions $f : \{0, 1\}^r \rightarrow \{0, 1\}$, let $h : \{0, 1\}^r \rightarrow \{0, 1\}$, and let $D$ be a distribution over $\{0, 1\}^r$. We say that $h$ is $\varepsilon$-hard for $\mathcal{F}$ with respect to $D$ if for every $f \in \mathcal{F}$,

$$\left| \Pr_{X \sim D}[f(X) = h(X)] - \frac{1}{2} \right| \leq \varepsilon.$$

(Note that in Definition 4.1.3, we assume that the success probability is neither significantly more than 1/2, nor significantly less than 1/2. This is just for convenience. The two bounds are equivalent if $\mathcal{F}$ is closed under complement.) The following refined reduction, first formalized by Viola [Vio09], shows that PRGs imply average-case hardness.

**Proposition 4.1.4** (PRG $\implies$ Average-Case Hardness [Vio09]). Let $\mathcal{F}$ be a class of functions $f : \{0, 1\}^n \rightarrow \{0, 1\}$ that is closed under restrictions. Let $G : \{0, 1\}^s \rightarrow \{0, 1\}^n$ be an $\varepsilon$-PRG for $\mathcal{F}$. Let $r = s + \lceil \log(1/\varepsilon) \rceil$ and assume that $r \leq n$. Define $h : \{0, 1\}^r \rightarrow \{0, 1\}$ by

$$h(x) = 1 \iff \text{there exist } y, z \text{ such that } G(y) = (x, z).$$

Let $\mathcal{F}'$ be the class of functions $f : \{0, 1\}^r \rightarrow \{0, 1\}$ of the form $f(x) = f_0(x, a)$ where $f_0 \in \mathcal{F}$ and $a \in \{0, 1\}^{n-r}$. Let $D = \frac{1}{2} U_r + \frac{1}{2} G(U_s)_{1,...,r}$, i.e., the distribution $D$ is a balanced convex combination of the distributions $U_r$ and $G(U_s)_{1,...,r}$. Then $h$ is $\varepsilon$-hard for $\mathcal{F}'$ with respect to $D$.

**Proof.** Sample $U \sim U_r$ and $U' \sim U_s$. Fix any $f \in \mathcal{F}'$, say $f(x) = f_0(x, a)$. Then

$$\Pr_{X \sim D}[f(X) = h(X)] = \frac{1}{2} \Pr[f(U) = h(U)] + \frac{1}{2} \Pr[f(G(U')_{1,...,r}) = h(G(U')_{1,...,r})]$$

$$= \frac{1}{2} \Pr[f(U) = h(U)] + \frac{1}{2} \Pr[f(G(U')_{1,...,r}) = 1]$$

$$\leq \frac{1}{2} \Pr[f(U) = 0] + \frac{1}{2} \Pr[h(U) = 1] + \frac{1}{2} (\Pr[f(U) = 1] + \varepsilon)$$

$$= \frac{1}{2} + \frac{\varepsilon}{2} + \frac{E[h]}{2}$$

$$\leq \frac{1}{2} + \varepsilon,$$

where the first inequality uses the fact that $\mathcal{F}$ is closed under restrictions and hence the distribution $G(U'_{1,...,r})$ fools $\mathcal{F}'$ with error $\varepsilon$. Since $G$ also fools complements of functions in $\mathcal{F}$, we also get the reverse inequality $\Pr_{X \sim D}[f(X) = h(X)] \geq \frac{1}{2} - \varepsilon$. \hfill $\square$

**Proposition 4.1.4** demonstrates that there is a hierarchy of lower bounds:

**Proposition 4.1.4** demonstrates that there is a hierarchy of lower bounds:

$$\text{PRG} \implies \text{Average-Case Lower Bound} \implies \text{Worst-Case Lower Bound}.$$  (4.1)

A PRG construction is a lower bound that is particularly strong, qualitatively speaking. Admittedly, the average-case lower bound in Proposition 4.1.4 is with respect to a certain (explicitly-sampleable) non-uniform distribution $D$, whereas traditionally, we seek average-case lower bounds with respect to the uniform distribution. However, it turns out that in many cases the two types of average-case lower bound are essentially equivalent [CLLO21].
4.1.2 The lack-of-lower-bounds barrier

Looking at Equation (4.1), an optimist might hope to use PRGs to prove new lower bounds. In practice, however, lower bounds come first. Therefore, a lack of known lower bounds for a particular model can be considered a type of barrier to constructing PRGs for that model.

For example, it would be great to obtain an explicit PRG that fools all size-$n$ Boolean circuits with seed length, say, $O(\sqrt{n})$. By Proposition 4.1.2, such a PRG would imply the existence of a function $h \in \text{NP}$ with quadratic circuit complexity. But proving that such a function exists would be a major breakthrough in circuit complexity. The conventional wisdom is that one should not try to design an unconditional PRG for size-$n$ Boolean circuits until after proving the corresponding circuit lower bounds.

The good news, as we have seen already in Chapters 2 and 3, is that this “lack-of-lower-bounds barrier” still leaves plenty of room for a rich theory of unconditional PRGs. After all, highly nontrivial lower bounds are already known for many interesting classes, and hence we can try to design PRGs with matching parameters. For example, for $\text{AC}^0$ circuits (see Definition 2.5.4), the state-of-the-art lower bounds are as follows.

**Theorem 4.1.5** (Parity is hard for $\text{AC}^0$ circuits [IMP12; Hås14]). For every $m, d \in \mathbb{N}$ and $\varepsilon > 0$, there exists a value $r = O(\log^{d-1} m \cdot \log(1/\varepsilon))$ such that the parity function on $r$ bits is $\varepsilon$-hard for depth-$d$ size-$m$ $\text{AC}^0$ circuits with respect to the uniform distribution.

In light of Theorem 4.1.5, we may reasonably hope to design an explicit $\varepsilon$-PRG for depth-$d$ size-$m$ $\text{AC}^0$ circuits with seed length as low as

$$O(\log^{d-1} m \cdot \log(1/\varepsilon)).$$

(4.2)

(Assume for simplicity that $d \geq 2$ and $m \geq n$, where $n$ is the number of pseudorandom bits.) Indeed, recall that Braverman’s theorem (Section 2.6) implies a fairly similar seed length of $\log^{O(d)} m \cdot \log(1/\varepsilon)$. Furthermore, as we will discuss in Section 5.3, explicit PRGs for $\text{AC}^0$ are known with better seed lengths, getting very close to the bound of Equation (4.2). The optimal seed length would be $O(\log(w/\varepsilon))$, independent of $d$, but we should probably not expect to go below $O(\log^{d-1} m \cdot \log(1/\varepsilon))$ until after improving the known lower bounds for $\text{AC}^0$ (Theorem 4.1.5).

As another example, let us consider standard-order ROBPs. Here the situation is better, because optimal lower bounds are known:

**Proposition 4.1.6** (Inner product is hard for standard-order ROBPs). For each even positive integer $2r \in \mathbb{N}$, let $\text{IP}_{2r}: \{0,1\}^{2r} \rightarrow \{0,1\}$ denote the function

$$\text{IP}_{2r}(x, y) = \sum_{i=1}^{r} x_i y_i \mod 2.$$

For every $w \in \mathbb{N}$ and $\varepsilon > 0$, there exists a value $r = O(\log(w/\varepsilon))$ such that $\text{IP}_{2r}$ is $\varepsilon$-hard for width-$w$ standard-order ROBPs with respect to the uniform distribution.

*Proof.* For every width-$w$ length-$(2r)$ standard-order ROBP $f$, there is a communication protocol in which Alice holds $x$, Bob holds $y$, they communicate $1 + \lceil \log w \rceil$ bits, and then they output $f(x, y)$. (Alice simulates the first half of $f$ and sends the state to Bob; Bob simulates the second half of $f$ and sends the output bit to Alice.) The proposition follows by plugging in classic lower bounds on the average-case communication complexity of $\text{IP}_{2r}$ (e.g., see Rao and Yehudayoff’s text [RY20, Theorem 5.6]).

Thus, for standard-order ROBPs, there is no lack-of-lower-bounds barrier, and it is perfectly reasonable to try to design optimal PRGs.
4.2 The Nisan-Wigderson framework

In the previous section, we saw that a PRG implies a hard decision problem. In this chapter, we will discuss a famous method due to Nisan and Wigderson [NW94] for going the other way: converting a hard decision problem into a PRG. Thus, we will establish a fairly tight connection between PRGs and lower bounds (although there are losses that are important in some cases, so the connection is not a perfect equivalence).

4.2.1 Constructing a PRG from a hard function

Let \( h: \{0,1\}^r \rightarrow \{0,1\} \) be a candidate “hard function.” Let \( s > r \), and let \( S_1, \ldots, S_n \) be a family of \( r \)-subsets of \([s]\), i.e., \( S_i \subseteq [s] \) and \( |S_i| = r \). The Nisan-Wigderson generator \( G: \{0,1\}^s \rightarrow \{0,1\}^n \) is given by

\[
G(x) = (h(x_{S_1}), \ldots, h(x_{S_n})),
\]

where \( x_S = x_{i_1}x_{i_2} \cdots x_{i_r} \) when \( S = \{i_1 < i_2 < \cdots < i_r\} \). In words, the generator applies the hard function to \( n \) different substrings of the seed.

We will prove that this construction works under certain assumptions on \( h \) and \( S_1, \ldots, S_n \). Intuitively, to ensure that the output bits of \( G \) appear to be independent, we should apply the hard function \( h \) to inputs that are almost “unrelated.” We will achieve this property by requiring that the sets of indices \( S_1, \ldots, S_n \) are “nearly” disjoint.

**Definition 4.2.1** (Nearly disjoint sets). We say that sets \( S_1, \ldots, S_n \) are \( k \)-nearly disjoint\(^1\) if \( |S_i \cap S_j| \leq k \) for all distinct \( i, j \in [n] \).

Meanwhile, the function \( h \) should be hard to compute, even on average (see Definition 4.1.3). To fool a function \( f \), we will assume that \( h \) is hard for compositions of \( f \) with arbitrary \( k \)-juntas (see Definition 2.4.14). Under these assumptions, the Nisan-Wigderson generator achieves the following parameters.

**Theorem 4.2.2** (Nisan-Wigderson reduction). Let \( f: \{0,1\}^n \rightarrow \{0,1\} \). Suppose \( h: \{0,1\}^r \rightarrow \{0,1\} \) is \( \varepsilon \)-hard for \( f \circ \text{JUNTA}_{r,k} \) with respect to the uniform distribution, and suppose that \( S_1, \ldots, S_n \) are \( k \)-nearly disjoint \( r \)-subsets of \([s]\) for some \( s > r \). Then the Nisan-Wigderson generator \( G \) given by Equation (4.3) fools \( f \) with error \( \varepsilon \cdot n \).

4.2.2 Analysis: Unpredictability

The proof of Theorem 4.2.2 is based on the problem of predicting the next bit of a pseudorandom string after seeing the first few bits. A truly random string is completely unpredictable.

**Definition 4.2.3** (Unpredictability). Let \( X \) be a distribution over \([0,1]^n \), let \( f: \{0,1\}^n \rightarrow \{0,1\} \), and let \( \varepsilon > 0 \). We say that \( X \) is \( \varepsilon \)-unpredictable for \( f \) if for every \( i \in [n] \) and every \( a \in \{0,1\}^{n-i+1} \), we have

\[
\Pr[f(X_1, X_2, \ldots, X_{i-1}, a) = X_i] - \frac{1}{2} \leq \varepsilon.
\]

Equivalently, \( X \) fools the test \( x \mapsto f(x_1, x_2, \ldots, x_{i-1}, a) \oplus x_i \) with error \( \varepsilon \). We say that a generator \( G: \{0,1\}^s \rightarrow \{0,1\}^n \) is \( \varepsilon \)-unpredictable for \( f \) if \( G(U_s) \) is \( \varepsilon \)-unpredictable for \( f \).

\(^1\)A family of nearly disjoint sets, all of the same size, is also known as a *design* or a *partial design* or a *partial Steiner system* or a *packing.*
In some of the early literature, something like Definition 4.2.3 is actually taken to be the definition of a PRG \cite{Sha83; BM84}. As a first step toward proving Theorem 4.2.2, let us show that the Nisan-Wigderson generator is unpredictable.

**Lemma 4.2.4** (The NW PRG is unpredictable). Under the assumptions of Theorem 4.2.2, the Nisan-Wigderson generator $G$ is $\varepsilon$-unpredictable for $f$.

**Proof.** Fix $i \in [n]$ and $a \in \{0,1\}^{n-i+1}$. Sample a seed $Y \in \{0,1\}^s$ uniformly at random, and let $X = G(Y)$. Then

$$\left| \Pr[f(X_1, \ldots, X_{i-1}, a) = X_i] - \frac{1}{2} \right| = \left| \mathbb{E}_{Y_{[s]\setminus S_i}} \left[ \Pr[f(h(Y_{S_1}), \ldots, h(Y_{S_{i-1}}), a) = h(Y_{S_i})] \right] - \frac{1}{2} \right| \leq \mathbb{E}_{Y_{[s]\setminus S_i}} \left[ \left| \Pr[f(h(Y_{S_1}), \ldots, h(Y_{S_{i-1}}), a) = h(Y_{S_i})] - \frac{1}{2} \right| \right].$$

Consider any arbitrary fixing of $Y_{[s]\setminus S_i}$ and let $Z = Y_{S_i}$. For each $j < i$, since we fixed $Y_{[s]\setminus S_i}$ and $|S_i \cap S_j| \leq k$, there is some $k$-junta $\phi_j$ such that $h(Y_{S_j}) = \phi_j(Z)$. Therefore,

$$\left| \Pr[f(h(Y_{S_1}), \ldots, h(Y_{S_{i-1}}), a) = h(Y_{S_i})] - \frac{1}{2} \right| = \left| \Pr[f(\phi_1(Z), \ldots, \phi_{i-1}(Z), a) = h(Z)] - \frac{1}{2} \right| \leq \varepsilon,$$

because $h$ is $\varepsilon$-hard for $f \circ \text{JUNTA}_{r,k}$ (note that each bit of $a$ can trivially be computed by a 0-junta.)

To complete the proof of Theorem 4.2.2, we will relate the “predictor” model to the standard “distinguisher” model. We will show that if a distribution is unpredictable for $f$, then it also fools $f$, with a factor of $n$ loss in the error parameter. This lemma is attributed to Yao.

**Lemma 4.2.5** (Unpredictable $\implies$ Pseudorandom). Let $X$ be a distribution over $\{0,1\}^n$ and let $f: \{0,1\}^n \rightarrow \{0,1\}$. If $X$ is $\varepsilon$-unpredictable for $f$, then $X$ fools $f$ with error $\varepsilon \cdot n$.

**Proof.** Let $R \sim U_n$ be independent of $X$. Define hybrid distributions $D_0, D_1, \ldots, D_n$ by

$$D_i = X_1 X_2 \ldots X_i R_{i+1} R_{i+2} \ldots R_n,$$

so $D_i$ consists of $i$ pseudorandom bits followed by $n-i$ truly random bits. By the triangle inequality,

$$|\mathbb{E}[f(X)] - \mathbb{E}[f]| = |\mathbb{E}[f(D_n)] - \mathbb{E}[f(D_0)]| \leq \sum_{i=1}^n |\mathbb{E}[f(D_i)] - \mathbb{E}[f(D_{i-1})]|.$$

For each $i \in [n]$, we have

$$|\mathbb{E}[f(D_i)] - \mathbb{E}[f(D_{i-1})]| = \left| \mathbb{E}[f(D_{i-1}) \mid R_i = X_i] - \left( \frac{1}{2} \mathbb{E}[f(D_{i-1}) \mid R_i = X_i] + \frac{1}{2} \mathbb{E}[f(D_{i-1}) \mid R_i \neq X_i] \right) \right|$$

$$= \frac{1}{2} \mathbb{E}[f(D_{i-1}) \mid R_i = X_i] + \frac{1}{2} \mathbb{E}[f(D_{i-1}) \mid R_i \neq X_i] - \frac{1}{2}$$

$$= \mathbb{E}[f(D_{i-1}) \oplus R_i \oplus X_i] - \frac{1}{2},$$

$$\leq \mathbb{E}_R \left[ \mathbb{E}_X [f(D_{i-1}) \oplus R_i \oplus X_i] - \frac{1}{2} \right].$$
This is at most $\varepsilon$, because for any fixing of $R$, if we let $g(x) = f(x_1 \ldots x_{i-1}R_i \ldots R_n) \oplus R_i \oplus x_i$, then either $g$ or $-g$ is testing whether $f$ successfully predicts $x_i$ given $x_1, \ldots, x_{i-1}$. Summing up, we get $|E[f(X)] - E[f]| \leq \varepsilon \cdot n$. □

4.2.3 A family of nearly disjoint sets

We have now shown how to construct a PRG given two ingredients: a hard function $h$ and a family of nearly disjoint sets $S_1, \ldots, S_n$. The hard function must be tailored to the specific class of functions that we wish to fool, but constructing the family of nearly disjoint sets is a combinatorics problem that can be addressed separately. We will construct such a family using an argument by Erdős, Frankl, and Füredi [EFF85].

**Lemma 4.2.6** (Existence of nearly disjoint sets [EFF85]). Let $k, r, n \in \mathbb{N}$ with $r > k \geq 1$. For a suitable value $s = O(n^{1/(k+1)} \cdot r^2/k)$, there exists a $k$-nearly disjoint family of $r$-subsets $S_1, \ldots, S_n \subseteq [s]$. Furthermore, given $k, r$, and $n$, the family can be deterministically constructed in time $\text{poly}(n, 2^s)$.

**Proof.** Construct $S_1, \ldots, S_n$ greedily. That is, for $i \in [n]$, having constructed $S_1, \ldots, S_{i-1}$, search exhaustively through all subsets of $[s]$ to find a set $S_i$ of size $r$ such that for every $j < i$, we have $|S_j \cap S_i| \leq k$. To prove that such a set exists, consider picking $S_i$ uniformly at random from among all subsets of $[s]$ of size $r$. Then by the union bound,

$$\Pr[\exists j < i \text{ such that } |S_i \cap S_j| > k] \leq \sum_{j=1}^{i-1} \Pr[|S_j \cap S_i| > k] = (i - 1) \cdot \frac{\binom{r}{k+1} \cdot \binom{s - (k+1)}{r}}{\binom{s}{r}} < n \cdot \frac{(r_{k+1})^2}{(s_{k+1})},$$

where the last step uses the identity $\binom{s}{r} \cdot \binom{r}{k+1} = \binom{s}{k+1} \cdot \binom{s - (k+1)}{r}$. Therefore, a suitable $S_i$ is guaranteed to exist provided $n \leq \left(\frac{s_{k+1}}{r_{k+1}}\right)^2$. Choose the universe size to be $s = [\varepsilon r^2 \cdot n^{1/(k+1)} / k]$, because that way

$$n \leq \left(\frac{sk}{\varepsilon r^2}\right)^{k+1} < \left(\frac{s_{k+1}}{r_{k+1}}\right)^2,$$

where the last step uses $0 < k < r \leq s$. □

**Optimality** Ignoring explicitness, what is the best possible universe size $s$ in Lemma 4.2.6? Equivalently, given $k$, $r$, and $s$, what is the largest number $n$ such that there exists a $k$-nearly disjoint family of $r$-subsets $S_1, \ldots, S_n \subseteq [s]$? This seems to be an open problem in combinatorics, even if we are only interested in rough asymptotics. The proof of Lemma 4.2.6 shows the existence of a family with $n \geq \left(\frac{s_{k+1}}{r_{k+1}}\right)^2$. Conversely, in every such family, each size-$(k+1)$ subset of $[s]$ is contained in at most one $S_i$, so $2^n \leq \left(\frac{s_{k+1}}{r_{k+1}}\right)^2$. This last bound can be slightly improved [Sch64; Fü88], but it seems that there is still a significant gap.

**Open Problem 4.2.7** (Optimal nearly disjoint sets). For given values $k$, $r$, and $s$, determine (asymptotically) the maximum value $n$ such that there exists a $k$-nearly disjoint family of $r$-subsets $S_1, \ldots, S_n \subseteq [s]$.

---

2In terms of universe size, we get $s \geq \Omega(n^{1/(k+1)} \cdot r)$. One can also prove $s \geq \Omega(\min\{r^2/k, nr\})$ using the inclusion-exclusion principle.
When $k$ and $r$ are constant, the problem has been solved: a famous theorem by Rödl [Röd85] says that there exist families with $n = (1 - o(1)) \cdot (s^r)/(s^r)$. When $k$ and $r$ are growing parameters, however, the situation seems to be less clear. For example, when $r = k^2$ and $s = 100k^3$, the optimal value of $n$ is somewhere between $2^\Theta(k)$ and $k^{\Theta(k)}$, but the true value seems to be unknown.

**Efficiency** The proof of Lemma 4.2.6 is simple, but it’s somewhat unsatisfactory because of the exhaustive search. The universe size $s$ corresponds to the seed length of the Nisan-Wigderson generator. The time complexity $\text{poly}(n, 2^s)$ in Lemma 4.2.6 is too high to get a strictly “explicit” PRG, except in the case $s = O(\log n)$, since our definition of explicitness (Definition 1.4.1) is that the runtime should be $\text{poly}(n)$. In the literature [NW94; KM02; HR03], there are several constructions of families of nearly disjoint sets that are “more explicit” than the construction of Lemma 4.2.6, but unfortunately, the parameters of these constructions are not quite as good.

**Open Problem 4.2.8** (More efficient constructions of nearly disjoint sets). Find a family of nearly disjoint sets that has the same parameters as Lemma 4.2.6 and that can be constructed in time $\text{poly}(n)$. (Assume $s < n$.)

### 4.2.4 Unconditional applications

To illustrate the Nisan-Wigderson framework, let us use the framework to design another PRG for $\text{AC}^0$ circuits. Recall that the parity function is hard for such circuits (Theorem 4.1.5). By plugging the parity function into the Nisan-Wigderson framework, we get a PRG with the following parameters.

**Corollary 4.2.9** (Hardness-based PRG for $\text{AC}^0$). For any $n, m, d \in \mathbb{N}$ and $\varepsilon > 0$, there is an $\varepsilon$-PRG for depth-$d$ size-$m$ $\text{AC}^0$ circuits on $n$ input bits with seed length $s = \log^{2d+O(1)}(mn) \cdot \text{polylog}(1/\varepsilon)$. The PRG can be computed in time $2^{O(s)}$.

**Proof.** Let $k = \lfloor \log n \rfloor$. By Theorem 4.1.5, for a suitable value

$$r = O(\log^{d+1}(mn) \cdot \log(n/\varepsilon)),$$

the parity function $h : \{0,1\}^r \to \{0,1\}$ is $(\varepsilon/n)$-hard for depth-$(d+2)$ size-$(m+n\cdot 2^k)$ $\text{AC}^0$ circuits. Let $S_1, \ldots, S_n \subseteq [s]$ be the $k$-nearly disjoint family of $r$-subsets from Lemma 4.2.6, and let $G$ be the Nisan-Wigderson PRG given by Equation (4.3). To prove the correctness of this PRG, let $f$ be a depth-$d$ size-$m$ $\text{AC}^0$ circuit on $n$ input bits. Every function in $f \circ \text{JUNTA}_{r,k}$ can be computed by a circuit of depth $d+2$ and size $m+n \cdot 2^k$, because every $k$-junta can be computed by a depth-two $\text{AC}^0$ circuit of size $2^k$. Therefore, $h$ is $(\varepsilon/n)$-hard for $f \circ \text{JUNTA}_{r,k}$, so Theorem 4.2.2 implies that $G$ fools $f$ with error $\varepsilon$. By Lemma 4.2.6, the seed length of our generator is $s = O(n^{1/(k+1)} \cdot r^2/k)$, which is $\log^{2d+O(1)}(mn) \cdot \log^2(1/\varepsilon)$ as claimed.

Historically, the Nisan-Wigderson approach provided the first explicit PRG for constant-depth polynomial-size $\text{AC}^0$ circuits with seed length $\text{polylog} n$ [Nis91]. The seed length in Corollary 4.2.9 is a little better than the seed length implied by Braverman’s theorem (Section 2.6) in some cases, because the factor 2 in the exponent is better. Today, we can use other frameworks to construct PRGs for $\text{AC}^0$ circuits with better seed lengths (see the discussion in Section 5.3.) However, the Nisan-Wigderson framework remains a valuable, flexible approach for designing PRGs, especially for more powerful models of computation. For example, the Nisan-Wigderson framework has been used to construct unconditional PRGs for $\text{AC}^0$ circuits augmented with a few gates that compute arbitrary threshold functions or symmetric functions [LVW93; Vio07; LS11; ST18; KL18]. Also, a line of work initiated by Trevisan [Tre01] shows that there are connections between the Nisan-Wigderson framework and unconditional constructions of randomness extractors (see Definition 3.4.3).
4.3 Hardness-based PRGs beyond Nisan-Wigderson

In summary, the Nisan-Wigderson framework is a method for converting a hard function into a PRG. Starting from a function on \( r \) bits that is \( \varepsilon \)-hard for \( f \circ \text{JUNTA}_{r,k} \), we get a PRG for \( f \) with seed length \( O(n^{1/(k+1)} \cdot r^2/k) \) and error \( \varepsilon \cdot n \).

Many other PRG constructions, including those that we saw in Chapters 2 and 3 and those that we will see in Chapter 5, are related to lower bounds in a less direct way. To design a PRG for a class \( \mathcal{F} \), rather than using the mere fact that such-and-such lower bound holds, we can try to distill and develop the **insights** that were used to prove the lower bound. For example, as we saw in Section 2.6, Braverman’s theorem relies on the LMN theorem (Theorem 2.6.2), which builds on Håstad’s switching lemma [Has89], which was originally proven for the sake of proving lower bounds for \( \text{AC}^0 \) [Has89]. As another example, the INW generator for ROBPs (Section 3.2) relies on the same “communication complexity” intuition that appears in the proof of optimal lower bounds for ROBPs (Proposition 4.1.6).

There are also methods other than the Nisan-Wigderson framework for generically converting hardness into randomness. These methods improve on the Nisan-Wigderson framework in fascinating and important ways. However, the known applications of these other methods are almost exclusively **conditional**. Since our focus is on unconditional PRGs, we will only briefly survey these other methods.

**Optimizing the circuit-size blow-up** Suppose we wish to design a PRG for size-\( n \) circuits of unbounded depth. The Nisan-Wigderson framework can produce such a PRG, given a function that is hard for circuits that are a little larger. Indeed, if \( f \) is a size-\( n \) circuit, then every function in \( f \circ \text{JUNTA}_{r,k} \) can be computed by a circuit of size \( m = n \cdot 2^{O(k)} \). To avoid paying the severe \( n^{1/(k+1)} \) penalty in the Nisan-Wigderson seed length, one can choose \( k = \Theta(\log n) \), in which case \( m = n^{1+\Theta(1)} \).

There is a line of work on improving the size complexity \( m \), i.e., showing how to construct a PRG for size-\( n \) circuits given a function that is hard for (some type of) circuits of size \( O(n) \) or even \( (1 + \alpha)n \) [RRV02; HR03; DMOZ20; CT21].

**Read-once models** There is another “loss” in the Nisan-Wigderson reduction of a more qualitative nature. The Nisan-Wigderson framework is not well-suited for the important problem of fooling standard-order ROBPs. The reason is that every polynomial-size read-many branching program can be written in the form \( f \circ \text{JUNTA}_{r,1} \) where \( f \) is a polynomial-size standard-order ROBP. Read-many branching programs are vastly more powerful than ROBPs, and the Nisan-Wigderson framework does not give us any way to take advantage of the read-once condition.

Babai, Nisan, and Szegedy nevertheless designed an unconditional hardness-based PRG for standard-order ROBPs [BNS92] via a different reduction. (Their generator was superseded by superior PRGs such as Nisan’s PRG [Nis92] and the INW PRG [INW94], which we discussed in Section 3.2.)

**The seed length compared to the domain size** The seed length in the Nisan-Wigderson reduction is not ideal. Recall that a PRG with seed length \( s \) implies a hard function on \( s + 1 \) bits (Proposition 4.1.2). Therefore, starting from a hard function on \( r \) bits, we can hope to construct a PRG with seed length roughly \( r \), rather than the \( r^2 \) factor that appears in Lemma 4.2.6. Indeed, there is a line of work showing how to convert an appropriately-hard function on \( r \) bits into a PRG with seed length \( O(r) \) or even \( (1 + \alpha)r \) [ISW06; SU05; Uma03; DMOZ20; CT21].
Worst-case hardness assumptions Recall that in the Nisan-Wigderson framework, we rely on access to a function \( h \) that is hard on average, i.e., it is hard to compute \( h \) on even a \( (1/2 + \varepsilon) \)-fraction of inputs. There is a line of work on constructing PRGs from worst-case hardness \([IW97; STV01; ISW06; SU05; Uma03; DMOZ20; CT21]\). To highlight one example, Umans showed how to construct a PRG for size-\( n \) circuits given a function that cannot be computed (in the worst case) by circuits of size \( n^c \) for a suitable constant \( c \) \([Uma03]\). If the hard function is on \( r \) bits, then the PRG has seed length \( O(r) \), and given the truth table of the hard function and a seed, the PRG can be computed in time \( 2^{O(r)} \) \([Uma03]\).

Uniform hardness assumptions In the Nisan-Wigderson framework, we start with a function \( h \) on a finite domain that is hard for some concrete, “nonuniform” model of computation. There are also many known constructions of PRGs from uniform complexity-theoretic hardness assumptions such as \( \text{BPP} \neq \text{EXP} \) \([BFNW93; CNS99; IW01; TV07; Gol11; CIS18; CRTY20]\).

The error parameter The Nisan-Wigderson reduction converts an \( \varepsilon \)-hard function into a PRG with error \( \varepsilon \cdot n \). Fefferman, Shaltiel, Umans, and Viola have studied the problem of avoiding the factor-of-\( n \) blow-up \([FSUV13]\).

One of the motivations for studying this problem is the challenge of designing better PRGs for \( \text{AC}^0[\oplus] \) circuits, i.e., \( \text{AC}^0 \) circuits augmented with parity gates. For context, fairly strong lower bounds are known for this class. In particular, it follows from Smolensky’s work \([Smo93; Fil10]\) that for every \( m, d \in \mathbb{N} \) and \( \varepsilon > 0 \) with \( d \leq \frac{\log(m/\varepsilon)}{\log\log(m/\varepsilon)} \), there is a value \( r = \varepsilon^{-2} \cdot (\log(m/\varepsilon))^{O(d)} \) such that the majority function on \( r \) bits is \( \varepsilon \)-hard for depth-\( d \) size-\( m \) \( \text{AC}^0[\oplus] \) circuits. Therefore, even if we treat the lack-of-lower-bounds barrier as a real barrier, we can hope to design PRGs for these circuits with polylogarithmic seed length (at least in the constant-error regime). So far, however, the best fully-explicit PRGs for these circuits have much larger seed length, very close to the trivial seed length of \( n \) bits \([FSUV13]\).

Open Problem 4.3.1 (PRGs for \( \text{AC}^0[\oplus] \)). Design an explicit PRG that fools constant-depth polynomial-size \( \text{AC}^0[\oplus] \) circuits on \( n \) input variables with seed length \( o(n) \).

Note that if we severely relax our standards of “explicitness,” then there are known constructions of PRGs for \( \text{AC}^0[\oplus] \) with seed length \( n^{o(1)} \) \([CR22; CLW20]\).

Cryptographic PRGs The Nisan-Wigderson generator is unsuitable for cryptography, because computing the generator involves evaluating the “hard function” \( h \). A cryptographic PRG cannot afford to evaluate a function that is hard for the adversary to compute, because a cryptographic PRG must fool all efficient adversaries – including those that use polynomially more time than the PRG itself uses.

Nevertheless, the paradigm of using some type of “hard function” to construct a PRG has been highly successful in the cryptographic setting \([Yao82; GMT82; Sha83; BM84; BBS86; Lev87; ACGS88; GL89; GKL93; HILL99; Gol01; Hol06; HHR06; HHR11; VZ12; HRV13; YLW15; YGLW15; DGV16; EWT21; MZ21]\). Indeed, hardness-based cryptographic PRGs predate the Nisan-Wigderson framework.
Chapter 5

Random Restrictions

In this chapter, we will present several constructions of PRGs based on random restrictions. A restriction is a string \( R \in \{0, 1, \star\}^n \). Intuitively, when \( R_i = \star \), the interpretation is that \( R \) does not assign any value to the \( i \)-th variable. A restriction \( R \) can be applied to a function \( f \) via the following two definitions.

**Definition 5.0.1 (Composition of restrictions).** If \( R \in \{0, 1, \star\}^n \) and \( x \in \{0, 1\}^n \), define the composition \( R \circ x \in \{0, 1, \star\}^n \) by

\[
(R \circ x)_i = \begin{cases} 
R_i & \text{if } R_i \in \{0, 1\} \\
x_i & \text{if } R_i = \star.
\end{cases}
\]  

(5.1)

More generally, the same formula holds when \( x \) is an element of \( \{0, 1, \star\}^n \) rather than \( \{0, 1\}^n \), so \( \circ \) is an associative binary operation on the space \( \{0, 1, \star\}^n \).

**Definition 5.0.2 (Applying a restriction to a function).** Let \( f \) be a function on \( \{0, 1\}^n \), and let \( R \in \{0, 1, \star\}^n \) be a restriction. Then the restricted function \( f|_R \) is the function on \( \{0, 1\}^n \) defined by

\[
f|_R(x) = f(R \circ x).
\]

**Remark 5.0.3 (Order of restriction composition).** Some sources define the composition operator \( \circ \) the other way around, so \( f|_R(x) = f(x \circ R) \) rather than \( f(R \circ x) \). Both conventions are reasonable. The motivation behind our convention is that one can identify a restriction \( R \in \{0, 1, \star\}^n \) with the unique function \( R : \{0, 1\}^n \to \{0, 1\}^n \) such that for every \( f \) and \( x \), we have \( f|_R(x) = f(R(x)) \). (See Figure 5.1.) Under this identification, the restriction composition operator \( \circ \) is literally function composition.

We will often consider random restrictions as defined below.

**Definition 5.0.4 (Truly random restrictions).** For \( p > 0 \), let \( R_p \) denote a truly random restriction over \( \{0, 1, \star\}^n \) with \( \star \)-probability \( p \), i.e., the coordinates are independent, and each coordinate is

\[
\begin{cases} 
\star & \text{with probability } p \\
0 & \text{with probability } (1 - p)/2 \\
1 & \text{with probability } (1 - p)/2.
\end{cases}
\]

(The parameter \( n \) will be clear from context.)
Figure 5.1: The restricted function $f|R$ in the case $R = \{0, *, 1, 1, *, 1, *, 1\}$. We still think of $f|R$ as a function on the 8-variable domain $\{0, 1\}^8$, but its output only depends on the values of four of those variables.

Random restrictions have been used in many areas of the theory of computing, perhaps starting with Subbotovskaya’s pioneering work on De Morgan formulas [Sub61]. The process of designing a PRG for a class $\mathcal{F}$ using restrictions can be divided into two main steps.

1. Prove a lemma that says that functions in $\mathcal{F}$ simplify in some sense under restrictions. We will refer to such a lemma as a “simplification-under-restrictions lemma.” This first step requires an intimate understanding of the specific class $\mathcal{F}$.

2. Apply a generic reduction that says how to construct a PRG for any class satisfying a suitable simplification-under-restrictions lemma (and perhaps also satisfying some mild conditions such as closure properties). This second step is mainly about the abstract logic of restrictions and PRGs.

As we will see, this plan can be instantiated in multiple ways. There are several different types of simplification-under-restrictions lemmas:

- Are we considering truly random restrictions, or pseudorandom restrictions, or “partially pseudorandom” restrictions?

- What is our measure of “simplicity?”

- Does simplification occur with high probability, or does it merely occur “on average?”

Correspondingly, there are several distinct reductions from the problem of constructing PRGs to the problem of proving simplification under restrictions. We will discuss the polarizing random walks framework (Sections 5.1 and 5.2), the iterated restrictions paradigm (Sections 5.3 to 5.5), and the Impagliazzo-Meka-Zuckerman framework (Section 5.6). Perhaps these variations make the topic a bit confusing, but on the bright side, all this flexibility means that we have a rich toolkit for constructing PRGs.
5.1 PRGs from polarizing random walks

In this section, we present our first reduction showing that if a class simplifies under random restrictions, then we get a PRG for that class. This first reduction, based on “polarizing random walks,” was introduced relatively recently by Chattopadhyay, Hatami, Hosseini, and Lovett [CHHL19]. It has the benefit that its assumptions are quite minimal, i.e., it is applicable in a relatively broad set of circumstances.

5.1.1 Simplification under truly random restrictions

Let \( \mathcal{F} \) be a class of functions \( f: \{0,1\}^n \to \{0,1\} \) that we wish to fool. Suppose that we have shown that functions in our class \( \mathcal{F} \) simplify under random restrictions. Specifically, suppose we have identified a class \( \mathcal{F}_{\text{simp}} \) of “simpler” functions and values \( p, \delta > 0 \) such that for each \( f \in \mathcal{F} \), we have

\[
\Pr[f|_{\mathcal{R}_p} \in \mathcal{F}_{\text{simp}}] \geq 1 - \delta.
\]

For example, Rossman proved the following theorem [Ros19] using Håstad’s famous switching lemma [Has89] and his more recent “multi-switching” lemma [H˚ as14].

**Theorem 5.1.1** (\( \text{AC}^0 \) simplifies under restrictions [Ros19]). For every \( n, m, d \in \mathbb{N} \), there is a value \( p = 1/\Theta(\log m)^{d-1} \) such that if \( f: \{0,1\}^n \to \{0,1\} \) is computable by a depth-\( d \) size-\( mn \) \( \text{AC}^0 \) circuit and \( \delta > 0 \), then with probability \( 1 - \delta \), the restricted function \( f|_{\mathcal{R}_p} \) can be computed by a decision tree of depth at most \( \log(1/\delta) \).

For this section, we will consider a class “simple” if we can fool it with a short seed. For example, we consider small-depth decision trees to be simple, because we can \( \varepsilon \)-fool decision trees of depth \( \log(1/\delta) \) using a seed of length \( O(\log(1/\delta) + \log(1/\varepsilon) + \log \log n) \) (see Section 2.3.3). In general, assuming that functions in \( \mathcal{F} \) simplify to \( \mathcal{F}_{\text{simp}} \) under restrictions, and assuming that we have a good PRG for \( \mathcal{F}_{\text{simp}} \), how can we design a PRG for the original class \( \mathcal{F} \)? Our strategy will be to first design a relaxation of a PRG called a fractional PRG. Then, we will gradually transform the fractional PRG into a genuine PRG.

5.1.2 Fractional PRGs

For the purposes of this approach, it will be convenient to work with Boolean functions \( f: \{-1,1\}^n \to \mathbb{R} \) instead of our usual domain \( \{0,1\}^n \). Recall that a PRG for a family of Boolean functions is a function \( G: \{0,1\}^s \to \{-1,1\}^n \) such that \( \mathbb{E}[f(G(U_s))] \approx \mathbb{E}[f] \) for every function \( f \) in the family. A fractional PRG is a relaxation of a PRG where we allow \( G \) to take values in the solid hypercube \( [-1,1]^n \) as opposed to \( \{-1,1\}^n \). For this to make sense, we would like to be able to “evaluate” \( f: \{-1,1\}^n \to \mathbb{R} \) on arbitrary inputs from \( [-1,1]^n \). One natural way to do this is by considering the multilinear extension of \( f \). Recall that every Boolean function \( f: \{-1,1\}^n \to \mathbb{R} \) has a unique Fourier expansion,

\[
f(x) = \sum_{S \subseteq [n]} \hat{f}(S) \prod_{i \in S} x_i.
\]

The formula above can be evaluated at an arbitrary point \( x \in \mathbb{R}^n \), which allows us to extend \( f \) to a multilinear polynomial \( f: \mathbb{R}^n \to \mathbb{R} \). To understand how to interpret the value \( f(x) \) for fractional vectors \( x \in [-1,1]^n \), we make the following definition.

**Definition 5.1.2** (Product distribution notation). For \( x \in [-1,1]^n \), let \( \Pi_x \) be the unique product distribution over \( \{-1,1\}^n \) satisfying \( \mathbb{E}[\Pi_x] = x \).
**Fact 5.1.3** (Evaluation at fractional points). Let \( f: \{-1, 1\}^n \rightarrow \mathbb{R} \) be any function. Extend \( f \) to the domain \([-1, 1]^n\) via the Fourier expansion. Then for every \( x \in [-1, 1]^n \), we have

\[
f(x) = \mathbb{E}[f(\Pi_x)].
\]

More generally, for every product distribution \( X \) over \([-1, 1]^n\), we have \( \mathbb{E}[f(X)] = f(\mathbb{E}[X]) \).

**Proof.** This is immediate from multilinearity and linearity of expectation. \( \square \)

As a result, if \( f \) takes values in \([-1, 1]\), then its multilinear extension is a map \([-1, 1]^n \rightarrow [-1, 1]\).

Another useful corollary is that \( f(0^n) = \mathbb{E}[f] \). Thus, a PRG can be seen as a method of sampling a distribution \( X \) over \([-1, 1]^n\) such that \( \mathbb{E}[f(X)] \approx f(0^n) \). We will define a fractional PRG by allowing the pseudorandom distribution to take values inside the cube.

**Definition 5.1.4** (Fractional PRGs). Let \( f: \{-1, 1\}^n \rightarrow \mathbb{R} \), and extend \( f \) to the domain \([-1, 1]^n\) via the Fourier expansion. A random variable \( X \in [-1, 1]^n \) is said to \( \epsilon \)-fool \( f \), or fool \( f \) with error \( \epsilon \), if

\[
|\mathbb{E}[f(X)] - f(0^n)| \leq \epsilon.
\]

We say that \( X \) fools a family \( \mathcal{F} \) of Boolean functions with error \( \epsilon \) if \( X \) fools (the multilinear extension of) each function in \( \mathcal{F} \) with error \( \epsilon \). A fractional \( \epsilon \)-PRG for \( \mathcal{F} \) is a function \( G: \{0, 1\}^s \rightarrow [-1, 1]^n \) such that \( G(U_s) \) fools \( \mathcal{F} \) with error \( \epsilon \).

We can trivially fool all Boolean functions with error 0 and seed length 0 by simply outputting 0\(^n\). However, our main motivation for defining fractional PRGs is as a means to constructing true PRGs, and our PRG construction will require some non-triviality conditions from the fractional PRG. In particular, we will require each coordinate of the fractional PRG to have variance bounded away from zero.

**Definition 5.1.5** (Noticeability). We say that a random variable \( X \in [-1, 1]^n \) is \( q \)-noticeable for a parameter \( q \geq 0 \), if for every \( i \in [n] \), \( \mathbb{E}[X_i^2] \geq q \). We say that a fractional PRG \( G: \{0, 1\}^s \rightarrow [-1, 1]^n \) is \( q \)-noticeable if \( G(U_s) \) is \( q \)-noticeable.

The following lemma shows that if a class \( \mathcal{F} \) simplifies to another class \( \mathcal{F}_{\text{simp}} \) under restrictions, and we have a good PRG for \( \mathcal{F}_{\text{simp}} \), then we get a good fractional PRG for the original class \( \mathcal{F} \), where the noticeability depends on the \( * \)-probability of the restrictions.

**Lemma 5.1.6** (Simplification implies fractional PRGs). Let \( \mathcal{F} \) and \( \mathcal{F}_{\text{simp}} \) be classes of functions \( f: \{-1, 1\}^n \rightarrow \{-1, 1\} \). Let \( p, \delta > 0 \), and suppose that for each \( f \in \mathcal{F} \), we have

\[
\Pr[f|_{\mathcal{R}_p} \in \mathcal{F}_{\text{simp}}] \geq 1 - \delta.
\]

Let \( X \) be a distribution over \([-1, 1]^n\) that \( \epsilon \)-fools \( \mathcal{F}_{\text{simp}} \). Then \( pX \) is \( (p^2) \)-noticeable and fools \( \mathcal{F} \) with error \( \epsilon + 2\delta \).

**Proof.** Clearly, we always have \((pX)_i^2 = p^2\), showing that \( pX \) is \( (p^2) \)-noticeable. Now fix \( f \in \mathcal{F} \), and sample \( R \sim \mathcal{R}_p \) independently of \( X \). For each fixed string \( x \in \{\pm 1\}^n \), the composition \( R \circ x \) is a product distribution over \( \{\pm 1\}^n \), where

\[
\mathbb{E}[(R \circ x)_i] = (1 - p) \cdot 0 + p \cdot x_i = p \cdot x_i.
\]

Therefore, by Fact 5.1.3, we have \( \mathbb{E}[f(R \circ x)] = f(px) \). Consequently, \( \mathbb{E}_X[f(pX)] = \mathbb{E}_{R,X}[f(R \circ X)] \).

Clearly, \( |\mathbb{E}_{R,X}[f(R \circ X)] - \mathbb{E}[f]| \leq \epsilon + 2\delta \). \( \square \)
By combining Lemma 5.1.6 and Theorem 5.1.1, we get a fractional PRG for $\text{AC}^0$ with the following parameters.

**Corollary 5.1.7** (Fractional PRGs for $\text{AC}^0$). For every $n, m, d \in \mathbb{N}$ and every $\varepsilon > 0$, there is an explicit $q$-noticeable fractional PRG that $\varepsilon$-fools depth-$d$ size-$m$ $\text{AC}^0$ circuits with seed length $O(\log(1/\varepsilon) + \log \log n)$, where $q = 1/\Theta(\log m)^{2d-2}$.

### 5.1.3 From fractional PRGs to PRGs

In this section we will prove that fractional PRGs can be used to construct PRGs with small seed length as long as the fractional PRG has two useful properties: it has a small seed length and all its coordinates have noticeable variance.

**Theorem 5.1.8** (Fractional PRG $\implies$ Standard PRG [CHHL19]). Suppose that $F$ is a family of functions $f : \{-1, 1\}^n \to \{-1, 1\}$ that is closed under restrictions and shifts. Assume that there exists an explicit $q$-noticeable fractional PRG for $F$ with error $\varepsilon$ and seed length $s$. Then there exists an explicit PRG for $F$ with seed length $O(s \cdot q^{-1} \cdot \log(n/\varepsilon))$ and error $O(\varepsilon \cdot q^{-1} \cdot \log(n/\varepsilon))$.

For example, by combining Theorem 5.1.8 and Corollary 5.1.7, we get the following PRG for $\text{AC}^0$.

**Corollary 5.1.9** (PRG for $\text{AC}^0$ based on simplification under truly random restrictions). For every $n, m, d \in \mathbb{N}$ and $\varepsilon > 0$, there is an explicit $\varepsilon$-PRG for depth-$d$ size-$m$ $\text{AC}^0$ circuits on $n$ input bits with seed length $\tilde{O}(\log m)^{2d-2} \cdot \tilde{O}(\log(n/\varepsilon) \cdot \log(1/\varepsilon))$.

The seed length in Corollary 5.1.9 is slightly better than the other PRGs for $\text{AC}^0$ circuits that we have already seen (Braverman’s theorem in Section 2.6, and the Nisan-Wigderson generator in Section 4.2). More importantly, this new PRG generalizes in some ways that the previously discussed PRGs do not. After all, the same approach works whenever a class simplifies under random restrictions. In fact, as we will discuss in Section 5.2, it even works in the more general setting of a class that simplifies “on average” under random restrictions.

### Random walks

To prove Theorem 5.1.8, we will take a random walk through the solid hypercube $[-1, 1]^n$. It is natural to take $Y^{(0)} = 0^n$ as the starting point, since $E[f] = f(0^n)$. Our goal then is to define a random walk that converges quickly to the Boolean cube $\{-1, 1\}^n$, while each step of the walk does not incur much error. We will define the steps by independent samples from the output distribution $X$ of the fractional PRG.

To this end let $X^{(1)}, \ldots, X^{(t)}$ be $t$ independent samples of $X$ where $t$ is to be determined later. A natural first step for the random walk is $Y^{(1)} = Y^{(0)} + X^{(1)}$, as it has the two useful properties:

1. $|E[f(Y^{(1)})] - E[f(Y^{(0)})]| \leq \varepsilon$, and
2. Each coordinate of $Y^{(1)}$ is likely closer to $\{-1, 1\}$ due to $p$-noticeability.

It is tempting to continue this approach for all steps and in particular define $Y^{(j)} = Y^{(j-1)} + X^{(j)}$. This does not work, since we may already step out of the $[-1, 1]^n$ cube, and in fact after some steps start getting farther and farther from $\{-1, 1\}^n$. A slight modification that works is to normalize coordinates according to their distance from $\{-1, 1\}^n$. 
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For two vectors \(x, x' \in [-1, 1]^n\), define \(x \odot x' \in [-1, 1]^n\) to be their coordinate-wise product. Moreover, for every vector \(y \in [-1, 1]^n\) define \(\delta_y \in [0, 1]^n\) to be the vector with \(i\)-th coordinate \((\delta_y)_i = 1 - |y_i|\), i.e., \((\delta_y)_i\) is the distance from \(y_i \in [-1, 1]\) to the Boolean endpoints \([-1, 1]\). The vector \(\delta_y\) defines dimensions of the largest subcube inside \([-1, 1]^n\) centered at \(y\). Using this notation, we can now define the random walk:

- \(Y^{(0)} = 0^n\), and
- For \(j > 0\), let \(Y^{(j)} = Y^{(j-1)} + \delta_{Y^{(j-1)}} \odot X^{(j)}\).

We will show that this random walk quickly gets close to \([-1, 1]^n\). Still, there is a chance that the coordinates of \(Y^{(t)}\) are never exactly integers. The final construction takes care of this by outputting the coordinate-wise signs of \(Y^{(t)}\). To this end, for \(x \in \mathbb{R}^n\) define \(\text{sign}(x) = 1 \iff x_i > 0\).

**The Generator \(G\):**

1. Let \(X_1, \ldots, X_t\) be independent copies of \(X\) for a suitable value \(t = O(q^{-1} \cdot \log(n/\varepsilon))\)
2. Let \(Y^{(0)} = 0^n\), and for \(j > 0\) define \(Y^{(j)} = Y^{(j-1)} + \delta_{Y^{(j-1)}} \odot X^{(j)}\)
3. Output \(\text{sign}(Y^{(t)})\)

### Analysis of the random walk

To prove the correctness of the generator \(G\), we will prove that the random walk has three properties:

(a) Each step introduces little error: For every \(f \in \mathcal{F}\) and \(j \in [t]\), \(|E[f(Y^{(j)})] - E[f(Y^{(j+1)})]| \leq \varepsilon\).

(b) The walk polarizes with high probability: \(\Pr[\|\delta_{Y^{(t)}}\|_\infty \leq \varepsilon/n] \geq 1 - \varepsilon\).

(c) The final rounding operation introduces little error: For every \(f \in \mathcal{F}\), conditioned on polarization, \(|f(Y^{(t)}) - f(\text{sign}(Y^{(t)}))| \leq \varepsilon\).

We prove these properties in the next three lemmas.

**Lemma 5.1.10** (Steps incur small error). Let \(\mathcal{F}\) be a family of functions \(f: \{-1, 1\}^n \to \mathbb{R}\) that is closed under restrictions, and suppose \(X \in [-1, 1]^n\) fools \(\mathcal{F}\) with error \(\varepsilon\). Then for every \(f \in \mathcal{F}\) and \(y \in [-1, 1]^n\),

\[|f(y) - E[f(y + \delta_y \odot X)]| \leq \varepsilon\]

In particular, for every \(j \in [t]\),

\[|E[f(Y^{(j)})] - E[f(Y^{(j+1)})]| \leq \varepsilon\]

**Proof.** Let \(y \in [-1, 1]^n\) be fixed. Sample a restriction \(R \in \{-1, 1, \star\}^n\), independent of \(X\), where the coordinates of \(R\) are independent and distributed as follows:

\[R_i = \begin{cases} \text{sign}(y_i) & \text{with probability } |y_i| \\ \star & \text{with probability } 1 - |y_i| \end{cases}\]
We can extend the composition operation \( R \circ x \) to the case of a vector \( x \in [-1, 1]^n \) in the natural way: we use \( x \) to fill in the \( * \) coordinates of \( R \) (see Equation (5.1)). That way, for each coordinate \( i \in [n] \), we have

\[
\mathbb{E}_{x}[(R \circ x)_i] = |y_i| \cdot \text{sign}(y_i) + (1 - |y_i|) \cdot x_i = y_i + (1 - |y_i|) \cdot x_i,
\]

and hence overall,

\[
\mathbb{E}_{R}[R \circ x] = y + \delta_y \odot x.
\]

By Fact 5.1.3, it follows that

\[
\mathbb{E}_{R}[f(R \circ x)] = \mathbb{E}_{R}[f(R)] = f(\mathbb{E}_{R}[R \circ x]) = f(y + \delta_y \odot x).
\]

Consequently,

\[
|f(y) - \mathbb{E}_{X}[f(y + \delta_y \odot X)]| = \left| \mathbb{E}_{R}[f(R(0^n))] - \mathbb{E}_{R,X}[f(R(X))] \right| \leq \mathbb{E}_{R} \left[ |f(R(0^n)) - \mathbb{E}_{X}[f(R(X))]| \right] \leq \varepsilon,
\]

where the last step uses the fact that \( F \) is closed under restriction, hence \( X \) fools \( f \mid R \) with error \( \varepsilon \) for every fixing of \( R \).

Next, we will show that the random walk above converges to \( \{-1, 1\}^n \) quickly. For this argument, we assume that \( X \) is both \( q \)-noticeable for a large enough \( q > 0 \) and symmetric as defined below.

**Definition 5.1.11** (Symmetric random variables). Let \( X \) be a random variable distributed over \( [-1, 1]^n \). We say that \( X \) is symmetric if for every \( x \in [-1, 1]^n \), we have \( \Pr[X = x] = \Pr[X = -x] \).

We can justify the symmetry assumption as follows. Starting from an arbitrary \( q \)-noticeable fractional \( \varepsilon \)-PRG \( G_{\text{frac}} \) for \( F \) with seed length \( s \), we can define a new \( q \)-noticeable fractional PRG with seed length \( s + 1 \) by the formula

\[
G'_{\text{frac}}(x, b) = (-1)^b \cdot G_{\text{frac}}(x).
\]

The distribution \( G'_{\text{frac}}(U_{s+1}) \) is symmetric, and because \( F \) is closed under shifts, \( G'_{\text{frac}}(U_{s+1}) \) still fools \( F \) with error \( \varepsilon \). (This is the only place where we use the assumption that \( F \) is closed under shifts.)

The symmetry assumption is helpful because of the following lemma concerning the case \( n = 1 \).

**Lemma 5.1.12.** Let \( X \in [-1, 1] \) be a symmetric \( q \)-noticeable random variable. Then

\[
\mathbb{E}_{X} \left[ \sqrt{1 - X} \right] \leq 1 - q/8.
\]

In their original paper, Chattopadhyay, Hatami, Hosseini, and Lovett observed that Lemma 5.1.12 follows immediately from the Taylor expansion of the function \( \sqrt{1 - x} \) [CHHL19]. We present an alternative argument below.

**Proof of Lemma 5.1.12.** Let \( Y = |X| \), and sample \( Z \in \{\pm 1\} \) independently of \( X \). Then the product \( YZ \) is distributed identically to \( X \). Furthermore, for each fixed value \( y \in [0, 1] \), we have

\[
(\mathbb{E}_{Y} \left[ \sqrt{1 - yZ} \right])^2 = \left( \frac{\sqrt{1 - y} + \sqrt{1 + y}}{2} \right)^2 = \frac{1 + \sqrt{1 - y^2}}{2} \leq 1 - \frac{y^2}{4}.
\]

Therefore,

\[
\mathbb{E}_{Y} \left[ \sqrt{1 - X} \right] = \mathbb{E}_{Y} \left[ \sqrt{1 - YZ} \right] \leq \mathbb{E}_{Z} \left[ \sqrt{1 - Y^2} \right] \leq \mathbb{E}_{Y} \left[ 1 - Y^2/4 \right] \leq 1 - q/8. \quad \square
\]
Next, let us use Lemma 5.1.12 to show that coordinate-wise polarization happens with high probability. Indeed, looking ahead, the probability will be high enough to allow a union bound over all coordinates.

**Lemma 5.1.13 (Polarization).** Let $A^{(1)}, \ldots, A^{(j)} \in [-1, 1]$ be independent symmetric $q$-noticeable random variables. Define $B^{(0)} = 0$, and for $j > 0$ define

$$B^{(j)} = B^{(j-1)} + (1 - |B^{(j-1)}|) \cdot A^{(j)}.$$  \hfill (5.2)

Then $\Pr[1 - |B^{(j)}| \geq e^{-tq/8}] \leq e^{-tq/16}$.

**Proof.** What happens to the distance $1 - |B^{(j)}|$ when we apply the update rule given in Equation (5.2)? If $\text{sign}(A^{(j)}) = \text{sign}(B^{(j-1)})$ (the “good case”), the distance decreases by a factor of $1 - |A^{(j)}|$. If $\text{sign}(A^{(j)}) \neq \text{sign}(B^{(j-1)})$ (the “bad case”), the distance might increase, but at most it increases by a factor of $1 + |A^{(j)}|$. Either way, for $j > 0$, we have

$$1 - |B^{(j)}| \leq (1 - |B^{(j-1)}|) \cdot (1 - A^{(j)} \cdot \text{sign}(B^{(j-1)})).$$

We have assumed that $A^{(1)}, \ldots, A^{(j-1)}$ are symmetric. It follows that $B^{(j-1)}$ is also symmetric. Therefore, $|B^{(j-1)}|$ and $A^{(j)} \cdot \text{sign}(B^{(j-1)})$ are independent. As a consequence,

$$\mathbb{E} \left[ \sqrt{1 - |B^{(j)}|} \right] \leq \mathbb{E} \left[ \sqrt{1 - |B^{(j-1)}|} \right] \cdot \mathbb{E} \left[ \sqrt{1 - A^{(j)} \cdot \text{sign}(B^{(j-1)})} \right].$$

The random variable $A^{(j)} \cdot \text{sign}(B^{(j-1)})$ is symmetric and $q$-noticeable, so we may apply Lemma 5.1.12, giving us

$$\mathbb{E} \left[ \sqrt{1 - |B^{(j)}|} \right] \leq \mathbb{E} \left[ \sqrt{1 - |B^{(j-1)}|} \right] \cdot \left(1 - q/8\right).$$

By induction, this implies that

$$\mathbb{E} \left[ \sqrt{1 - |B^{(0)}|} \right] \leq \left(1 - q/8\right)^j \leq e^{-qt/8}.$$  \hfill \Box

The lemma follows by Markov’s inequality.

Now we show that the final rounding step does not introduce too much error.

**Lemma 5.1.14 (Rounding Error).** Let $f: \{-1, 1\}^n \rightarrow \{-1, 1\}$ be a function, and extend it to the domain $[-1, 1]^n$ via the Fourier expansion. For every $y \in [-1, 1]^n$,

$$|f(y) - f(\text{sign}(y))| \leq \sum_{i=1}^n (1 - |y_i|) \leq n \cdot \|\delta_y\|_\infty.$$

**Proof.** We have

$$|f(y) - f(\text{sign}(y))| = |\mathbb{E}[f(\Pi_y)] - f(\text{sign}(y))|$$

\hfill (Fact 5.1.3)

$$\leq 2 \cdot \Pr[\Pi_y \neq \text{sign}(y)]$$

\hfill (since $\|f\|_\infty \leq 1$)

$$\leq 2 \cdot \sum_{i=1}^n \frac{1 - |y_i|}{2},$$

where the final inequality follows by the union bound and the observation that the marginal distributions of $\Pi_y$ are given by

$$(\Pi_y)_i = \begin{cases} 
\text{sign}(y_i) & \text{with probability } \frac{1+|y_i|}{2} \\
-\text{sign}(y_i) & \text{with probability } \frac{1-|y_i|}{2}.
\end{cases}$$  \hfill \Box
We can now analyze $G$ and complete the proof of Theorem 5.1.8. The output of the generator $G$ is $\text{sign}(Y^{(t)})$ for $t = 16 \log(n/\varepsilon)/q$. The seed for $G$ is determined by $t$ independent samples from the fractional generator, and hence has seed-length $ts = O(s \log(n/\varepsilon)/q)$. Let $E$ denote the event that $\|\delta_{Y^{(t)}}\|_\infty \leq e^{-tq/8} \leq \varepsilon/n$. Then, we can bound the error of the generator $\text{sign}(Y^{(t)})$ as follows:

\[
|E[f] - E[f(\text{sign}(Y^{(t)}))]| \\
\leq |E[f(\text{sign}(Y^{(t)}))] - E[f(Y^{(t)})]| + \sum_{j=1}^{t} |E[f(Y^{(j)})] - E[f(Y^{(j-1)})]| \\
\leq |E[f(\text{sign}(Y^{(t)})) - f(Y^{(t)})]| + \varepsilon t \quad \text{(by Lemma 5.1.10)} \\
\leq |E[f(\text{sign}(Y^{(t)})) - f(Y^{(t)})|E]| + 2\Pr[E] + \varepsilon t \\
\leq |E[f(\text{sign}(Y^{(t)})) - f(Y^{(t)})|E]| + 2n \cdot e^{-tq/16} + \varepsilon t \quad \text{(by Lemma 5.1.13)} \\
\leq |E[f(\text{sign}(Y^{(t)})) - f(Y^{(t)})|E]| + \varepsilon (t + 2) \\
\leq O(\varepsilon \log(n/\varepsilon)/q).
\]

### 5.1.4 A better reduction for the low-error regime

In this section, we present a more refined reduction, showing how to convert a fractional PRG into a standard PRG with slightly better parameters than what was achieved by Chattopadhyay, Hatami, Hosseini, and Lovett [CHHL19] (Theorem 5.1.8).

**Theorem 5.1.15** (Fractional PRG $\implies$ Standard PRG, refined version). Suppose that $F$ is a family of functions $f : \{-1,1\}^n \to \{-1,1\}$ that is closed under restrictions and shifts. Assume that there exists a $q$-noticeable fractional PRG for $F$ with error $\varepsilon$ and seed length $s$. Then there exists an explicit PRG for $F$ with seed length $O((s + \log(1/\varepsilon)) \cdot q^{-1} \cdot \log n)$ and error $O(\varepsilon \cdot q^{-1} \cdot \log n)$.

For comparison, recall that in the conclusion of Theorem 5.1.8, the seed length is $O(s \cdot q^{-1} \cdot \log(n/\varepsilon))$ and the error is $O(\varepsilon \cdot q^{-1} \cdot \log(n/\varepsilon))$. We typically have $s \geq \log(1/\varepsilon)$, so the parameters of Theorem 5.1.15 are superior in the regime $\varepsilon < n^{-\omega(1)}$.

The idea behind the improvement is to replace the trivial rounding step. Instead of taking $O(q^{-1} \cdot \log(n/\varepsilon))$ steps of the random walk and arguing that all the coordinates of $Y^{(t)}$ are well-polarized (i.e., close to $\{-1,1\}$), we will take only $O(q^{-1} \cdot \log n)$ steps of the random walk and argue that most of the coordinates of $Y^{(t)}$ are well-polarized. Then, we will show how to approximately sample from the mostly-polarized product distribution $\Pi_{Y^{(t)}}$.

More precisely, our notion of being “mostly polarized” is that when we sample from $\Pi_{Y^{(t)}}$ with high probability, we get a vector that only disagrees with $\text{sign}(Y^{(t)})$ in a few coordinates:

**Definition 5.1.16** (Polarization). Let $y \in [-1,1]^n$, $k \in \mathbb{N}$, and let $\delta > 0$. We say that $y$ is $(k, \delta)$-polarized if

\[
\Pr[\Delta(\Pi_y, \text{sign}(y)) \leq k] \geq 1 - \delta,
\]

where $\Delta$ denotes Hamming distance.

We now show that $O(q^{-1} \cdot \log n)$ steps of the random walk suffice to achieve $(2k, \varepsilon)$-polarization where $k = O(\log(1/\varepsilon)/\log n)$. For this argument, we assume that the coordinates of the output distribution $X$ of the fractional PRG are $k$-wise independent. To justify this assumption, observe that we can replace $X$ with $X \odot X'$, where $X' \in \{\pm 1\}^n$ is a $k$-wise independent distribution. Since $F$ is closed under shifts, this distribution still fools $F$ with error $\varepsilon$. This modification only increases
the seed length of the fractional PRG by an additive $O(k \log n) = O(\log(1/\varepsilon))$ bits; this is the reason for the $s + \log(1/\varepsilon)$ term in the conclusion of Theorem 5.1.15.

**Lemma 5.1.17** (Polarization, refined version). Let $k = \lceil \log(1/\varepsilon)/\log n \rceil$ and assume that the coordinates of $X$ are $k$-wise independent.¹ There exists a value $t = O(p^{-1} \log n)$ such that with probability $1 - \varepsilon$, the vector $Y^{(t)}$ is $(2k, \varepsilon)$-polarized.

*Proof.* Let $J$ be the set of coordinates where $Y^{(t)}$ is “poorly polarized,” namely

$$J = \left\{ i \in [n] : 1 - |Y_i^{(t)}| \geq \frac{1}{n^2} \right\}.$$

By Lemma 5.1.13, there is a choice of $t = O(p^{-1} \log n)$ such that for each coordinate $i \in [n]$, we have $\Pr[i \in J] \leq 1/n^2$. Therefore, for any set $S \subseteq [n]$ with $|S| = k$, we have

$$\Pr[S \subseteq J] \leq n^{-2k}.$$

Thus by a union bound,

$$\Pr[|J| \geq k] \leq \binom{n}{k} \cdot n^{-2k} \leq n^{-k} \leq \varepsilon.$$

Now, fix any $y \in [-1, 1]^n$ such that $|\{i \in [n] : 1 - |y_i| \geq 1/n^2\}| < k$. Every such $y$ is $(2k, \varepsilon)$-polarized, because

$$\Pr[\Delta(\Pi_y, \text{sign}(y)) \geq 2k] \leq \left(\frac{n - k}{k}\right) \cdot \left(\frac{1}{2n^2}\right)^k \leq n^{-k} \leq \varepsilon.$$

Next, as outlined before, we show that when $y$ is $(2k, \varepsilon)$-polarized, we can approximately sample from $\Pi_y$. We use a naïve “brute force” approach.

**Lemma 5.1.18** (Approximately sampling from well-polarized product distributions). Let $y \in [-1, 1]^n$, let $k \in \mathbb{N}$, and let $\delta > 0$. There is a randomized algorithm $\text{Sample}$ such that $\text{Sample}(y, k, \delta)$ outputs a string in $\{-1, 1\}^n$, and if $y$ is $(k, \delta)$-polarized, then the output distribution $\text{Sample}(y, k, \delta)$ is within total variation distance $O(\delta)$ of $\Pi_y$. Furthermore, $\text{Sample}(y, k, \delta)$ runs in time $\text{poly}(n^k, 1/\delta)$ and it uses $O(k \log n + \log(1/\delta))$ truly random bits.

*Proof.* Let $z = \frac{1}{2} \delta y \in [0, 1/2]^n$. Let $D$ be the product distribution over $\{0, 1\}^n$ such that $\mathbb{E}[D] = z$. Note that if we could sample $x \sim D$, then we could sample $\Pi_y$ by outputting the vector with $i$-th coordinate $(-1)^{x_i} \cdot \text{sign}(y_i)$. Thus, it suffices to show how to efficiently sample a vector from $\{0, 1\}^n$ with a distribution close to $D$ in total variation distance. To achieve this, it is helpful to think of a perfect sample from $D$ as being produced by the following process.

**Perfectly sampling $D$:**

1. Pick $\rho \in [0, 1]$ uniformly at random.
2. Initialize $\mu := 0$
3. For $e \in \{0, 1\}^n$:
   3.1 $\mu := \mu + \prod_{i : e_i = 0} z_i \prod_{i : e_i = 1} (1 - z_i)$
   3.2 If $\mu \geq \rho$ then halt and output $e$
4. Output $0^n$

¹In fact, it suffices for the coordinates to be $\varepsilon^2$-almost $k$-wise independent.
To efficiently sample from $D$ (approximately), we make two changes. First, in the “for loop,” we only iterate over $e$ that satisfy $\sum_{i=1}^{n} e_i \leq k$. By the assumption of $(k, \delta)$-polarization, this change only introduces total variation error at most $\delta$. Second, we discretize $\rho$. That is, we sample $\rho \in \{0, \alpha, 2\alpha, \ldots, 1\}$ uniformly at random, where $\alpha = \delta \cdot n^{-k}$. The additional total variation error introduced by this second change is at most $n^k \cdot \alpha \leq \delta$.

Given Lemmas 5.1.17 and 5.1.18, it follows that the PRG below proves Theorem 5.1.15, assuming that $X$ is symmetric and its coordinates are $k$-wise independent.

<table>
<thead>
<tr>
<th>The Generator $G'$:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Let $t = O(q^{-1} \cdot \log(n))$ and $k = \lceil \log(1/\varepsilon) / \log n \rceil$</td>
</tr>
<tr>
<td>2. Let $X^{(1)}, \ldots, X^{(t)}$ be independent copies of $X$</td>
</tr>
<tr>
<td>3. Let $Y^{(1)} = 0^n$, and for $j &gt; 0$ define $Y^{(j)} = Y^{(j-1)} + \delta_{Y^{(j-1)}} \odot X^{(j)}$</td>
</tr>
<tr>
<td>4. Output $\text{Sample}(Y^{(t)}, 2k, \varepsilon)$</td>
</tr>
</tbody>
</table>

5.2 Analysis technique: Fourier growth bounds

Let $\mathcal{F}$ be a class of functions $f: \{0, 1\}^n \rightarrow \{0, 1\}$ that we wish to fool, and let $\mathcal{F}_{\text{simp}}$ be a class of “simpler” functions that we know how to fool. In the previous section, we considered the case that every $f \in \mathcal{F}$ simplifies to $\mathcal{F}_{\text{simp}}$ with high probability under random restrictions, i.e., for some $p, \delta > 0$, we have

$$\Pr[f | R_p \in \mathcal{F}_{\text{simp}}] \geq 1 - \delta. \quad (5.3)$$

We presented the “polarizing random walks” framework, which shows that under this assumption, we can construct a PRG for $\mathcal{F}$.

In this section, we consider a more general setting, which is when $\mathcal{F}$ “simplifies on average” under restrictions. We explain the meaning of this condition in Section 5.2.1. Then, in Section 5.2.2, we present an example of this condition – we show that bounded-width regular ROBPs satisfy such an “average-case” simplification-under-restrictions lemma. Finally, in Section 5.2.3, we show that the polarizing random walks framework still works under this weaker assumption, and consequently we get a PRG for the model of bounded-width “arbitrary-order permutation ROBPs.”

5.2.1 The noise operator and simplification on average

The notion of “simplification on average” is based on the noise operator.

Definition 5.2.1 (Noise operator). Let $f: \{0, 1\}^n \rightarrow \mathbb{R}$ and $p > 0$. We define $T_p f: \{0, 1\}^n \rightarrow \mathbb{R}$ by the equation

$$T_p f(x) = \mathbb{E}[f | R_p(x)].$$

$T_p$ is called the “noise operator” with parameter $p$, because for each bit of $x$, with probability $1 - p$, we replace the bit with a fresh random bit (“noise”). Intuitively, $T_p f$ is a “smoothed out” version of $f$, and smaller values of $p$ correspond to more smoothing out.

We say that $f$ simplifies on average under the random restriction $R_p$ if the function $T_p f$ lies in some “simpler” class $\mathcal{F}_{\text{simp}}$. For example, let $\mathcal{F}$ be the class of parity functions. When we apply a
random restriction $\mathcal{R}_p$, with high probability, no meaningful simplification occurs: the restriction of a parity function is another parity function (or its complement). However, parity functions do drastically simplify on average over restrictions. Indeed, if $f$ is a parity function on $k$ bits, then $T_p f$ is approximated by the constant $1/2$ function to within pointwise error $p^{-k}$.

For a more interesting example, let us return to the model of bounded-width regular ROBPs, which we studied previously in Section 3.3. These programs can compute parity functions, so once again, they do not meaningfully simplify under a typical individual restriction. However, we will show that these programs simplify on average under restrictions. Specifically, we will show that $T_p f$ is fooled by almost $k$-wise uniform distributions, where $p$ and $k$ are suitable parameters and $f$ is any bounded-width regular ROBP. Our approach for proving this simplification-under-restrictions lemma is to bound the Fourier growth, discussed next.

### 5.2.2 Fourier growth bounds for regular ROBPs

Recall the Fourier $L_1$ bound from Section 2.3, which is a simple Fourier-analytic way of measuring the “complexity” of a Boolean function. Fourier growth is a more refined complexity measure which takes into account the degree of Fourier coefficients. Specifically:

**Definition 5.2.2 (Functions with bounded Fourier growth).** For $a, b \geq 1$, denote by $\mathcal{L}_1^n(a, b)$ the family of all $n$-variate Boolean functions $f : \{-1, 1\}^n \rightarrow \{-1, 1\}$ that satisfy

$$\sum_{S \subseteq [n], |S| = d} |\hat{f}(S)| \leq a \cdot b^d,$$

for every $d \in [n]$. Define $\mathcal{L}_1(a, b) = \bigcup_{n \in \mathbb{N}} \mathcal{L}_1^n(a, b)$.

**Remark 5.2.3 (Fourier $L_2$ tail bounds).** One can similarly define $\mathcal{L}_2^n(a, b)$ to be the family of all $n$-variate Boolean functions $f : \{-1, 1\}^n \rightarrow \{-1, 1\}$ that satisfy

$$\sum_{S \subseteq [n], |S| = d} \left|\hat{f}(S)\right|^2 \leq a \cdot 2^{-d/b},$$

for every $d \in [n]$. Tal showed that $\mathcal{L}_2^n(a, b) \subseteq \mathcal{L}_1^n(a, O(b))$ [Tal17]. The simple example of the PARITY function (i.e., $\prod_{i \in [n]} x_i$) shows that the reverse is not true. In other words, having bounded $L_1$ Fourier growth is a weaker assumption than having bounded $L_2$ Fourier tails.

Reingold, Steinke, and Vadhan were the first to prove a Fourier growth bound for regular ROBPs [RSV13]. Later, building on their work and work by Chattopadhyay, Hatami, Reingold, and Tal [CHRT18], Lee, Pyne, and Vadhan improved the bound [LPV22]. In this section, we will present the proof of the latter bound.

**Theorem 5.2.4 (Fourier growth of regular ROBPs [LPV22]).** If $f$ is a width-$w$ standard-order regular ROBP, then $f \in \mathcal{L}_1(1, w - 1)$. That is, for every $d \geq 0$,

$$\sum_{|S| = d} |\hat{f}(S)| \leq (w - 1)^d.$$

After we are done proving Theorem 5.2.4, we will show that Fourier growth bounds imply simplification on average under restrictions.

\footnote{The theorem holds more generally for the “arbitrary-order” model, in which the ROBP reads the variables in an arbitrary permuted order (note that we still assume the ROBP is oblivious). The reason is that the quantity $\sum_{|S| = d} |\hat{f}(S)|$ is invariant under variable permutations.}
Level 1 Fourier coefficients

The first step of the proof of Theorem 5.2.4 is to bound the level-1 Fourier coefficients of $f$. As a shorthand, we write $\hat{f}(i)$ rather than $\hat{f}(\{i\})$. We will prove the following.

**Lemma 5.2.5** (Bound on level-1 Fourier coefficients of regular ROBPs). Let $f$ be a width-$w$ length-$n$ standard-order regular ROBP. Then

$$\sum_{i=1}^{n} |\hat{f}(i)| \leq \mathbb{E}[f] \cdot (w - 1).$$

*Proof.* Let $m$ be the number of rejecting vertices in the final layer, i.e., $m = w - |V_{\text{accept}}|$. We will show by induction on $n$ that

$$\sum_{i=1}^{n} |\hat{f}(i)| \leq \mathbb{E}[f] \cdot m. \quad (5.4)$$

The lemma will follow, because $m \leq w$ (and if $m = w$, then $f \equiv 0$ and the lemma is trivial).

In the base case $n = 0$, Equation (5.4) is trivial, so assume that $n > 0$. Let $V_0, \ldots, V_n$ be the layers of $f$. Partition $V_{n-1} = R \cup S \cup T$ based on the number of accepting edges, i.e.,

$$R = \{v \in V_{n-1} : \mathbb{E}[f_{v\rightarrow}] = 0\},$$

$$S = \{v \in V_{n-1} : \mathbb{E}[f_{v\rightarrow}] = 1/2\},$$

$$T = \{v \in V_{n-1} : \mathbb{E}[f_{v\rightarrow}] = 1\}.$$

Observe that $m = |R| + \frac{1}{2}|S|$ because $f$ is regular. For each $i < n$, we have

$$\hat{f}(i) = \mathbb{E}_{x \sim V_n} [f(x) \cdot (-1)^{x_i}] = \mathbb{E}_{x_1, \ldots, x_{n-1}} \left[ (-1)^{x_i} \cdot \mathbb{E}_{x_n}[f(x)] \right] = \mathbb{E}_{x_1, \ldots, x_{n-1}} \left[ (-1)^{x_i} \cdot (f_{\rightarrow T}(x) + \frac{1}{2} f_{\rightarrow S}(x)) \right] = \hat{f}_{\rightarrow T}(i) + \frac{1}{2} \hat{f}_{\rightarrow S}(i).$$

Therefore, if we write $p_{\rightarrow A}$ as a shorthand for the probability of visiting a vertex in $A \subseteq V_{n-1}$ (namely, $p_{\rightarrow A} = \mathbb{E}[f_{\rightarrow A}]$), then we have

$$\sum_{i=1}^{n-1} |\hat{f}(i)| \leq \frac{1}{2} \sum_{i=1}^{n-1} |\hat{f}_{\rightarrow T}(i)| + \frac{1}{2} \sum_{i=1}^{n-1} |\hat{f}_{\rightarrow S}(i)|$$

$$= \frac{1}{2} \sum_{i=1}^{n-1} |\hat{f}_{\rightarrow T}(i)| + \frac{1}{2} \sum_{i=1}^{n-1} |\hat{f}_{\rightarrow S\cup T}(i)|$$

$$\leq \frac{1}{2} |R \cup S| \cdot p_{\rightarrow T} + \frac{1}{2} |R| \cdot (p_{\rightarrow S \cup T}) \quad \text{(Induction)}$$

$$= m \cdot p_{\rightarrow T} + |R| \cdot \frac{p_{\rightarrow S \cup T}}{2}.$$ 

Meanwhile, at $i = n$, we have

$$|\hat{f}(n)| \leq \mathbb{E}_{x_1, \ldots, x_{n-1}} \left[ \mathbb{E}[(-1)^{x_n} \cdot f(x)] \right] = \frac{p_{\rightarrow S}}{2} \leq \frac{|S|}{2} \cdot \frac{p_{\rightarrow S}}{2},$$

82
because the regularity of $f$ implies that $|S|$ is even. Therefore, overall,

$$
\sum_{i=1}^{n} |\widehat{f}(i)| \leq m \cdot p_{\rightarrow T} + \left( |R| + \frac{|S|}{2} \right) \cdot \frac{p_{\rightarrow S}}{2}
$$

$$
= m \cdot \left( p_{\rightarrow T} + \frac{p_{\rightarrow S}}{2} \right)
$$

$$
= m \cdot \mathbb{E}[f].
$$

\hfill \square

**Higher-level Fourier coefficients**

To bound the higher-level Fourier coefficients, we rely on a notion of *local monotonicity* [BV10b; CHRT18]. For every vertex $v$ of an ROBP $f$, define $p_{v \rightarrow} = \mathbb{E}[f_{v \rightarrow}]$.

**Definition 5.2.6 (Local Monotonicity).** Let $f$ be a standard-order ROBP with layers $V_0, \ldots, V_n$. We say that $f$ is locally monotone if for each $i \in [n]$ and each vertex $u \in V_{i-1}$, if we let $(u, v)$ be the outgoing 0-edge and $(u, s)$ be the outgoing 1-edge, then $p_s \rightarrow \geq p_v \rightarrow$.

It is easy to see that if $f$ is a locally monotone ROBP, then for every $i$, we have $\widehat{f}(i) \leq 0$.\footnote{In the literature, the reverse inequality is claimed [CHRT18; LPV22], but this seems to be a mistake.}

We observe that every ROBP can be “locally monotonized” by relabeling its edges, and so local monotonicity is a property of the labeling and not the structure of the graph.

**Observation 5.2.7 (Local Monotonization [CHRT18]).** Let $f$ be a standard-order ROBP with layers $V_0, \ldots, V_n$. There exists a locally monotone standard-order ROBP $f'$ obtained by relabeling edges of $f$. Furthermore, for every $i \in [n]$ and every $v \in V_{i-1}$,

$$
\widehat{f'}_{v \rightarrow}(i) = -\left| \widehat{f}_{v \rightarrow}(i) \right|.
$$

**Proof.** First order the vertices in each layer according to $p_{v \rightarrow}$, breaking ties according to a predetermined fixed ordering. We start from the layer $V_i$ for $i = n$ and move backwards. For every vertex $v \in V_i$ we relabel its outgoing edges if they do not satisfy the local monotonicity condition. Note that for each vertex $v$, the acceptance probability $p_{v \rightarrow}$ remains unchanged under this relabeling, and hence the ordering of the vertices within each layer remains the same. Furthermore, swapping the labels of the outgoing edges of a vertex $v \in V_{i-1}$ flips the sign of the Fourier coefficient $\widehat{f}_{v \rightarrow}(i)$ so that it is nonpositive. \hfill \square

Note that if $f$ is regular, then so is the local monotonization $f'$. Given Observation 5.2.7, we are prepared to bound the higher-level Fourier coefficients of a regular ROBP, using an inductive argument due to Chattopadhyay, Hatami, Reingold, and Tal [CHRT18].

**Proof of Theorem 5.2.4.** We will show by induction on $d$ that

$$
\sum_{|S|=d} |\widehat{f}(S)| \leq (w-1)^d \cdot \mathbb{E}[f].
$$
Lemma 5.2.5 is the base case $d = 1$. For the inductive step, let the layers of $f$ be $V_0, \ldots, V_n$. Then

$$\sum_{|S| = d+1} |\hat{f}(S)| = \sum_{i=1}^n \sum_{T \subseteq [i-1]} |\hat{f}(T \cup \{i\})| = \sum_{i=1}^n \sum_{T \subseteq [i-1]} |\hat{f}_{v \rightarrow i}(T) \cdot \hat{f}_{v \rightarrow i}(i)|$$

$$\leq \sum_{i=1}^n \sum_{v \in V_{i-1}} \sum_{T \subseteq [i-1]} |\hat{f}_{v \rightarrow i}(T)| \cdot |\hat{f}_{v \rightarrow i}(i)|$$

$$= \sum_{i=1}^n \sum_{v \in V_{i-1}} \left( \sum_{T \subseteq [i-1]} |\hat{f}_{v \rightarrow i}(T)| \right) \cdot |\hat{f}_{v \rightarrow i}(i)|$$

$$\leq (w - 1)^d \cdot \sum_{i=1}^n \sum_{v \in V_{i-1}} \mathbb{E}[f_{v \rightarrow i}] \cdot |\hat{f}_{v \rightarrow i}(i)|$$

by induction. Now, to get rid of the absolute value signs, let $f'$ be the local monotonization of $f$ from Observation 5.2.7. Then continuing, we have

$$\sum_{|S| = d+1} |\hat{f}(S)| \leq (w - 1)^d \cdot \sum_{i=1}^n \sum_{v \in V_{i-1}} \mathbb{E}[f_{v \rightarrow i}] \cdot |\hat{f}_{v \rightarrow i}(i)|$$

$$= (w - 1)^d \cdot \sum_{i=1}^n \sum_{v \in V_{i-1}} \mathbb{E}[f'_{v \rightarrow i}] \cdot (-\hat{f}_{v \rightarrow i}(i))$$

$$= (w - 1)^d \cdot \sum_{i=1}^n \mathbb{E} \left[ \sum_{v \in V_{i-1}} f'_{v \rightarrow i}(x) \cdot f'_{v \rightarrow i}(x) \cdot (-1)^{x_i} \right]$$

$$= (w - 1)^d \cdot \sum_{i=1}^n \mathbb{E}(f'(i))$$

$$\leq (w - 1)^d \cdot (w - 1) \cdot \mathbb{E}[f'] \quad \text{(Lemma 5.2.5)}$$

$$= (w - 1)^{d+1} \cdot \mathbb{E}[f].$$

Fourier growth bounds imply simplification on average

So far, we have shown that regular ROBPs have bounded Fourier growth. Next, we show that in general, functions with bounded Fourier growth simplify on average under restrictions, to the point that they can be fooled by $k$-wise small-bias distributions.

**Proposition 5.2.8** (Bounded Fourier growth $\implies$ simplification on average under restrictions). Let $a, b \geq 1$ and $f \in L_1^a(a, b)$. Let $\varepsilon \in (0, 1)$, and let $X \in \{-1, 1\}^n$ be $k$-wise $\delta$-biased,\(^4\) where

$$\delta = \varepsilon/(2a) \quad \text{and} \quad k = \lceil \log(2a/\varepsilon) \rceil.$$

Let $p = 1/(2b)$. Then $X$ fools $T_p f$ with error $\varepsilon$.

\(^4\)Since we are working over $\pm 1$, the meaning of “$k$-wise $\delta$-biased” is that for every nonempty set $S \subseteq [n]$ with $|S| \leq k$, we have $|\mathbb{E}[\prod_{i \in S} X_i]| \leq \delta.$
Proof. The Fourier expansion of $T_p f$ is given by

$$T_p f(x) = \mathbb{E}_{R \sim R_p}[f(R \circ x)] = \sum_{S \subseteq [n]} \hat{f}(S) \mathbb{E}_{R \sim R_p}[\chi_S(R \circ x)] = \sum_{S \subseteq [n]} \hat{f}(S) \cdot p^{|S|} \cdot \chi_S(x).$$

(Informally, the noise operator $T_p$ “attenuates” the Fourier coefficients of $f$.) Noting that $\mathbb{E}[T_p f(\emptyset)] = \mathbb{E}[T_p f]$, we have

$$|\mathbb{E}[T_p f(X)] - \mathbb{E}[T_p f]| = \left| \sum_{S \subseteq [n]} p^{|S|} \hat{f}(S) \mathbb{E}_{i \in S} X_i \right| \leq \sum_{S \subseteq [n]} p^{|S|} \left| \hat{f}(S) \cdot \mathbb{E}_{i \in S} X_i \right|.$$

When $|S| \leq k$, we have $|\mathbb{E}_{i \in S} X_i| \leq \delta$. When $|S| > k$, we use the trivial bound $|\mathbb{E}_{i \in S} X_i| \leq 1$. Plugging these bounds into the above inequality, we get

$$|\mathbb{E}[T_p f(X)] - \mathbb{E}[T_p f]| \leq \delta \cdot a \cdot \sum_{d=1}^{k} (pb)^d + a \cdot \sum_{d=k+1}^{n} (pb)^d \leq \delta a + 2^{-k} a \leq \varepsilon. \quad \square$$

Thus, in particular, bounded-width standard-order regular ROBPs simplify on average under restrictions.

### 5.2.3 Using Fourier growth bounds to obtain PRGs

Using the analysis in the previous section, let us now obtain a PRG for ROBPs. We already presented some PRGs for standard-order ROBPs in Chapter 3, such as the INW PRG. However, those PRGs rely heavily on the fact that the order of the input variables of the ROBP is known to the generator. A more challenging scenario is when we wish to fool functions of the form

$$f(x) = g(x_{\pi(1)}, \ldots, x_{\pi(n)}),$$

where $g$ is a width-$w$ length-$n$ standard-order ROBP and $\pi$ is an unknown permutation of the coordinates $[n]$. We refer to such a function $f$ as a width-$w$ length-$n$ arbitrary-order ROBP (see Figure 5.2). One motivation for fooling arbitrary-order ROBPs is that they can simulate other interesting classes of tests, such as read-once formulas [BPW11]. In this section, we will focus on a subclass of ROBPs called permutation ROBPs.

**Definition 5.2.9** (Permutation ROBPs). Let $f$ be a length-$n$ arbitrary-order ROBP with layers $V_0, \ldots, V_n$. We say that $f$ is a permutation ROBP if for every $i \in [n]$ and $v \in V_i$, there are exactly two incoming edges to $v$ (regularity), and those two edges have distinct labels (one is labeled 0 and the other is labeled 1).

In Section 3.3, we saw the BRRY generator, which fools constant-width standard-order regular ROBPs with seed length $O(\log n)$. We will now show how to design another PRG for constant-width permutation ROBPs, which once again has seed length $O(\log n)$, but this time the PRG works even in the more challenging arbitrary-order setting:
Figure 5.2: Define $f : \{0, 1\}^{2n} \rightarrow \{0, 1\}$ by the formula $f(x) = \bigoplus_{1 \leq i \leq j \leq n} x_i \cdot x_{n+j}$. This function can be computed by a width-4 arbitrary-order permutation ROBP (the case $n = 2$ is shown above). In contrast, every standard-order ROBP computing $f$ has width $2^{\Omega(n)}$. This can be shown by a communication complexity argument, reducing from the inner product mod 2 problem.

**Theorem 5.2.10** (PRG for arbitrary-order permutation ROBPs [RSV13; CHHL19; LPV22]). For every $w, n \in \mathbb{N}$ and $\varepsilon > 0$, there is an explicit $\varepsilon$-PRG for width-$w$ length-$n$ arbitrary-order permutation ROBPs with seed length $\tilde{O}(w^2 \cdot \log n \cdot \log(1/\varepsilon))$.

As a reminder, we showed in Section 5.2.2 that permutation ROBPs (and more generally regular ROBPs) simplify on average under restrictions. To prove Theorem 5.2.10, we now observe that such an average-case simplification-under-restrictions lemma is sufficient for the polarizing random walks framework.

**Lemma 5.2.11** (Simplification on average implies fractional PRGs). Let $F$ be a class of functions $f : \{\pm 1\}^n \rightarrow \mathbb{R}$. Let $p, \varepsilon > 0$, let $X$ be a distribution over $\{-1, 1\}^n$, and assume that for every $f \in F$, the distribution $X$ fools $T_p f$ with error $\varepsilon$. Then $pX$ is $(p^2)$-noticeable and fools $F$ with error $\varepsilon$.

**Proof.** The proof is exactly the same as the proof of Lemma 5.1.6, except that we replace the final step with the following:

$$\left| \mathbb{E}_{R,X}[f(R \circ X)] - \mathbb{E}[f] \right| = \left| \mathbb{E}_{X}[T_p f(X)] - \mathbb{E}[T_p f] \right| \leq \varepsilon.$$ 

Putting everything together gives us our PRG for bounded-width arbitrary-order permutation ROBPs:

**Proof of Theorem 5.2.10.** Let $f$ be a width-$w$ length-$n$ arbitrary-order permutation ROBP. Such a program $f$ satisfies the Fourier growth bound of Theorem 5.2.4 regardless of the order in which it reads the input variables, because the quantity $\sum_{|S| = d} |\hat{f}(S)|$ is invariant under variable permutations.

5The specific seed length in Theorem 5.2.10 does not appear in prior work, but it does follow directly from prior work [RSV13; CHHL19; LPV22; FK18]. In particular, if $\varepsilon > 1/n$, then it follows from Lee, Pyne, and Vadhan’s work [LPV22], whereas if $\varepsilon \leq 1/n$, then it follows from Forbes and Kelley’s work [FK18]. Our refined polarizing random walks framework (Theorem 5.1.15) gives us a unified proof of Theorem 5.2.10 for all $\varepsilon$. 
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Let $\gamma = \varepsilon / t$ for a suitable value $t = O(w^2 \log n)$. Let $\delta = \gamma / 2$, let $k = \lceil \log(2 / \gamma) \rceil$, and let $X \in \{-1, 1\}^n$ be $k$-wise biased. Let $p = \frac{1}{2(w-1)}$. Then by Theorem 5.2.4 and Proposition 5.2.8, $X$ fools $T_p f$ with error $\gamma$. Therefore, by Lemma 5.2.11, $pX$ is $(p^2)$-noticeable and fools $f$ with error $\gamma$.

The distribution $X$ can be explicitly sampled using a seed of length $s = O(\log(1 / \gamma) + \log \log n)$ (see Theorem 2.2.7). Furthermore, the class of width-$w$ permutation ROBPs is closed under restrictions and shifts. Therefore, by the refined polarizing random walks framework (Theorem 5.1.15), there is an explicit PRG for such programs with error $O(\gamma \cdot p^{-2} \cdot \log n) = \varepsilon$ and seed length

$$O\left(s \cdot p^{-2} \cdot \log n\right) = O\left(w^2 \cdot \log n \cdot (\log(w/\varepsilon) + \log \log n)\right).$$

To be clear, the Fourier growth bound (Theorem 5.2.4) works for all regular ROBPs, not merely permutation ROBPs. However, the class of width-$w$ arbitrary-order regular ROBPs is unfortunately not closed under restrictions. It is therefore unclear how to apply the polarizing random walks framework to such programs.

**Open Problem 5.2.12** (PRGs for arbitrary-order regular ROBPs). Design a PRG for constant-width arbitrary-order regular ROBPs with seed length $o(\log^2 n)$.

Thankfully, the more restricted class consisting of width-$w$ arbitrary-order permutation ROBPs is closed under restrictions, a fact which is crucial in the proof of Theorem 5.2.10.

More generally, by the same argument, one can use the polarizing random walks framework to construct a PRG for any class with bounded Fourier growth, provided that the class is closed under restrictions and shifts.

**Theorem 5.2.13** (PRG for functions with bounded Fourier growth). For every $n, a, b, \varepsilon$, there is an explicit PRG $G$ such that if $F \subseteq L_1(a, b)$ and $F$ is closed under restrictions and shifts, then $G$ fools $F$ with error $\varepsilon$. Furthermore, $G$ has seed length

$$O(b^2 \cdot \log n \cdot (\log(ab/\varepsilon) + \log \log n)).$$

When Reingold, Steinke, and Vadhan proved their Fourier growth bound for standard-order regular ROBPs, they also conjectured a Fourier growth bound for all standard-order ROBPs (whether regular or not) [RSV13]. In particular, they conjectured that constant-width standard-order ROBPs are in $L_1(\text{poly}(n), \text{polylog}(n))$. The width-3 case of this conjecture was proven by Steinke, Vadhan, and Wan [SVW17], and then the general case was proven by Chattopadhyay, Hatami, Reingold, and Tal [CHRT18].

**Theorem 5.2.14** (Fourier growth bound for ROBPs [CHRT18]). Suppose $f$ is a width-$w$ length-$n$ standard-order ROBP. Then $f \in L_1(1, O(\log(n)^w))$. That is, for every $d \in [n]$,

$$\sum_{|S|=d} |\hat{f}(S)| \leq O(\log n)^{wd}.$$

Combining Theorems 5.2.13 and 5.2.14 gives a PRG for constant-width arbitrary-order ROBPs with seed length polylog$(n)$. Later (Section 5.4), we will see a better PRG for this class that will make use of Theorem 5.2.14 in a more sophisticated way.

Motivated by the goal of constructing new PRGs for classes of functions such as $\text{AC}^0$ and $\mathbb{F}_2$-polynomials (see Open Problems 2.4.13 and 4.3.1), there has been effort on two fronts with the
latter having led to some success: 1. Prove reasonable Fourier tail bounds for the said classes, and 2. Construct fractional PRGs under more relaxed assumptions, for example, Fourier tail bounds only on few levels. Chattopadhyay, Hatami, Lovett, and Tal showed how to construct a fractional PRG using only second-level Fourier bounds [CHLT18]. Then, Chattopadhyay, Gaitonde, Lee, Lovett, and Shetty showed that better bounds can be achieved if bounds on higher Fourier levels are available, and interestingly, that fractional PRGs can be achieved even from bounds on $|\sum_{|S|_1=d} \hat{f}(S)|$ where one can have cancellations, as opposed to $L_1$ bounds [CGLLS21]. These works show that certain improved bounds on the Fourier tails of $F_2$-polynomials will lead to new PRGs. On the other hand, Viola [Vio21] showed that the conjectured Fourier tail bounds in these works is equivalent to new correlation bounds, perhaps hinting at the difficulty in the success of these approaches.

5.3 Fooling $\text{AC}^0$ via the Ajtai-Wigderson framework

Let $\mathcal{F}$ be a class of functions $f : \{0, 1\}^n \to \{0, 1\}$ that we wish to fool. In this section, we revisit the case that functions in $\mathcal{F}$ simplify with high probability under restrictions. That is, suppose that for some values $p, \delta > 0$, we have

$$\Pr[f|_{\mathcal{R}_p} \in \mathcal{F}_{\text{simp}}] \geq 1 - \delta, \quad (5.5)$$

and furthermore suppose that we already have an explicit PRG for the “simpler” class $\mathcal{F}_{\text{simp}}$, say with seed length $s$.

In Section 5.1, we presented the polarizing walks framework, which allows us to construct a PRG for the original class $\mathcal{F}$ with a seed length of roughly $p^{-2} \cdot s \cdot \log n$. In this section, we present an older PRG framework due to Ajtai and Wigderson [AW89]. The Ajtai-Wigderson framework achieves a better seed length, but it requires a stronger initial assumption. Roughly speaking, we will show that if it is possible to “derandomize the choice of $\star$ positions” in Equation (5.5), then we can fool $\mathcal{F}$ with a seed length of approximately $p^{-1} \cdot s \cdot \log n$. The distinction between $p^{-2}$ and $p^{-1}$ is quite important in many cases.

5.3.1 Simplification under partially pseudorandom restrictions

The Ajtai-Wigderson framework is based on partially pseudorandom restrictions, meaning that the set of $\star$ positions is pseudorandom, but the assigned values are truly random. To reason about these two components of a restriction separately, we must introduce notation for encoding restrictions using bitstrings. Many different notational approaches have been used for this encoding; unfortunately, it seems inevitable that the notation is somewhat cumbersome and clunky. We will take the approach of defining the following $\odot$ operation.

**Definition 5.3.1** (Encoding restrictions). For $x, y \in \{0, 1\}^n$, define $x \odot y \in \{0, 1, \star\}^n$ by

$$(x \odot y)_i = \begin{cases} x_i & \text{if } y_i = 0 \\ \star & \text{if } y_i = 1. \end{cases}$$

(See Figure 5.3.)

The assumption of the Ajtai-Wigderson framework is that we have a simplification-under-restrictions lemma of the form

$$\Pr[f|_{U \odot Z} \in \mathcal{F}_{\text{simp}}] \geq 1 - \delta, \quad (5.6)$$
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Figure 5.3: In the restriction $x \otimes y$, the string $y$ indicates the $\star$ positions, and the string $x$ assigns values to the non-$\star$ positions.

Where the assigned bits $U \in \{0,1\}^n$ is distributed uniformly at random, the star set $Z \in \{0,1\}^n$ is independent of $U$, and $Z$ can be sampled explicitly with a short seed. For example, for $\mathbf{AC}^0$, there is a line of work on proving derandomized switching lemmas [AW89; TX13; Tal17; ST19a; Kel21; Lyu22]. By combining Lyu’s “derandomized multi-switching lemma” [Lyu22] with Rossman’s arguments [Ros19], one can prove the following.\footnote{Note that Lyu actually proved a fully derandomized multi-switching lemma [Lyu22], but we only use the weaker version where the assigned bits are truly random.}

**Lemma 5.3.2** (Simplification of $\mathbf{AC}^0$ under a partially pseudorandom restriction [Lyu22; Ros19]). For every $n, m, d, \delta$, there is a random variable $Z$ over $\{0,1\}^n$ that can be explicitly sampled using $O(d \cdot \log(mn/\delta))$ truly random bits such that for any depth-$d$ size-$m$ $\mathbf{AC}^0$ circuit $f$ on $n$ input bits,

$$\Pr[\text{DT}(f|U \otimes Z) \leq O(\log(md/\delta))] \geq 1 - \delta.$$  

Here, $U$ is a uniform random $n$-bit string independent of $Z$. Furthermore, for each coordinate $i$, the “star probability” is given by $\mathbb{E}[Z_i] = \Theta(1/\log m)^{d-1}$.

We will not study the proof of Lemma 5.3.2 here. Instead, we will focus on the logic of constructing a PRG given a statement such as Lemma 5.3.2. The only fact we will use about shallow decision trees is that they can be fooled with a short seed length. Indeed, in its simplest form, the Ajtai-Wigderson framework reduces the problem of constructing PRGs to the problem of proving statements like Equation (5.6) with the following parameters.

**Theorem 5.3.3** (Simplification under partially-pseudorandom restrictions $\implies$ PRG [AW89]). Let $\mathcal{F}$ and $\mathcal{F}_{\text{simp}}$ be classes of functions $f : \{0,1\}^n \to \{0,1\}$. Assume that $\mathcal{F}$ is closed under restrictions. Let $Z$ be a random variable over $\{0,1\}^n$ that can be explicitly sampled using $s$ truly random bits such that

$$\forall f \in \mathcal{F}, \ Pr[f|U \otimes Z \in \mathcal{F}_{\text{simp}}] \geq 1 - \delta$$

where $U \in \{0,1\}^n$ is uniform random and independent of $Z$. Assume that we can explicitly compute a value $p$ such that for every $i \in [n]$, we have $\mathbb{E}[Z_i] \geq p$. Suppose also that there is an explicit $\delta$-PRG for $\mathcal{F}_{\text{simp}}$ with seed length $s'$. Then there is an explicit PRG for $\mathcal{F}$ with seed length $t \cdot (s + s')$ and error $O(t\delta)$, where $t = \lceil p^{-1}\ln(n/\delta) \rceil$.

For example, applying the Ajtai-Wigderson framework to Lemma 5.3.2 gives the following PRG for $\mathbf{AC}^0$.\footnote{Note that Lyu actually proved a fully derandomized multi-switching lemma [Lyu22], but we only use the weaker version where the assigned bits are truly random.}
Corollary 5.3.4 (PRG for $\text{AC}^0$ via the Ajtai-Wigderson framework). For every $n,m,d \in \mathbb{N}$ and $\varepsilon > 0$, there is an explicit $\varepsilon$-PRG for size-$m$ depth-$d$ $\text{AC}^0$ circuits with seed length

$$O(\log m)^{d-1} \cdot \widetilde{O}(\log (mn/\varepsilon) \cdot \log (n/\varepsilon)).$$

When $m = \text{poly}(n)$ and $\varepsilon = 1/\text{poly}(n)$, the seed length in Corollary 5.3.4 is only $O(\log n)^{d+O(1)}$, which is superior to the $O(d)$ exponents in the seed lengths of the PRGs that we saw previously (Sections 2.6, 4.2 and 5.1). Trevisan and Xue were the first to achieve exponent $d + O(1)$ [TX13]. Several subsequent papers improved on their seed length [Tal17; ST19a; Kel21; Lyu22], and the current best seed length is achieved by Lyu [Lyu22]. Let $d$ be constant and let $m \geq n$. Using a sophisticated variant of the Ajtai-Wigderson framework, Lyu designed an explicit $\varepsilon$-PRG for size-$m$ depth-$d$ $\text{AC}^0$ circuits with seed length $\widetilde{O}(\log^{d-1} m \cdot \log (m/\varepsilon))$, which is quite close to the lack-of-lower-bounds barrier of $\Theta(\log^{d-1} m \cdot \log (1/\varepsilon))$ (see Section 4.1.2). The remaining gap between the two bounds is most pronounced for the case $d = 2$. The best PRGs for CNFs and DNFs have seed length $\widetilde{O}(\log (m/\varepsilon) \cdot \log m)$ [DETT10; Tal17], whereas the lack-of-lower-bounds barrier allows for a seed length as low as $O(\log m \cdot \log (1/\varepsilon))$.

Open Problem 5.3.5 (Better PRGs for CNFs and DNFs). Design an explicit PRG for polynomial-size CNFs and DNFs on $n$ variables with error 0.1 and seed length $o(\log^2 n)$.

In the remainder of this section, we explain the Ajtai-Wigderson framework in its simplest form, i.e., we prove Theorem 5.3.3.

5.3.2 Restrictions that preserve expectation

The first step of the proof of Theorem 5.3.3 is to construct a fully pseudorandom restriction that preserves the expectations of functions in $F$, as defined next.

Definition 5.3.6 (Preserving expectation). Let $f : \{0,1\}^n \rightarrow \mathbb{R}$, and let $R$ be a random variable distributed over $\{0,1,\ast\}^n$. We say that $R$ preserves the expectation of $f$ to within $\varepsilon$, or $\varepsilon$-preserves the expectation of $f$, if

$$|\mathbb{E}[f|R(U)] - \mathbb{E}[f]| \leq \varepsilon.$$

Here $U$ is independent of $R$ and distributed uniformly over $\{0,1\}^n$.

Recall that we are assuming that $f$ simplifies under the partially-pseudorandom restriction $U \bigcirc Z$. To construct a restriction that preserves the expectation of $f$, we replace the truly random bits with stars, and we replace the stars with pseudorandom bits. To explain further, for $y \in \{0,1\}^n$, let $\bar{y}$ denote the string obtained by flipping each bit of $y$, i.e., $\bar{y}_i = 1 - y_i$. Observe that the $\bigcirc$ operation (Definition 5.3.1) and the $\circ$ operation (Definition 5.0.1) satisfy the following “duality” condition:

Fact 5.3.7 (Restriction duality). For any $x,y,z \in \{0,1\}^n$, we have $(x \bigcirc y) \circ z = (z \bigcirc \bar{y}) \circ x$.

(See Figure 5.4.) As a consequence of Fact 5.3.7, whenever we have a simplification-under-restriction lemma with a derandomized set of $\ast$ positions (Equation (5.6)), there is a related restriction that preserves expectations:

Lemma 5.3.8 (Simplification $\implies$ preserving expectation). Let $F_{\text{simp}}$ be a class of functions $f : \{0,1\}^n \rightarrow \{0,1\}$. Let $X,Z,U$ be independent random variables taking values in $\{0,1\}^n$, where $U$ is uniform and $X$ fools $F_{\text{simp}}$ with error $\varepsilon$. Let $f : \{0,1\}^n \rightarrow \{0,1\}$, and assume that

$$\Pr[f|U \bigcirc Z \in F_{\text{simp}}] \geq 1 - \delta.$$

Then $X \bigcirc Z$ preserves the expectation of $f$ to within $\varepsilon + \delta$.
\[(x \otimes y) \circ z = (z \otimes y) \circ x\]

Figure 5.4: To compute \((x \otimes y) \circ z\), we use \(y\) to partition the coordinates into two parts. The coordinates in one part get their values from \(x\), while the coordinates in the other part get their values from \(z\). Thus, if we swap the roles of \(x\) and \(z\) and flip each bit of \(y\), nothing changes. Here we depict the case \(y = 01011001\).

Proof. We must show that \((X \otimes Z) \circ U\) fools \(f\). By Fact 5.3.7,
\[
f((X \otimes Z) \circ U) = f((U \otimes Z) \circ X) = f\big|_{U \otimes Z}(X).
\]
By assumption, except with probability \(\delta\), \(f\big|_{U \otimes Z} \in \mathcal{F}_{\text{simp}}\), and in this case, \(X\) fools the restricted function with error \(\varepsilon\).

Observe that if \(U \otimes Z\) (the restriction that causes simplification) has *-probability \(p\), then \(X \otimes Z\) (the restriction that preserves expectations) has *-probability \(1 - p\). When we are trying to prove simplification under restrictions, we want the *-probability to be as large as possible, whereas when we are trying to prove preservation of expectation, we want the *-probability to be as small as possible.

5.3.3 Iterated restrictions

Lemma 5.3.2 provides us with a fully pseudorandom restriction \(R\) that preserves the expectation of \(f \in \mathcal{F}\). Because \(R\) is fully pseudorandom, we can afford to sample it and apply it, so \(f\) becomes \(f\big|_R\). The next lemma says that if we then sample another copy of \(R\) and further restrict the restricted function, we continue preserving its expectation.

Lemma 5.3.9 (Composing restrictions that preserve expectations). Let \(\mathcal{F}\) be a class of functions \(f: \{0, 1\}^n \to \mathbb{R}\) that is closed under restriction. Let \(R^{(1)}, \ldots, R^{(t)}\) be independent random variables distributed over \(\{0, 1, \ast\}^n\), assume that each \(R^{(i)}\) preserves the expectation of every \(f \in \mathcal{F}\) to within \(\varepsilon\), and let \(R = R^{(1)} \circ \cdots \circ R^{(t)}\). Then \(R\) preserves the expectation of every \(f \in \mathcal{F}\) to within \(\varepsilon \cdot t\).

Proof. Let us prove it by induction on \(t\). The base case \(t = 1\) is trivial. For the inductive step, let \(R^{(<t)} = R^{(1)} \circ \cdots \circ R^{(t-1)}\) and assume that \(R^{(<t)}\) preserves the expectation of every \(f \in \mathcal{F}\) to within \(\varepsilon \cdot (t - 1)\). Fix some \(f \in \mathcal{F}\), and let \(F = f\big|_{R^{(<t)}}\). Since \(\mathcal{F}\) is closed under restriction, we have \(F \in \mathcal{F}\).
with probability 1. Sample \( U \in \{0, 1\}^n \) uniformly at random. Then
\[
|\mathbb{E}[f|_R(U)] - \mathbb{E}[f]| = |\mathbb{E}[f(R^{<t} \circ R^{(t)} \circ U)] - \mathbb{E}[f]|
\]
\[
= |\mathbb{E}[F|_R(U)] - \mathbb{E}[f]|
\]
\[
\leq |\mathbb{E}[F|_R(U)] - \mathbb{E}[F(U)]| + |\mathbb{E}[F(U)] - \mathbb{E}[f]|
\]
\[
\leq \mathbb{E}_F\left[\mathbb{E}_{R^{(t)}, U} |F|_{R(U)} - \mathbb{E}[F(U)]\right] + |\mathbb{E}[f|_R(U)] - \mathbb{E}[f]|
\]
\[
\leq \mathbb{E}[\mathbb{E}_t] + \varepsilon \cdot (t - 1) = \varepsilon \cdot t. \quad \square
\]

To get a full PRG, we will take \( t \) to be large enough that with high probability, the composed restriction \( R \) in Lemma 5.3.9 assigns values to all variables.

**Lemma 5.3.10** (Preserving expectation \( \Rightarrow \) PRG). Let \( F \) be a class of functions \( f : \{0, 1\}^n \rightarrow \mathbb{R} \) that is closed under restrictions. Suppose there is a distribution \( R \) over \( \{0, 1, \ast\}^n \) such that \( R \) can be explicitly sampled using \( s \) truly random bits, and \( R \) preserves the expectation of every \( f \in F \) to within \( \delta \), and for every coordinate \( i \), \( \Pr[R_i = \ast] \leq 1 - p \). Then there is an explicit PRG for \( F \) with seed length \( s \cdot t \) and error \( O(t\delta) \), where \( t = \lfloor p^{-1} \ln(n/\delta) \rfloor \).

**Proof.** Let \( R^{ct} = R^{(1)} \circ \cdots \circ R^{(t)} \), where \( R^{(1)}, \ldots, R^{(t)} \) are independent copies of \( R \). Our PRG outputs the string \( R^{ct} \circ 0^n \). This PRG clearly has seed length \( s \cdot t \). By Lemma 5.3.9, the restriction \( R^{ct} \) preserves the expectation of every \( f \in F \) to within error \( t \cdot \delta \). Furthermore, the probability that there are any stars remaining in \( R^{ct} \) is bounded by
\[
\Pr[R^{ct} \notin \{0, 1\}^n] \leq \sum_{i=1}^n \Pr[R_i^{ct} = \ast] = \sum_{i=1}^n \Pr[R_i = \ast]^t \leq \sum_{i=1}^n (1 - p)^t \leq \delta.
\]
Consequently, \( R^{ct} \circ 0^n \) fools \( F \) with error \( (t + 1) \cdot \delta \). \( \square \)

Theorem 5.3.3 (the Ajtai-Wigderson reduction) follows from Lemmas 5.3.8 and 5.3.10.

### 5.4 The Forbes-Kelley generator for ROBPs

In Section 5.2, we presented a PRG for arbitrary-order permutation ROBPs. In this section, we present Forbes and Kelley’s PRGs [FK18], which fool general arbitrary-order ROBPs, without any permutation assumption. In the polynomial-width case, Forbes and Kelley achieve seed length \( O(\log^3 n) \) (Theorem 5.4.5), and in the constant-width case, they achieve seed length \( \tilde{O}(\log^2 n) \) (Theorem 5.4.8).

These seed lengths constitute significant improvements over several earlier PRGs for arbitrary-order ROBPs [BPW11; IMZ19; RSV13; SVW17; HLV18; CHRT18]. For polynomial-width programs, the best prior seed length was \( \tilde{O}(\sqrt{n}) \) [RSV13]. For width-\( w \) programs where \( w = O(1) \), the best prior seed length was \( \tilde{O}(\log^{w+1} n) \) [CHRT18]. Forbes and Kelley’s work implies the first PRG with polylogarithmic seed length for read-once formulas with constant fan-in over an arbitrary basis, since every such formula can be computed by a polynomial-width ROBP under some input order [BPW11].

In terms of techniques, Forbes and Kelley’s work builds on several earlier papers, especially work by Reingold, Steinke, and Vadhan [RSV13] and work by Hamarty, Lee, and Viola [HLV18]. Forbes and Kelley’s PRGs are based on a generalization of the Ajtai-Wigderson framework (Section 5.3). We begin by explaining the generalized framework, and then we will present Forbes and Kelley’s PRGs.
5.4.1 Pseudorandomness plus noise

Let $F$ be a class of functions that we wish to fool. Recall the first step of the Ajtai-Wigderson framework: we showed (Lemma 5.3.8) that if functions in $F$ simplify with high probability under partially-pseudorandom restrictions, then we get a fully pseudorandom restriction that preserves the expectation of each $f \in F$. We now refine that analysis to get an “if and only if” condition (actually three equivalent conditions).

**Lemma 5.4.1** (Characterizing preservation of expectation). Let $X, Z, U$ be mutually independent random variables, where each is distributed over $\{0, 1\}^n$ and $U$ is uniform random. Let $f : \{0, 1\}^n \rightarrow \mathbb{R}$ be a function and let $\varepsilon > 0$. The following are equivalent.

1. (Preservation of Expectation) The restriction $X \oplus Z$ preserves the expectation of $f$ to within error $\varepsilon$, i.e.,
   \[ |E[f|_{X \oplus Z}(U)] - E[f]| \leq \varepsilon. \]

2. (Simplification on Average) The distribution $X$ fools $g$ with error $\varepsilon$, where
   \[ g(x) = E_{Z,U}[f|_{U \otimes Z}(x)]. \quad (5.7) \]

3. (Pseudorandomness Plus Noise) The distribution $X + (Z \land U)$ fools $f$ with error $\varepsilon$, i.e.,
   \[ |E[f(X + (Z \land U)) - E[f]| \leq \varepsilon, \quad (5.8) \]
   where $+$ denotes addition over $\mathbb{F}_2^n$ and $\land$ denotes coordinatewise conjunction.

**Proof.** (1 $\iff$ 2) By Fact 5.3.7, we have
   \[ f|_{X \oplus Z}(U) = f((U \otimes Z) \circ X) = f|_{U \otimes Z}(X). \]
   Therefore, $E[f|_{X \oplus Z}(U)] = E[g(X)]$. Furthermore, because $U$ is uniform random, we have $E[g] = E[f]$.

(2 $\iff$ 3) Because $U$ is uniform random, the random variables $X + (Z \land U)$ and $(U \otimes Z) \circ X$ are identically distributed. (In each case, we start with $X$ and then we randomize the bits where $Z_i = 1$.) Therefore, $E[f(X + (Z \land U))] = E[g(X)]$. As mentioned previously, the fact that $U$ is uniform random also implies that $E[f] = E[g]$.

Recall that the noise operator with parameter $p$ is defined by $T_p f(x) = E[f|_{R_p}(x)]$. The function $g$ defined in Equation (5.7) can be understood as the result of applying a partially derandomized noise operator to $f$. Thus, Item 2 says that $f$ simplifies on average under partially-pseudorandom restrictions. This condition is a combination of what we studied in Section 5.2 (simplification on average) and what we studied in Section 5.3 (simplification under partially-pseudorandom restrictions). A form of the perspective embodied by Item 2 was first studied by Gopalan, Meka, Reingold, Trevisan, and Vadhan [GMRTV12].

In this section, it will not be so useful to think in terms of “simplification.” Instead, it will be more productive to reason about fooling $f$ itself using a partially-pseudorandom distribution, as articulated in Item 3. Intuitively, establishing Equation (5.8) is easier than trying to design a PRG in one shot, because the helpful “noise vector” $Z \land U$ contributes a considerable amount of true randomness into the picture. This “pseudorandomness plus noise” perspective originates in work by Haramaty, Lee, and Viola [HLV18]. We adopt this perspective for the rest of this section.
Once we obtain random variables \( X, Z \in \mathbb{F}_2^n \) satisfying Equation (5.8), we can repeat the same procedure iteratively to get a PRG for \( F \). This is because for any fixed \( x, z \in \mathbb{F}_2^n \), fooling the new function \( g(y) = f(x + (z \land y)) \) is equivalent to fooling \( f|_{x \oplus z} \) (see Lemma 5.3.10). We now move on to explaining the Forbes-Kelley PRGs for arbitrary-order ROBPs, which are important examples of the “pseudorandomness plus noise” approach.

### 5.4.2 A Fourier decomposition lemma for ROBPs

The starting point for Forbes and Kelley’s work is the following Fourier decomposition lemma for ROBPs. For simplicity, we assume that the ROBP uses the standard variable ordering (note that permuting variables just permutes Fourier coefficients in the obvious way).

**Lemma 5.4.2** (Forbes-Kelley decomposition of ROBPs). Let \( f \) be a length-\( n \) width-\( w \) standard-order ROBP with layers \( V_0, V_1, \ldots, V_n \). Then

\[
f(x) = L(x) + H(x),
\]

where

\[
L(x) = \sum_{S:|S|<k} \hat{f}(S) \chi_S(x),
\]

and

\[
H(x) = \sum_{i=1}^{n} \sum_{v \in V_i} H_v(x) f_{v \rightarrow}(x),
\]

where \( H_v(x) = \sum_{S \subseteq [n]:|S|=k, i \in S} \widehat{f_{v \rightarrow}}(S) \chi_S(x) \).

**Proof.** Since \( L(x) \) is exactly the degree \( < k \) part of the Fourier expansion of \( f \), we just need to show that

\[
H(x) = \sum_{S \subseteq [n]:|S|\geq k} \hat{f}(S) \chi_S(x).
\]

For every \( S \) with \( |S| \geq k \), let \( i(S) \) denote the \( k \)-th smallest index that appears in \( S \), let \( S_L := S \cap [i(S)] \), and let \( S_R := S \setminus S_L \). Note that \( |S_L| = k \) and \( i(S) \in S_L \). We have

\[
\hat{f}(S) = \sum_{v \in V_i(S)} \widehat{f_{v \rightarrow}}(S_L) \cdot \widehat{f_{v \rightarrow}}(S_R),
\]
where we used the fact that \( f(x) = \sum_{i \in V(x)} f_{\rightarrow v}(x) \cdot f_{\rightarrow v}(x) \). Thus,

\[
\sum_{S \subseteq \{1, \ldots, n\} : |S| \geq k} \hat{f}(S) \chi_S(x) = \sum_{i=1}^{n} \sum_{S : i(S) = i} \hat{f}(S) \chi_S(x) = \sum_{i=1}^{n} \sum_{S : i(S) = i} \sum_{v \in V_i} \hat{f}_{\rightarrow v}(S_L) \cdot \hat{f}_{\rightarrow v}(S_R) \chi_{S_L}(x) \chi_{S_R}(x)
\]

\[
= \sum_{i=1}^{n} \sum_{v \in V_i} \sum_{S_L \subseteq [i]} \sum_{S_R \subseteq [n \setminus [i]} \frac{1}{|S_L|} \hat{f}_{\rightarrow v}(S_L) \cdot \hat{f}_{\rightarrow v}(S_R) \chi_{S_L}(x) \chi_{S_R}(x)
\]

\[
= \sum_{i=1}^{n} \sum_{v \in V_i} H_v(x) \sum_{S_R \subseteq [n \setminus [i]} \frac{1}{|S_L|} \hat{f}_{\rightarrow v}(S_R) \chi_{S_R}(x)
\]

\[
= \sum_{i=1}^{n} \sum_{v \in V_i} H_v(x) f_{\rightarrow v}(x)
\]

\[
= H(x).
\]

### 5.4.3 Pseudorandom restrictions that preserve the expectation of ROBPs

The key point of the construction will be to analyze ROBPs under bounded independent restrictions. In the proposition below, once again we assume for simplicity that the ROBP reads its variables in the standard order; this is without loss of generality because \( k \)-wise uniformity is preserved under variable permutations.

**Proposition 5.4.3** (Preserving the expectation of ROBPs). Suppose \( f : \{0, 1\}^n \rightarrow \{0, 1\} \) is computed by a width-\( w \) standard-order ROBP. Suppose that \( X, Z, U \) are independent random variables, where \( X \) is \( 2k \)-wise uniform, \( Z \) is \( k \)-wise uniform, and \( U \) is uniform. Then

\[
\left| \mathbb{E}_{X, Z, U}[f(X + Z \land U)] - \mathbb{E}[f] \right| \leq \frac{wn}{2^{k/2}}.
\]

**Remark 5.4.4.** For our current project of designing PRGs for ROBPs, the fact that \( Z \) is pseudorandom in Proposition 5.4.3 is not crucial. After all, if we take \( Z \) to be truly random, then Proposition 5.4.3 says that \( X \) fools \( T_{1/2}f \), where \( T_{1/2} \) is the noise operator with parameter \( p = 1/2 \). From there, the polarizing random walks framework gives a PRG (see Sections 5.1 and 5.2). Since \( p \) is a constant, the seed length from the polarizing random walks framework is the same as the seed length from the iterated restrictions framework for this case. (In general, the polarizing walks framework has a worse dependence on \( p \).)

That being said, there are other benefits to the iterated restrictions paradigm besides seed length. In particular, the fact that \( Z \) is pseudorandom will be crucial in Section 5.5, which builds on this section using an “early termination” approach.
Proof. The key is to utilize Lemma 5.4.2. We have

\[
\frac{\mathbb{E}_{X,Z,U}[f(X + Z \land U)] - \mathbb{E}[f]}{
= \frac{\mathbb{E}_{X,Z,U}[L(X + Z \land U) + H(X + Z \land U)] - \hat{f}(\emptyset)}{
= \frac{\mathbb{E}_{X,Z,U}[H(X + Z \land U)]}{\frac{\mathbb{E}_{X,Z,U}[H(X + Z \land U)] - \hat{f}(\emptyset)}{
}
\]

where the last equality uses the fact that

\[
\frac{\mathbb{E}_{X,Z,U}[L(X + Z \land U)]}{\frac{\mathbb{E}_{X,Z,U}[L(X + Z \land U)] - \hat{f}(\emptyset)}{

\]

since \( X + Z \land U \) is \( k \)-wise uniform. It is left to bound \( |\mathbb{E}_{X,Z,U}[H(X + Z \land U)]| \). Note that,

\[
\left| \frac{\mathbb{E}_{X,Z,U}[H(X + Z \land U)]}{\frac{\mathbb{E}_{X,Z,U}[H(X + Z \land U)] - \hat{f}(\emptyset)}{
\right| \leq \frac{n}{\frac{\mathbb{E}_{X,Z,U}[H_v(X + Z \land U)]}{\frac{\mathbb{E}_{X,Z,U}[H_v(X + Z \land U)] - \hat{f}(\emptyset)}{
\right| \leq nw \cdot \max_v 1 
\]

where the first inequality uses the triangle inequality and the fact that \( |\mathbb{E}_{U}[f_{v \rightarrow}(X + Z \land U)]| \leq 1 \).

It is thus sufficient to bound \( E_{X,Z} |\mathbb{E}_{U}[H_v(X + Z \land U)]| \) for every \( i \) and \( v \in V_i \).

\[
E_{X,Z} \left| \frac{\mathbb{E}_{U}[H_v(X + Z \land U)]}{\frac{\mathbb{E}_{U}[H_v(X + Z \land U)] - \hat{f}(\emptyset)}{
\right| \leq E_{X,Z} \left[ \mathbb{E}_{U}[H_v(X + Z \land U)] \right]^2 
\]

\[
= \frac{\mathbb{E}_{X,Z,U'} \left[ \sum_{S,S' \subseteq [i]: \max_i |S| = |S'| = k} \hat{f}_{v \rightarrow}(S) \hat{f}_{v \rightarrow}(S') \chi_{S}(X + Z \land U) \chi_{S'}(X + Z \land U') \right]}{
\frac{\mathbb{E}_{X,Z,U'} \left[ \sum_{S,S' \subseteq [i]: \max_i |S| = |S'| = k} \hat{f}_{v \rightarrow}(S) \hat{f}_{v \rightarrow}(S') \chi_{S}(X + Z \land U) \chi_{S'}(X + Z \land U') \right]}{
\]

where the first step is the Cauchy-Schwarz inequality. Now note that, whenever \( Z \) has a 1 coordinate in \( S \) or \( S' \), then \( \mathbb{E}_U[\chi_S(X + Z \land U)] \mathbb{E}_U[\chi_{S'}(X + Z \land U')] = 0 \). Otherwise when \( Z \) is all zeros on both \( S \) and \( S' \) coordinates, we have \( \chi_S(X + Z \land U) = \chi_S(X) \) and \( \chi_{S'}(X + Z \land U') = \chi_{S'}(X) \). Now since \( X \) is \( 2k \)-wise uniform, in this case we get

\[
\frac{\mathbb{E}_X \left[ \mathbb{E}_U[\chi_S(X + Z \land U)] \mathbb{E}_U[\chi_{S'}(X + Z \land U')] \right]}{\mathbb{E}_X[\chi_S(X) \cdot \chi_{S'}(X)]} = \begin{cases} 1 & \text{if } S = S' \\ 0 & \text{if } S \neq S'. \end{cases}
\]
Putting these facts together, we get
\[
\sum_{S, S' \subseteq [i]: \quad i \in S, S', |S| = |S'| = k} \mathbb{E}_{X, Z} \mathbb{E}_{U} \mathbb{E}_{U'} [\chi_S (X + Z + U) \chi_{S'} (X + Z + U')]
\]
\[
= \sum_{S \subseteq [i]: \quad i \in S, |S| = k} \mathbb{E}_{U} \mathbb{E}_{Z} [\chi_S (X + Z) 2^k \Pr [Z_i = 0 \forall i \in S] = 2^{-k} \sum_{S \subseteq [i]: \quad i \in S, |S| = k} \mathbb{E}_{U} \mathbb{E}_{Z} [\chi_S (X + Z)]^2 \leq 2^{-k},
\]
where the second equality is due to \( T \) being \( k \)-wise uniform, and the last inequality follows from Parseval’s identity.

Given Proposition 5.4.3, we can get a full \( \varepsilon \)-PRG for arbitrary-order ROBPs by choosing \( k = O(\log (wn/\varepsilon)) \) and applying the generic reduction Lemma 5.3.10. Using efficient constructions of \( k \)-wise and \( 2k \)-wise uniform distributions, an individual restriction can be sampled explicitly using \( O(k \log n) = O(\log n \cdot \log (nw/\varepsilon)) \) truly random bits. Therefore, the overall seed length is as follows.

**Theorem 5.4.5** (PRGs for arbitrary-order ROBPs [FK18]). For every \( n, w \in \mathbb{N} \) and \( \varepsilon > 0 \), there is an explicit \( \varepsilon \)-PRG for width-\( w \) length-\( n \) arbitrary-order ROBPs with seed length \( O(\log n \cdot \log (n/w) \cdot \log (nw/\varepsilon)) \). In particular, when \( w = \text{poly}(n) \) and \( \varepsilon = 1/\text{poly}(n) \), the seed length is \( O(\log^3 n) \).

For small values of \( \varepsilon \), a better seed length of \( O(\log(nw/\varepsilon) \cdot \log^2 n) \) can be achieved by terminating the iterative restriction process after \( O(\log n) \) restrictions instead of \( O(\log (n/w)) \) restrictions and observing that the restricted function is an \( O(\log(nw/\varepsilon)) \)-junta with high probability. See Forbes and Kelley’s work for details [FK18].

### 5.4.4 A better generator for the small-width setting

Forbes and Kelley showed how to achieve a better seed length when \( w \) is small. The construction is similar, except that \( k \)-wise uniform distributions are replaced by small-bias distributions.inv

**Proposition 5.4.6** (Preserving the expectation of ROBPs that have low level-\( k \) Fourier weight [FK18, Lemma 7.2]). Suppose \( f: \{0, 1\}^n \rightarrow \{0, 1\} \) is computed by a width-\( w \) standard-order ROBP. Moreover, suppose that \( X \) and \( Z \) are independent \( \beta \)-biased random variables distributed over \( \{0, 1\}^n \). Let \( k \in \mathbb{N} \), and let \( L = \sum_{|S| = k} |\hat{f}(S)| \). Then the restriction \( X \oplus Z \) preserves the expectation of \( f \) to within
\[
O \left( \left( 2^{-k/2} + \sqrt{\beta} \cdot (L + 2^{k/4}) \right) \cdot n \cdot w \right).
\]

The proof of Proposition 5.4.6 is similar to the proof of Proposition 5.4.3, and we omit it. The point is that Proposition 5.4.6 allows us to take advantage of bounds on the Fourier growth of \( f \). Plugging Theorem 5.2.14 into Proposition 5.4.6 and choosing \( k = \Theta(\log (wn/\varepsilon)) \) yields the following.

**Proposition 5.4.7** (Preserving the expectation of low-width ROBPs). For every \( w, n \in \mathbb{N} \) and \( \varepsilon > 0 \), there is a value
\[
\beta = 2^{-O(\log(wn/\varepsilon) \cdot w \cdot \log \log n)}
\]
such that if \( X \) and \( Z \) are independent \( \beta \)-biased random variables distributed over \( \{0, 1\}^n \), then the restriction \( X \oplus Z \) preserves the expectation of any width-\( w \) ROBP \( f: \{0, 1\}^n \rightarrow \{0, 1\} \) to within \( \varepsilon \).

---

8In Forbes and Kelley’s work [FK18], they take the star-set \( T \) to be almost \( k \)-wise uniform; this is implied by the small-bias condition (see Theorem 2.3.2.)
Note that the restriction $X \otimes Z$ has $*$-probability 1/2, so we are assigning values to roughly half the input bits. Furthermore, when $w$ is a constant, the restriction $X \otimes Z$ can be sampled using $O(\log(n/\varepsilon))$ truly random bits. Iterating for $O(\log n)$ steps leads to the following PRG.

**Theorem 5.4.8 ([FK18]).** There is an explicit PRG for width-$w$ length-$n$ arbitrary-order ROBPs with error $\varepsilon$ and seed length $O(w \cdot \log(nw/\varepsilon) \cdot \log n \cdot \log \log n)$.

## 5.5 PRGs for read-once CNFs via early termination

Let $\mathcal{F}$ be a class of functions that we wish to fool. In Sections 5.3 and 5.4, our approach for fooling $\mathcal{F}$ was to first design a pseudorandom restriction $R$ that approximately preserves the expectations of functions in $\mathcal{F}$. Then, we iteratively applied many copies of this restriction, assigning values to more and more variables. If $R$ assigns values to a $p$-fraction of the variables, then we perform roughly $p^{-1} \cdot \log n$ many iterations. Thus, if each copy of $R$ costs $s$ truly random bits, then this approach leads to a final seed length of roughly $p^{-1} \cdot s \cdot \log n$.

In this section, we develop a refined version of the iterated restrictions paradigm that can lead to an improved seed length in some cases. The idea is, we start by composing $t$ copies of $R$, say $R' = R^{(1)} \circ \cdots \circ R^{(t)}$, where the number of iterations ($t$) is significantly smaller than $p^{-1} \cdot \log n$, such as perhaps $t = p^{-1} \cdot \log \log n$. Then, we prove that functions in $\mathcal{F}$ simplify under this composed restriction $R'$. That is, we show that

$$\forall f \in \mathcal{F}, \ Pr[f|_{R'} \in \mathcal{F}_{\text{simp}}] \geq 1 - \delta,$$

where $\mathcal{F}_{\text{simp}}$ is some class of “simpler” functions. Consequently, there is no need to continue sampling copies of $R$. Instead, we can use a PRG for $\mathcal{F}_{\text{simp}}$ to finish the job, taking advantage of the “simplicity” of the restricted function $f|_{R'}$. This leads to a final seed length of $s \cdot t + s'$, where $s'$ is the seed length for fooling $\mathcal{F}_{\text{simp}}$.

Observe that the restriction $R'$ in this framework is fully pseudorandom. Thus, the key challenge of this approach is that it requires proving a fully-derandomized simplification-under-restrictions lemma (Equation (5.9)). In Section 5.5.1, we show an example of a fully-derandomized simplification-under-restriction lemma, for the class of read-once CNF formulas. Then, in Section 5.5.2, we explain how to use that lemma to design a near-optimal PRG for such formulas.

### 5.5.1 Simplification of read-once CNFs under fully-pseudorandom restrictions

Recall that a CNF is a conjunction of clauses, each of which is a disjunction of literals. We will show that under a suitable pseudorandom restriction, a read-once CNF is likely to simplify, in the sense that the restricted formula only has a few remaining clauses. We begin with the following convenient definition, which generalizes the notion of $\gamma$-almost $k$-wise uniformity.

**Definition 5.5.1** ($k$-wise $\gamma$-close distributions). Let $\Sigma$ be an alphabet, let $n \in \mathbb{N}$, and let $X,Y$ be distributions over $\Sigma^n$. Let $k \in \mathbb{N}$ and $\gamma > 0$. We say that $X$ is $k$-wise $\gamma$-close to $Y$ if for every $S \subseteq [n]$ with $|S| \leq k$, the substrings $X_S$ and $Y_S$ have total variation distance at most $\gamma$.

Recall that the width of a clause is the number of literals in the clause. A width-$w$ CNF is a CNF in which each clause has width at most $w$. We begin by analyzing the effect of a “mild” pseudorandom restriction, i.e., a restriction that only assigns values to a constant fraction of the input variables. Intuitively, under such a restriction, the width of a read-once CNF should decrease by a constant factor, because in any given clause, a constant fraction of the variables should be assigned values. We show that this indeed occurs in all but a few “exceptional” clauses.
Lemma 5.5.2 (Simplification of read-once CNFs under mild fully-pseudorandom restrictions). For every \( w \in \mathbb{N} \) and \( \delta > 0 \), there is a value \( k = O(w + \log(1/\delta)) \) such that the following holds. Let \( f \) be a width-\( w \) read-once CNF. Let \( \gamma = 2^{-4k} \), let \( p \leq 2^{-10} \), and let \( \bar{R} \) be a distribution over \( \{0, 1, *\}^n \) that is \( k \)-wise \( \gamma \)-close to \( \mathcal{R}_p \). Then with probability \( 1 - \delta \), the restricted function \( f|_\bar{R} \) can be computed by a read-once CNF of the form \( f|_\bar{R} = f_{\text{narrow}} \land f_{\text{small}} \), where \( f_{\text{narrow}} \) is a read-once CNF of width at most \( w/2 \) and \( f_{\text{small}} \) is a read-once CNF with at most \( O(\log^2(1/\delta)) \) clauses.

To prove Lemma 5.5.2, we rely on the following tail bound, which we cite without proof.

**Theorem 5.5.3** (Tail bound for almost \( \mathcal{R}_p \) variables [DMRTV21]). Let \( q > 0 \) and let \( X \in \{0, 1\}^m \), where \( X_1, \ldots, X_m \) are independent random variables with \( \mathbb{E}[X_i] \geq q \) for each \( i \). Let \( k \) be an even positive integer, let \( \gamma > 0 \), and let \( \bar{X} \) be \( k \)-wise \( \gamma \)-close to \( X \). Then

\[
\Pr[\bar{X}_1 = \bar{X}_2 = \cdots = \bar{X}_m = 0] \leq \left(\frac{16k}{qm}\right)^{k/2} + 2k \cdot \gamma \cdot \left(\frac{1}{q}\right)^k.
\]

The specific bound of Theorem 5.5.3 appears in work by Doron, Meka, Reingold, Tal, and Vadhan [DMRTV21] as a corollary of earlier work by Steinke, Vadhan, and Wan [SVW17]; a similar bound appears in work by Celis, Reingold, Segev, and Wieder [CRSW13]. Now we prove Lemma 5.5.2 using Theorem 5.5.3.

**Proof of Lemma 5.5.2.** Let \( k \) be a multiple of \( w \) such that \( 32k \cdot 2^{-k/2} \leq \delta \). Let \( m \) be the number of clauses in \( f \), say \( f = C_1 \land \cdots \land C_m \). We consider three cases based on the value of \( m \). For the first case, suppose that \( m \leq 8^w \). For \( j \in [m] \), let \( X_j \) be the indicator for the bad event that there are more than \( w/2 \) variables that are read by \( C_j \) and kept alive by \( \bar{R} \). Let \( f_{\text{small}} \) consist of all the clauses with \( X_j = 1 \) and let \( f_{\text{narrow}} \) consist of all the clauses with \( X_j = 0 \); our job is to show that \( f_{\text{small}} \) has few clauses with high probability. Let \( w_j \) be the number of variables that \( C_j \) reads, so \( w_j \leq w \). If \( \bar{R} \) is a *truly* random restriction \( \bar{R} = \mathcal{R}_p \), then

\[
\mathbb{E}[X_j] \leq \left(\frac{w_j}{w/2}\right) \cdot p^{w/2} \leq 2^w \cdot 2^w = 2^{4w}.
\]

For any set \( S \subseteq [m] \) of size \( |S| = k/w \), the clauses \( \{C_j\}_{j \in S} \) read a total of at most \( k \) variables, so when \( \bar{R} \) is a pseudorandom restriction (namely \( k \)-wise \( \gamma \)-close to \( \mathcal{R}_p \)), we have

\[
\Pr[X_S = 1^S] \leq \gamma + (2^{-4w})^{k/w} = 2 \cdot 2^{-4k}.
\]

Therefore, by the union bound,

\[
\Pr \left[ \sum_j X_j \geq k/w \right] \leq \binom{m}{k/w} \cdot 2 \cdot 2^{-4k} \leq 8^{w-k/w} \cdot 2 \cdot 2^{-4k} = 2 \cdot 2^{-k} \leq \delta / (16k).
\]

Note that \( k/w = O(1 + \log(1/\delta)/w) \leq O(\log(1/\delta)) \), so indeed, with high probability, \( f_{\text{small}} \) has at most \( O(\log(1/\delta)) \) clauses.

Next, for the second case, suppose that \( 8^w < m \leq 8^w \cdot 16(k/w) \). In this case, write \( f = f_1 \land \cdots \land f_{16(k/w)} \), where each \( f_j \) is a read-once CNF of width at most \( w \) with at most \( 8^w \) clauses. We apply the previous argument to each \( f_j \). By the union bound, with probability \( 1 - \delta \), each

---

9 The statement in Doron, Meka, Reingold, Tal, and Vadhan’s work [DMRTV21] includes an extra assumption \( k \leq qm \). This assumption is not necessary, because if \( k > qm \), then the conclusion of the theorem is trivial.
$f_j|_R$ can be written as $f_{\text{narrow}}^{(j)} \land f_{\text{small}}^{(j)}$, where $f_{\text{narrow}}^{(j)}$ has width at most $w/2$ and $f_{\text{small}}^{(j)}$ has at most $O(\log(1/\delta))$ clauses. Define $f_{\text{narrow}} = \bigwedge_j f_{\text{narrow}}^{(j)}$ and $f_{\text{small}} = \bigwedge_j f_{\text{small}}^{(j)}$, and observe that $f_{\text{small}}$ has at most $O(\log(1/\delta) \cdot k/w) \leq O(\log^2(1/\delta))$ clauses.

For the final case, suppose that $m > 8^w \cdot 16(k/w)$. In this case, we will show that with high probability, the restricted function is identically zero. Let $X = (X_1, \ldots, X_m)$, where $X_j$ indicates whether the clause $C_j$ is falsified by a truly random restriction, i.e., $X_j = 1 \iff C_j|_{R_p} \equiv 0$. Similarly, let $\bar{X} = (\bar{X}_1, \ldots, \bar{X}_m)$, where $\bar{X}_j$ indicates whether $C_j|_{\bar{R}} \equiv 0$. Observe that $X_1, \ldots, X_m$ are independent and $\mathbb{E}[X_j] \geq (1/2)^w \geq 4^{-w}$. Meanwhile, the vector $\bar{X}$ is $(k/w)$-wise $\gamma$-close to $X$. Therefore, by Theorem 5.5.3,

$$\Pr[f|_R \not\equiv 0] = \Pr[\bar{X} = 0^m] \leq \left(\frac{16k/w}{4^{-w}m}\right)^{k/(2w)} + 2(k/w) \cdot \gamma \cdot 4^{w(k/w)}$$

$$\leq 2^{-k/2} + 2(k/w) \cdot 2^{-2k}$$

$$\leq \delta. \quad \square$$

Next, we analyze the effect of a pseudorandom restriction with a relatively small $\star$-probability (more similar to the traditional “switching lemma” regime). By applying Lemma 5.5.2 several times, we show that the number of clauses in a read-once CNF drastically decreases under such a restriction.

**Corollary 5.5.4** (Simplification of read-once CNFs under fully-pseudorandom restrictions). For every $w \in \mathbb{N}$ and $\delta > 0$, there is a value $k = O(w + \log(1/\delta))$ such that the following holds. Let $f$ be a width-$w$ read-once CNF. Let $\gamma = 2^{-4k}$, let $p = 2^{-10}$, let $t = \lceil \log w \rceil$, and let $\bar{R}(1), \ldots, \bar{R}(t)$ be independent random variables, where each $\bar{R}(j)$ is $k$-wise $\gamma$-close to $R_p$. Then with probability $1 - \delta$, the restricted function $f|_{\bar{R}(1) \circ \cdots \circ \bar{R}(t)}$ can be computed by a read-once CNF with at most $\tilde{O}(\log w \cdot \log^2(1/\delta))$ many clauses.

**Proof sketch.** We repeatedly apply Lemma 5.5.2 with failure probability $\delta/t$. The first time, we apply it to $f$, which with high probability becomes $f_{\text{narrow}} \land f_{\text{small}}$. The second time, we apply it to $f_{\text{narrow}}$, which becomes $f'_{\text{narrow}} \land f_{\text{small}}$. The third time, we apply it to $f'_{\text{narrow}}$, etc. After $t$ iterations, the width of the “narrow” part drops below $1$, so only the “small” parts remain. All together, the “small” parts have $O(t \cdot \log^2(t/\delta))$ many clauses. \square

### 5.5.2 Iterated restrictions with early termination

So far, we have shown that read-once CNFs simplify under fully-pseudorandom restrictions (Corollary 5.5.4). Next, we shall use Corollary 5.5.4 to design a PRG for read-once CNFs. Previously, we showed that $\delta$-biased generators $\varepsilon$-fool read-once $\mathbf{AC}^0$ formulas (Section 2.5.3); this led to a seed length of $O(\log n \cdot \log(1/\varepsilon))$ for the depth-two case. Now we will show how to achieve near-optimal seed length $\tilde{O}(\log(n/\varepsilon))$.

**Theorem 5.5.5** (Near-optimal PRG for read-once depth-two formulas). For every $n \in \mathbb{N}$ and $\varepsilon > 0$, there is an explicit $\varepsilon$-PRG for read-once CNFs and DNFs with seed length $\tilde{O}(\log(n/\varepsilon))$.

Theorem 5.5.5 was first proven by Gopalan, Meka, Reingold, Trevisan, and Vadhan [GMRTV12]. (Compared to Gopalan, Meka, Reingold, Trevisan, and Vadhan’s original proof [GMRTV12], the analysis we present here is more similar to later work that considers more general models [Lee19; DMRTV21].) Later, Doron, Hatami, and Hoza achieved a slightly better seed length of $O(\log(n) + \tilde{O}(\log(1/\varepsilon)))$ [DHH20]. It remains an open problem to achieve the optimal seed length for this basic and fundamental class.
**Open Problem 5.5.6 (Optimal PRGs for read-once depth-two formulas).** Construct an explicit PRG for read-once CNFs with seed length $O(\log(n/\varepsilon))$.

As outlined at the beginning of this section, we prove Theorem 5.5.5 using the iterated restrictions paradigm. As the first (and main) step, let us aim for seed length $O(w + \log(n/\varepsilon))$, where $w$ is the width of the formula.

**Lemma 5.5.7 (PRGs for bounded-width read-once CNFs).** For every $w, n \in \mathbb{N}$ and $\varepsilon > 0$, there is an explicit $\varepsilon$-PRG for width-$w$ read-once CNFs on $n$ input variables with seed length $O(w + \log(n/\varepsilon))$.

**Proof.** The PRG outputs $R^{(1)} \circ \cdots \circ R^{(t)} \circ Z$, where each $R^{(i)}$ is distributed according to $X \circledast Y$, $X$ and $Y$ are $\beta$-biased, and $Z$ is $\alpha$-biased for suitable values

$$
t = O(\log w), \\
\beta = 2^{-\Theta(w + \log(n/\varepsilon) \cdot \log \log n)}, \\
\alpha = 2^{-\Theta(\log(1/\varepsilon) \cdot \log \log(w/\varepsilon))}.
$$

Observe that the seed length is $O(t \log(n/\beta) + \log(1/\alpha))$, which is indeed $O(w + \log(n/\varepsilon))$. Our remaining job is to prove correctness. Let $f : \{0, 1\}^n \rightarrow \{0, 1\}$ be a width-$w$ read-once CNF, and let $R$ be the composed restriction $R = R^{(1)} \circ \cdots \circ R^{(t)}$.

The first step of the correctness proof is to show that each individual restriction $R^{(i)}$ preserves the expectation of read-once CNFs. This is a straightforward consequence of Forbes and Kelley’s work (see Section 5.4). Indeed, read-once CNFs can be simulated by width-3 arbitrary-order ROBPs. Therefore, by Proposition 5.4.7, each individual restriction $R^{(i)}$ preserves the expectation of $f$ to within $\frac{\varepsilon}{2^t}$, provided we choose $\beta < 2^{-c \cdot \log(n/\varepsilon) \cdot \log \log n}$ for a large enough constant $c$. Consequently, by Lemma 5.3.9, the composed restriction $R$ preserves the expectation of $f$ to within $\varepsilon/3$.

The next step is to show that read-once CNFs simplify under the composed restriction $R$. This is a straightforward consequence of our analysis in Section 5.5.1. Indeed, for each $k$, each individual restriction $R^{(i)}$ is $k$-wise $(2\beta \cdot 2^{k/2})$-close to $R_{1/2}$ by Theorem 2.3.2. Therefore, a composition of ten restrictions such as $R^{(1)} \circ \cdots \circ R^{(10)}$ is $k$-wise $(20\beta \cdot 2^{k/2})$-close to $R_p$ where $p = 2^{-10}$. Therefore, by Corollary 5.5.4, with probability $1 - \varepsilon/3$, the restricted function $f|_R$ is computable by a read-once CNF with at most $m_*$ many clauses, where $m_* = \tilde{O}(\log w \cdot \log^2(1/\varepsilon))$, provided we choose $t = 10\log w$ and $\beta < 2^{-c \cdot (w + \log(1/\varepsilon))}$ for a large enough constant $c$. Let $E$ be the bad event that the restricted function is not computable by a read-once CNF with only $m_*$ clauses.

The third step is to show that the small-bias distribution $Z$ fools the simplified formula. This follows from our analysis in Section 2.5.3. In that section, we argued that $\alpha$-bias generators fool read-once CNFs with error $\exp(-\Omega(\log(1/\alpha) / \log n))$. Looking at the proof more closely, if the number of clauses is bounded by $m_*$, then the error is actually $\exp(-\Omega(\log(1/\alpha) / \log m_*))$. This error is at most $\varepsilon/3$ provided we choose a suitable value $\alpha = 2^{-\Theta(\log(1/\varepsilon) \cdot \log \log(w/\varepsilon))}$.

To wrap up the proof, let us compute the overall error of our PRG. Let $U$ be a uniform random $n$-bit string. Then

$$
|\mathbb{E}[f(R \circ Z)] - \mathbb{E}[f]| \leq |\mathbb{E}[f(R \circ Z)] - \mathbb{E}[f(R \circ U)]| + |\mathbb{E}[f(R \circ U)] - \mathbb{E}[f]|
$$

$$
\leq \mathbb{E}_R \left| \mathbb{E}_Z \left[ f|_R(Z) - \mathbb{E}_U[f|R(U)] \right] \right| + \varepsilon/3
$$

$$
\leq \mathbb{E}_R \left| \mathbb{E}_Z \left[ f|_R(Z) - \mathbb{E}_U[f|R(U)] \right] \mid \neg E \right| + 2\varepsilon/3
$$

$$
\leq \varepsilon.
$$

\[\square\]
To complete the proof of Theorem 5.5.5, we need to eliminate the dependence on width from Lemma 5.5.7. We accomplish this by a sandwiching argument.

**Lemma 5.5.8.** Let \( f \) be a read-once CNF. For every \( \epsilon > 0 \), \( f \) can be \( \epsilon \)-sandwiched by read-once CNFs of width \( \lceil \log(n/\epsilon) \rceil \).

**Proof.** Define \( f_u \) by deleting from \( f \) all clauses of width greater than \( \lceil \log(n/\epsilon) \rceil \), and meanwhile define \( f_\ell \) by deleting all but the first \( \lceil \log(n/\epsilon) \rceil \) literals from each clause. Clearly, \( f_\ell \leq f \leq f_u \).

Furthermore, a clause of width \( \lceil \log(n/\epsilon) \rceil \) has expectation at least \( 1 - \epsilon/n \). A read-once CNF can have at most \( n \) clauses, so by the union bound, \( \Pr_x[f_u(x) \neq f_\ell(x)] \leq \epsilon \).

Theorem 5.5.5 is an immediate consequence of Lemmas 2.5.2, 5.5.7 and 5.5.8.

**5.5.3 Discussion: Two types of simplification**

Looking again at the construction and analysis, our near-optimal PRG for read-once CNFs is based on combining *two distinct* simplification-under-restrictions lemmas:

- The first step of the PRG is applying a Forbes-Kelley pseudorandom restriction \( R \) (with \( \star \)-probability \( p = 1/2 \)). As discussed in Section 5.4.1, the fact that \( R \) preserves the expectation of every read-once CNF is equivalent to saying that every read-once CNF “simplifies on average” under a related partially-pseudorandom restriction (with \( \star \)-probability \( 1 - p = 1/2 \)).

- The second step of the PRG is arguing that read-once CNFs simplify with high probability under \( R^t \) for some \( t = O(\log \log n) \). Note that \( R^t \) is a fully-pseudorandom restriction with \( \star \)-probability \( 1/polylog(n) \).

This is an attribute of the early termination framework more generally. In general, when we’re trying to prove the first simplification-under-restrictions lemma, two things are working in our favor: the relevant restriction is only partially pseudorandom, and it suffices to show simplification on average. On the other hand, when we’re trying to prove the second simplification-under-restrictions lemma, we have something else going for us: the \( \star \)-probability is relatively low. The early termination framework’s power comes from the fact that we get to combine the advantages of these two different settings.

In the decade since Gopalan, Meka, Reingold, Trevisan, and Vadhan introduced the early termination framework [GMRTV12], it has proven to be a versatile and powerful approach to PRG design, especially in the regime of near-optimal seed length [GMRTV12; MRT19; DHH19; Lee19; LV20; DHH20; DMRTV21]. Recently, Lyu introduced a different “partition-based” refinement of the iterated restrictions framework, which is also based on showing simplification under purely-pseudorandom restrictions, and used it to design an improved PRG for \( \text{AC}^0 \) circuits [Lyu22].

**5.6 Fooling general branching programs via the IMZ framework**

Let \( F \) be a class of functions that we wish to fool. Let us suppose yet again that functions in \( F \) simplify with high probability under restrictions. That is, for some values \( p, \delta > 0 \), we have

\[
\Pr[f|R_p \in F_{\text{simp}}] \geq 1 - \delta,
\]

(5.10)

where \( F_{\text{simp}} \) is some class of “simpler” functions.

In Section 5.1, we used the polarizing walks framework to design a PRG for \( F \) with a seed length of roughly \( p^{-2} \cdot s \) (ignoring log factors), where \( s \) is the seed length of a PRG for \( F_{\text{simp}} \). Then, in
Section 5.3, we showed that if it is possible to partially derandomize Equation (5.10), then we can improve the seed length to roughly $p^{-1} \cdot s$ using the Ajtai-Wigderson framework. In this section, we will present a framework due to Impagliazzo, Meka, and Zuckerman [IMZ19] (the “IMZ framework”). Assuming that it is possible to fully derandomize Equation (5.10), the IMZ framework gives a PRG for $F$ with a seed length of roughly $p^{-1} + r$, where $r$ is the description length of functions in the “simpler” class $F_{\text{simp}}$, i.e., $r = \log |F_{\text{simp}}|$.

Observe that our measure of “simplicity” has changed. In all the previous sections, what mattered was the cost of fooling functions in $F_{\text{simp}}$ (i.e., $s$), but now, what matters is the cost of describing functions in $F_{\text{simp}}$ (i.e., $r$). Usually, the fooling cost $s$ is much smaller than the description length $r$. (Indeed, ideally we hope for $s \approx \log r$; see Proposition 1.3.1.) Nevertheless, the IMZ framework is sometimes superior to the Ajtai-Wigderson framework, because the final seed length in the Ajtai-Wigderson framework is approximately the product $p^{-1} \cdot s$, whereas the final seed length in the IMZ framework is closer to the sum $p^{-1} + r$.

We emphasize that the IMZ framework requires a fully-derandomized simplification-under-restrictions lemma (just like the early termination framework that we discussed in Section 5.5). In Section 5.6.1, we will prove a fully-derandomized simplification-under-restrictions lemma for general branching programs where we only have a bound on the size of the program (i.e., the number of vertices). Then, in Section 5.6.2, we explain how to use such a lemma to construct a PRG.

5.6.1 Shrinkage of branching programs under fully-pseudorandom restrictions

In this section, we study general size-$m$ branching programs, with no restriction on the width or the number of times each variable is read.

**Definition 5.6.1** (Unrestricted branching programs). A size-$m$ branching program over $n$ input variables is a directed acyclic graph with at most $m$ vertices. Each non-sink vertex $v$ is labeled with an index $j_v \in [n]$ has two outgoing edges labeled 0 and 1. A subset $V_{\text{accept}}$ of the sink vertices are designated as “accepting vertices.” Given an input $x \in \{0, 1\}^n$, the program starts at a designated “start vertex” $v_{\text{start}}$, and in each step, having reached a vertex $v$, the program queries $x_{j_v}$ and traverses the corresponding outgoing edge. Eventually, the program reaches a sink vertex $v$, and $f(x) = 1 \iff v \in V_{\text{accept}}$. (See Figure 5.5.)

Let $\text{BP}(f)$ denote the size of the smallest branching program computing $f$. One can easily show that branching programs shrink under truly random restrictions, in the sense that $\mathbb{E}[\text{BP}(f|_{\mathcal{R}_p})] \leq p \cdot \text{BP}(f)$. We will prove that similar shrinkage occurs with high probability rather than in expectation, and furthermore that it occurs under a fully pseudorandom restriction. In particular, our pseudorandom restriction distribution is as follows.

**Definition 5.6.2** ($k$-wise independent restrictions). Let $\mathcal{R}$ be a distribution over $\{0, 1, *\}^n$. We say that $\mathcal{R}$ is a $k$-wise independent $p$-regular restriction if the coordinates of $\mathcal{R}$ are $k$-wise independent, and the marginal distributions are given by

$$R_i = \begin{cases} * & \text{with probability } p \\ 0 & \text{with probability } (1-p)/2 \\ 1 & \text{with probability } (1-p)/2. \end{cases}$$

Equivalently, $\mathcal{R}$ is $k$-wise 0-close to $\mathcal{R}_p$ (see Definition 5.5.1).
Figure 5.5: Let $n = m^2$, and let $x \in \{0, 1\}^n = \{0, 1\}^{m \times m}$ be the adjacency matrix of an undirected graph $G$. There is a branching program of size $O(m^3) = O(n^{1.5})$ that tests whether $G$ has a triangle given $x$ (the case $m = 4$ is shown above). In contrast, every read-once branching program computing this function must have width $2^{\Omega(n)}$, even if we allow arbitrary variable ordering. This follows from communication complexity lower bounds in the best-case partition model [PS84].

Lemma 5.6.3 (High-probability shrinkage of branching programs under fully-pseudorandom restrictions). For every $\delta > 0$, there is a value $k = O(\log(1/\delta))$ such that for every $f : \{0, 1\}^n \rightarrow \{0, 1\}$ and every $p > 0$, if $R \in \{0, 1, \star\}^n$ is a $k$-wise independent $p$-regular restriction, then

$$\Pr \left[ BP(f|R) \leq \lfloor p \cdot BP(f) \rfloor \cdot 2^{O(\sqrt{\log(1/\delta)})} \right] \geq 1 - \delta.$$  

As discussed previously, what we really care about is the description length of $f|R$, but this can be bounded in terms of the branching program size $BP(f|R)$. To prove Lemma 5.6.3, we rely on a tail bound for sums of $k$-wise independent random variables, which we cite without proof.\footnote{Here we are citing a bound due to Bellare and Rompel [BR94]. Skorski has shown an improvement to Bellare and Rompel’s bound [Sko22], but the improved bound is slightly more complicated and it makes no difference in our application, so we stick with Bellare and Rompel’s simpler bound [BR94].}

Theorem 5.6.4 (Tail bound for sums of $k$-wise independent random variables [BR94, Lemma 2.3]). Let $X_1, \ldots, X_n \in [0, 1]$ be $k$-wise independent, where $k \geq 4$ is an even integer, and let $X = \sum_{i=1}^{n} X_i$. Then for any $\Delta > 0$,

$$\Pr \left[ |X - E[X]| \geq \Delta \right] \leq 8 \cdot \left( \frac{k E[X] + k^2 \Delta^2}{\Delta^2} \right)^{k/2}.$$  

Proof of Lemma 5.6.3. Identify $f$ with a branching program computing $f$ of size $BP(f)$. For $i \in [n]$, let $m_i$ be the number of nodes in $f$ that query $x_i$. Let $H$ be the set of “heavy variables,” namely $H = \{ i : m_i > h \}$ where $h = p \cdot BP(f) \cdot 2^{\sqrt{\log(1/\delta)}}$. We first show that with high probability, few
heavy variables are left alive. Indeed, since \( k > \sqrt{\log(1/\delta)} \), we have
\[
\Pr \left[ |H \cap R^{-1}(\ast)| \geq \sqrt{\log(1/\delta)} \right] \leq \left( \frac{|H|}{\sqrt{\log(1/\delta)}} \right) \cdot p^{\sqrt{\log(1/\delta)}} \leq (p|H|)^{\sqrt{\log(1/\delta)}} \\
\leq (p \cdot \text{BP}(f)/h)^{\sqrt{\log(1/\delta)}} \\
= \delta.
\]
Now let us consider the “light” variables. For each \( i \notin H \), let \( X_i = m_i \cdot 1[R_i = \ast]/h \in [0,1] \). Let \( X = \sum_{i \in R^{-1}(\ast)} X_i \), so \( \mathbb{E}[X] \leq p \cdot \text{BP}(f)/h < 1 \). By Theorem 5.6.4 with \( \Delta = O(\log(1/\delta)) \), we have
\[
\Pr[X \leq O(\log(1/\delta))] \geq 1 - \delta.
\]
Our branching program for \( f|_R \) begins by querying all the variables in \( H \cap R^{-1}(\ast) \) and storing all those values in memory. Then it simulates the branching program for \( f \), skipping queries to variables in \( H \cup R^{-1}(\{0,1\}) \) since those values are known. The size of the branching program is
\[
2^{|H \cap R^{-1}(\ast)|} - 1 + 2^{|H \cap R^{-1}(\ast)|} \sum_{i \in R^{-1}(\ast) \setminus H} m_i < (1 + h \cdot X) \cdot 2^{|H \cap R^{-1}(\ast)|},
\]
which is bounded by \([p \cdot \text{BP}(f)] \cdot 2^{O(\sqrt{\log(1/\delta)})}\) except with probability \( 2\delta \). Replacing \( \delta \) with \( \delta/2 \) completes the proof. \( \square \)

The parameters of Lemma 5.6.3 are perhaps a bit disappointing. Let \( m = \text{BP}(f) \). When \( \delta < 2^{-\Theta(\log^2 m)} \), the lemma breaks down: it is not able to show that any shrinkage occurs with probability \( 1 - \delta \). Unfortunately, this is unavoidable. Indeed, by a standard counting argument, there exists a function \( f \) with \( \text{BP}(f) \geq m \) that only reads \( k \overset{\text{def}}{=} O(\log m) \) of the input variables. For this function \( f \), assuming \( p \geq 1/m \), even under a truly random restriction \( R = R_p \), we have
\[
\Pr[\text{BP}(f|_R) = \text{BP}(f)] \geq p^k \geq 2^{-O(\log^2 m)}.
\]
Thus, in the regime \( p \geq 1/m \) (which is the most interesting regime), one cannot prove a shrinkage lemma where the failure probability is exponentially small compared to \( m \).

### 5.6.2 PRGs from fully-derandomized shrinkage lemmas

Now let us present the IMZ reduction.

**Theorem 5.6.5** (Simplification under fully-pseudorandom restrictions \( \implies \) PRG [IMZ19]). Let \( F \) and \( F_{\text{simp}} \) be classes of functions \( f: \{0,1\}^n \to \{0,1\} \). Assume that \( F \) is closed under restrictions and shifts, and assume that \( F_{\text{simp}} \) contains the constant 0 function. Let \( \delta > 0 \), and let \( R \) be a random variable over \( \{0,1,\ast\}^n \) that can be explicitly sampled using \( q \) truly random bits such that
\[
\forall f \in F, \ \Pr[f|_R \in F_{\text{simp}}] \geq 1 - \delta.
\]
Assume that we can explicitly compute a value \( p \) such that for every \( i \in [n] \), we have \( \Pr[R_i = \ast] \geq p \). Let \( r \in \mathbb{N} \), and assume that (a) \( \log |F_{\text{simp}}| \leq r \) and (b) there is an explicit \( \delta \)-PRG for \( F_{\text{simp}} \) with seed length \( r \).\(^{11}\) Then there is an explicit PRG that fools \( F \) with error \( O(t\delta) \) and seed length \( O(t \cdot (q + \log(r/\delta)) + r) \), where \( t = \lceil p^{-1} \ln(n/\delta) \rceil \).

\(^{11}\) Given condition (a), condition (b) is relatively mild; note that the optimal seed length would be \( O(\log(r/\delta)) \) (see Proposition 1.3.1).
We think of $q$ and $\text{polylog}(nm/\delta)$ as “small,” so the seed length in Theorem 5.6.5 is indeed approximately $p^{-1} + r$, as suggested at the beginning of this section. For branching programs, Theorem 5.6.5 implies the following PRG.

**Corollary 5.6.6 (PRG for branching programs [IMZ19]).** For any $n, m, \varepsilon$, there is an explicit $\varepsilon$-PRG for size-$m$ branching programs with seed length $\sqrt{m} \cdot 2^{O(\sqrt{\log(m/\varepsilon)})} \cdot \text{polylog } n$.

When $\varepsilon = 1/\text{poly}(m)$ and $m \geq n$, the seed length in Corollary 5.6.6 is $m^{1/2} + o(1)$.

**Proof sketch.** Assume without loss of generality that $\log n \leq m \leq n^2$. Let $p$ be the largest power of two with $p < 1/\sqrt{m}$. Let $t = \lceil p^{-1} \ln(n/\varepsilon) \rceil$ and let $\delta = \Theta(\varepsilon/t)$. Let $R$ be a $k$-wise independent $p$-regular restriction where $k = O(\log(1/\delta))$. By a construction similar to the proof of Theorem 2.1.3, the distribution $R$ can be sampled explicitly using $q$ truly random bits, where

$$q = O(k \log(n/p)) = O(\log(m/\varepsilon) \log n).$$

Let $\mathcal{F}_{\text{simp}}$ be the class of all branching programs of size at most $m'$, where

$$m' = \lceil p \cdot m \rceil \cdot 2^{O(\sqrt{\log(1/\delta)})} = \sqrt{m} \cdot 2^{O(\sqrt{\log(m/\varepsilon)})}.$$

By Lemma 5.6.3, for every size-$m$ branching program $f$, we have $\Pr[f|R \in \mathcal{F}_{\text{simp}}] \geq 1 - \delta$. Let $r = O(m' \log n)$. Then $\log |\mathcal{F}_{\text{simp}}| \leq r$, and furthermore there is an explicit PRG that perfectly fools $\mathcal{F}_{\text{simp}}$ with seed length $r$, namely an $m'$-wise uniform generator. Therefore, by Theorem 5.6.5, there is an explicit PRG for size-$m$ branching programs with error $O(t\delta) = \varepsilon$ and seed length

$$O(t \cdot (s + \log(r/\delta)) + r) = \sqrt{m} \cdot 2^{O(\sqrt{\log(m/\varepsilon)})} \cdot \text{polylog } n.$$

In their original paper, Impagliazzo, Meka, and Zuckerman used the IMZ framework to design PRGs for a few additional classes, such as De Morgan formulas [IMZ19]. Later, Hatami, Hoza, Tal, and Tell gave improved PRGs for branching programs and De Morgan formulas using variants of the IMZ framework [HHTT22]. For branching programs, the improved seed length is $\sqrt{m} \cdot \text{polylog}(n/\varepsilon)$, which is close to the lack-of-lower-bounds barrier. See also the work of Cheraghchi, Kabanets, Lu, and Myrisiotis for another variation on the IMZ framework [CKLM20].

Now let us get started proving the basic IMZ reduction (Theorem 5.6.5). The proof draws inspiration from the Nisan-Zuckerman generator (Section 3.4). The high-level intuition is that when we do a restriction, the restricted function cannot encode much information about the random bits we have used so far (since it can be succinctly described), and therefore we can use an extractor to recycle the random bits.

In detail, let $G: \{0, 1\}^r \to \{0, 1\}^n$ be a $\delta$-PRG for $\mathcal{F}_{\text{simp}}$, let $\text{Ext}: \{0, 1\}^{\ell} \times \{0, 1\}^d \to \{0, 1\}^r$ be an $(\ell - r, \delta)$-extractor, and let $G'$ denote the following PRG.

1. Sample $t$ independent copies $R^{(1)}, \ldots, R^{(t)}$ of the restriction $R$.
2. Sample $X, Y^{(1)}, \ldots, Y^{(t)}$ uniformly at random, let $Z^{(i)} = \text{Ext}(X, Y^{(i)})$, and output

$$\sum_{i=1}^t R^{(i)} \circ G(Z^{(i)}),$$

where the sum is over $\mathbb{F}_2^n$. 
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**Lemma 5.6.7** (Correctness of the IMZ reduction). Under the assumptions of Theorem 5.6.5, the generator $G'$ defined above fools $F$ with error $O(t\delta)$.

**Proof.** The proof is a hybrid argument. Sample $U^{(1)}, \ldots, U^{(t)} \in \{0,1\}^n$ independently and uniformly at random. Define hybrid distributions $H^{(0)}, \ldots, H^{(t)}$ by

$$H^{(j)} = \left( \sum_{i=1}^{j} R^{(i)} \circ U^{(i)} \right) + \sum_{i=j+1}^{t} R^{(i)} \circ G(Z^{(i)}),$$

i.e., in the first $j$ terms of the sum, we fill in the stars of $R^{(i)}$ using truly random bits instead of the pseudorandom bits $G(Z^{(i)})$. Fix some $f \in F$ and some $j \in [t]$. Let us show that $\mathbb{E}[f(H^{(j-1)})] \approx \mathbb{E}[f(H^{(j)})]$.

There is a random variable $B$, independent of $U^{(j)}$ and $Y^{(j)}$, such that

$$H^{(j-1)} = B + R^{(j)} \circ G(Z^{(j)})$$

$$H^{(j)} = B + R^{(j)} \circ U^{(j)}.$$  

(Note that $B$ and $X$ are not independent.) Define $f^B(x) = f(x + B)$, define $F = f^B|_{R^{(j)}}$, and define

$$F' = \begin{cases} 
F & \text{if } F \in F_{\text{simp}} \\
\text{the 0 function} & \text{if } F \notin F_{\text{simp}}.
\end{cases}$$

By construction, $F' \in F_{\text{simp}}$, so $F'$ can be described using $r$ bits. By Lemma 3.4.6, $\tilde{H}_{\text{min}}(X \mid F') \geq \ell - r$. Therefore, by Lemma 3.4.7,

$$d_{\text{TV}}((Z^{(j)}, F'), (U, F')) \leq 3\delta,$$

where $U$ is a uniform random $r$-bit string independent of $F'$. Applying a deterministic function can only make two distributions closer, so

$$|\mathbb{E}[F'(G(Z^{(j)}))] - \mathbb{E}[F'(G(U))]| \leq 3\delta.$$ 

Since $F' \in F_{\text{simp}}$, the generator $G$ fools $F'$ with error $\delta$, hence $|\mathbb{E}[F'(G(U))] - \mathbb{E}[F'(U^{(j)})]| \leq \delta$. Furthermore, with probability $1 - \delta$, we have $F \equiv F'$. Therefore, overall,

$$|\mathbb{E}[F(G(Z^{(j)}))] - \mathbb{E}[F(U^{(j)})]| \leq 5\delta,$$

or equivalently,

$$|\mathbb{E}[f(H^{(j-1)})] - \mathbb{E}[f(H^{(j)})]| \leq 5\delta.$$ 

Clearly, $H^{(0)}$ is the output distribution of our PRG $G'$. By the triangle inequality, $H^{(0)}$ and $H^{(t)}$ are nearly indistinguishable to $f$. To complete the proof, let us show that $H^{(t)}$ is statistically close to uniform. Indeed, for each $j \in [n]$, we have

$$\Pr[\forall i \in [t], R^{(i)} \neq \star] \leq (1 - p)^t \leq e^{-pt} \leq \delta/n.$$ 

Therefore, by the union bound, with probability at least $1 - \delta$, we have $\bigcup_{i=1}^{t} (R^{(i)})^{-1}(\star) = [n]$. In this case, with respect to the randomness of $U^{(1)}, \ldots, U^{(t)}$, the distribution $H^{(t)}$ is uniform. Therefore, overall, the total variation distance between $H^{(t)}$ and the uniform distribution is at most $\delta$, and hence $G'$ fools $f$ with error $(5t + 1)\delta$. \qed
To complete the proof of Theorem 5.6.5, we bound the seed length of $G'$. 

*Proof of Theorem 5.6.5.* The restrictions $R^{(1)}, \ldots, R^{(t)}$ cost $qt$ truly random bits in total. Using the GUV extractor (Theorem 3.4.4), the source length $\ell$ of the extractor $\text{Ext}$ is $O(r)$, and its seed length is $d = O(\log(r/\delta))$. Therefore, the total seed length is $(q + d)t + \ell$, which is $O((q + \log(r/\delta)) \cdot t + r)$ as claimed. \qed
Chapter 6

Table of PRGs

For reference, we conclude this text with a table of the best explicit PRG constructions currently known, arranged by the model they fool. The table is not meant to be exhaustive; only a selection of important computational models are included. In each case, we only record a single state-of-the-art seed length, which in many cases is superior to the PRG constructions that we presented.

6.1 Circuit models

In the table below, we use \(d\) to denote depth and \(m\) to denote size. Assume \(d = O(1)\) and \(m \geq n\).

<table>
<thead>
<tr>
<th>Model</th>
<th>Seed length</th>
<th>Approach</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth-1 AC(^0) circuits</td>
<td>(O(\log(1/\varepsilon) + \log \log n))</td>
<td>(k)-wise (\delta)-bias</td>
<td>Folklore</td>
</tr>
<tr>
<td>AC(^0) circuits</td>
<td>(\tilde{O}(\log^{d-1}m \cdot \log(m/\varepsilon)))</td>
<td>Variant of the Ajtai-Wigderson framework</td>
<td>[Lyu22]</td>
</tr>
<tr>
<td>Read-once CNFs/DNFs</td>
<td>(O(\log n) + \tilde{O}(\log(1/\varepsilon)))</td>
<td>Iterated restrictions with early termination</td>
<td>[DHH20]</td>
</tr>
<tr>
<td>Read-once AC(^0)</td>
<td>(\tilde{O}(\log(n/\varepsilon)))</td>
<td>Iterated restrictions</td>
<td>[DHH19; DMRTV21]</td>
</tr>
<tr>
<td>De Morgan formulas</td>
<td>(m^{1/3+o(1)} \cdot \text{polylog}(1/\varepsilon))</td>
<td>Variant of the IMZ framework</td>
<td>[HHTT22]</td>
</tr>
<tr>
<td>Read-once De Morgan formulas</td>
<td>(O(\log^2 n \cdot \log(n/\varepsilon)))</td>
<td>Iterated restrictions</td>
<td>[FK18]</td>
</tr>
</tbody>
</table>

6.2 Branching program models

In the table below, we use \(m\) to denote size and \(w\) to denote width. Assume \(m \geq n\).
<table>
<thead>
<tr>
<th>Model</th>
<th>Seed length</th>
<th>Approach</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unrestricted branching programs</td>
<td>$\sqrt{m} \cdot \text{polylog}(n/\varepsilon)$</td>
<td>Variant of the IMZ framework</td>
<td>[HHTT22]</td>
</tr>
<tr>
<td>Width-2 branching programs that read $d$ bits at a time</td>
<td>$O(d \log n + d \cdot 2^d \cdot \log(m/\varepsilon))$</td>
<td>Sum of $d$ $\delta$-biased distributions</td>
<td>[BDVY13]</td>
</tr>
<tr>
<td>Standard-order ROBPs with $w = 3$</td>
<td>$\tilde{O}(\log n \cdot \log(1/\varepsilon))$</td>
<td>Iterated restrictions with early termination</td>
<td>[MRT19]</td>
</tr>
<tr>
<td>Standard-order ROBPs with $4 \leq w \leq n$</td>
<td>$O(\log(n/\varepsilon) \cdot \log n)$</td>
<td>Recycling seeds</td>
<td>[Nis92; INW94]</td>
</tr>
<tr>
<td>Standard-order ROBPs with $w \gg n$</td>
<td>$O \left( \frac{\log(w/\varepsilon) \cdot \log n}{\log \log w} \right)$</td>
<td>Recycling seeds</td>
<td>[Arm98; KNW08]</td>
</tr>
<tr>
<td>Standard-order regular ROBPs</td>
<td>$\tilde{O}(\log(w/\varepsilon) \cdot \log n)$</td>
<td>INW generator</td>
<td>[BRRY14]</td>
</tr>
<tr>
<td>Standard-order permutation ROBPs with $w = O(1)$</td>
<td>$O(\log n \cdot \log(1/\varepsilon))$</td>
<td>INW generator</td>
<td>[KNP11; De11; Ste12]</td>
</tr>
<tr>
<td>Arbitrary-order ROBPs</td>
<td>$O(\log(wn/\varepsilon) \cdot \log^2 n)$</td>
<td>Iterated restrictions</td>
<td>[FK18]</td>
</tr>
<tr>
<td>Arbitrary-order ROBPs with $w = O(1)$</td>
<td>$\tilde{O}(\log(n/\varepsilon) \cdot \log n)$</td>
<td>Iterated restrictions</td>
<td>[FK18]</td>
</tr>
<tr>
<td>Arbitrary-order permutation ROBPs with $w = O(1)$</td>
<td>$\tilde{O}(\log n \cdot \log(1/\varepsilon))$</td>
<td>Polarizing random walks</td>
<td>[CHHL19]</td>
</tr>
<tr>
<td>Decision trees, or more generally parity decision trees</td>
<td>$O(\log(m/\varepsilon))$</td>
<td>$\delta$-bias</td>
<td>[KM93]</td>
</tr>
</tbody>
</table>
### 6.3 Algebraic models

<table>
<thead>
<tr>
<th>Model</th>
<th>Seed length</th>
<th>Approach</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parity functions</td>
<td>$O(\log (n/\varepsilon))$</td>
<td>Balanced codes</td>
<td>[NN93]</td>
</tr>
<tr>
<td>Parities of at most $k$ bits</td>
<td>$O(\log (k/\varepsilon) + \log \log n)$</td>
<td>$\varepsilon$-biased seed for $k$-wise uniform generator</td>
<td>[NN93]</td>
</tr>
<tr>
<td>Degree-$d$ polynomials over $\mathbb{F}_2$</td>
<td>$O(d \log n + d2^d \log (1/\varepsilon))$</td>
<td>Sum of $d$ $\delta$-biased distributions</td>
<td>[Vio09]</td>
</tr>
</tbody>
</table>

### 6.4 Models based on locality

<table>
<thead>
<tr>
<th>Model</th>
<th>Seed length</th>
<th>Approach</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[-1,1]$-valued $k$-juntas</td>
<td>$O(k + \log (1/\varepsilon) + \log \log n)$</td>
<td>$k$-wise $\delta$-bias</td>
<td>[NN93]</td>
</tr>
<tr>
<td>Two-dimensional combinatorial rectangles</td>
<td>$\frac{n}{2} + O(\log (1/\varepsilon))$</td>
<td>Random edge of expander</td>
<td>[INW94]</td>
</tr>
<tr>
<td>$d$-dimensional combinatorial rectangles</td>
<td>$\tilde{O}(n/d + \log (1/\varepsilon) + \log \log n)$</td>
<td>Iterative alphabet reduction</td>
<td>[GY20]</td>
</tr>
<tr>
<td>Two-party communication protocols with cost $m$</td>
<td>$\frac{n}{2} + O(m + \log (1/\varepsilon))$</td>
<td>Random edge of expander</td>
<td>[INW94]</td>
</tr>
</tbody>
</table>
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