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Abstract

Let £ be a language that can be decided in linear space and let ¢ > 0 be any constant.
Let A be the exponential hardness assumption that for every n, membership in £ for inputs
of length n cannot be decided by circuits of size smaller than 2°". We prove that for every
function f : {0,1}* — {0, 1}, computable by a randomized logspace algorithm R, there exists a
deterministic logspace algorithm D (attempting to compute f), such that on every input x of
length n, the algorithm D outputs one of the following;:

1. The correct value f(x).

2. The string: “I am unable to compute f(x) because the hardness assumption A is false”,
followed by a (provenly correct) circuit of size smaller than 2 for membership in £ for
inputs of length n’, for some n’ = ©(logn); that is, a circuit that refutes A.

Moreover, D is explicitly constructed, given R.

We note that previous works on the hardness-versus-randomness paradigm give derandom-
ized algorithms that rely blindly on the hardness assumption. If the hardness assumption is
false, the algorithms may output incorrect values, and thus a user cannot trust that an output
given by the algorithm is correct. Instead, our algorithm D verifies the computation so that it
never outputs an incorrect value. Thus, if D outputs a value for f(x), that value is certified
to be correct. Moreover, if D does not output a value for f(z), it alerts that the hardness
assumption was found to be false, and refutes the assumption.

Our next result is a universal derandomizer for BPL (the class of problems solvable by
bounded-error randomized logspace algorithms)ﬂ We give a deterministic algorithm U that
takes as an input a randomized logspace algorithm R and an input x and simulates the compu-
tation of R on z, deteriministically. Under the widely believed assumption BPL = L, the space
used by U is at most Cg - logn (where Cg is a constant depending on R). Moreover, for every
constant ¢ > 1, if BPL C SPACE[(log(n))¢] then the space used by U is at most Cg - (log(n))®.

Finally, we prove that if optimal hitting sets for ordered branching programs exist then there
is a deterministic logspace algorithm that, given a black-box access to an ordered branching
program B of size n, estimates the probability that B accepts on a uniformly random input.
This extends the result of (Cheng and Hoza CCC 2020), who proved that an optimal hitting set
implies a white-box two-sided derandomization.
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1 Introduction

In a recent work, Girish, Raz and Zhan studied the power of untrusted randomness |[GRZ23]|.
One of their main observations was that randomized logspace computations are verifiable using
only O(logn) random bits. More precisely, every problem in BPL has a streaming proof between a
randomized logspace prover and a randomized logspace verifier, where the verifier uses only O(logn)
random bits and has a read-once one-way access to the proof that is streamed by the prover. In
other words, the prover provides a polynomial-length proof that is streamed to the verifier and the
verifier can check whether the computation was performed correctly using only O(logn) random
bits.

This raises the following intriguing possibility. Try to replace the random string of the prover
by, say, the digits of 7. In most cases, that should work and the computation should be performed
correctly, as the digits of m seem unrelated to most computations. In the rare cases that the
computation is not performed correctly, the verifier will figure that out, as the verification will
fail with high probability, so no harm is done. Moreover, since the digits of m can be generated
deterministically in small space, the prover is now deterministic so the verifier can fully simulate
the prover. Since the verifier uses only O(logn) random bits, the verifier can just try all possibilities
for these random bits so that the verifier is also deterministid’} and thus the entire interaction is
now simulated by a deterministic logspace algorithm.

This approach won’t derandomize all randomized logspace computations, since the digits of 7
can be generated by a small space algorithm. The digits of m were not designed to fool randomized
computations. The next logical step is to try to use sequences that were designed to fool randomized
computations, namely, candidate constructions of pseudorandom generators, such as pseudorandom
generators that are based on the hardness-versus-randomness paradigm [Sha81./Yao82,BM84,NW94|
IW97,STVO01, KvM02]. Such pseudorandom generators fool randomized computations, within a
certain complexity class, assuming that certain widely-believed hardness assumptions hold.

Let G be a candidate construction for a pseudorandom generator, designed to fool randomized
logspace computations, and assume that G uses logarithmic space and O(logn) random bits. We
can try to replace the random string of the prover by pseudorandom sequences that are generated
by G. Since, if we do so, both the prover and the verifier use a logarithmic number of random bits,
the verifier can simulate the entire interaction by a deterministic logspace algorithm. If one of the
poly(n) possibilities for the O(logn) random bits of the generator results in a valid proof that the
computation was performed correctly, the verifier will figure that out and accept that computation.
If all poly(n) possibilities fail, the verifier will alert that the generator failed. Thus, the algorithm
never outputs an incorrect value.

If the generator G is based on the hardness-versus-randomness paradigm, a failure of the gener-
ator implies that the hardness assumption that the generator is based on is false. Moreover, proofs
that are based on the hardness-versus-randomness paradigm are typically constructive, in the sense
that they show that if the generator fails then one can construct a circuit that refutes the hardness
assumption. If we can prove that constructing that circuit can be done in deterministic logspace
then the verifier can obtain a circuit that refutes the hardness assumption that G is based on.

We use a variant of the hardness-versus-randomness pseudorandom generator of Klivans and
van Melkebeek [KvMO02| that builds on [NW94,IW97,|STV01] to derandomize BPL (assuming an
exponential hardness assumption). Based on this generator, we obtain the following result.

2Derandomizing the verifier by trying all possibilities for its random bits is not possible when the prover is
randomized, or when the prover cannot be simulated by the verifier, since the verifier needs multi-access to the
output of the prover in order to do that.



Theorem 1.1. Let L be a language that can be decided in linear space and let € > 0 be a constant.
Let A be the exponential hardness assumption that for every m, membership in L for inputs of
length n cannot be decided by circuits of size smaller than 2°™. Let f : {0,1}* — {0,1} be a
function computable by a randomized logspace algorithm R. Then, there exists a deterministic
logspace algorithm D (explicitly given from R), such that on every input x of length n, the algorithm
D outputs one of the following:

1. The correct value f(x).

2. The string: “Unable to compute f(x) because the hardness assumption A is false”, followed
by a (provenly correct) circuit of size smaller than 2¢"" for membership in L for inputs of
length n', for some n’ = ©(logn); that is, a circuit that refutes A.

In other words, while the algorithms given by all previous derandomization results based on the
hardness-versus-randomness paradigm rely blindly on the hardness assumption, and may output
incorrect values if the hardness assumption is false, our algorithm D never outputs an incorrect
value: If the hardness assumption is true, D always outputs the correct value f(x). If the hardness
assumption is false D still outputs the correct value f(x), or alerts that the hardness assumption
is false, and refutes the assumption.

In particular, if the hardness assumption used in Theorem is true (and there are several
such assumptions that are widely believed to be true), Theorem [1.1] gives a deterministic logspace
algorithm that always outputs the correct value of f(z) and that value is certified to be correct.
In that sense, if the hardness assumption is true, the algorithm given by Theorem effectively
functions as a full derandomizer for the class BPL.

We note that in previous works, the, so called, reconstruction step, in which a circuit that refutes
the hardness assumption is constructed (when the generator fails), required the use of randomness in
multiple places and was not known to be computable in logspace. Our main technical contribution
in the proof of Theorem [I.1]is carefully designing the pseudorandom generator and proving that for
that generator, all parts of the reconstruction step can be done in deterministic logspace. We view
this result, that the reconstruction can be done in deterministic logspace, as a separate contribution
of our work.

Let us go back to the observation that every problem in BPL has a streaming proof between
a randomized logspace prover and a randomized logspace verifier, where the verifier uses only
O(logn) random bits and has a read-once one-way access to the proof that is streamed by the
prover [GRZ23]. The proof is based on a protocol where the prover computes and streams the
probability to reach each state of the branching program, underlying a randomized algorithm, and
the verifier checks that these probabilities are consistent between each two consecutive time steps.

While we can use this approach to prove Theorem we give here a slightly different and more
direct proof, where the verification is done by verifying that the distribution of each bit that the
pseudorandom generator outputs, conditioned on reaching each state of the underlying branching
program, is close to uniform. These conditional probabilities are computed directly by checking
all possible outputs of the pseudorandom generator. This is possible because the generator uses
only a logarithmic number of random bits and hence the number of possibilities is polynomial in 7.
This approach is related to the work of Nisan [Nis93], who used a similar approach to check if a
given polynomial-size set of strings is sufficiently random to simulate a randomized computation
with high accuracy, in his proof that BPL C ZP*L (where ZP*L is zero-error randomized logspace,
where the machine has two-way access to the random tape).

The discussion above implies that the output of a candidate pseudorandom generator G (that
uses logarithmic space and O(logn) random bits) can be verified as being sufficiently random



for a given randomized logspace computation. With this in mind, it is natural to try to find a
pseudorandom generator that will be sufficiently good for a given randomized logspace computation,
by an exhaustive search over all possible generators (using the fact that the generator is described
by a constant size Turing machine). The final goal is to obtain a universal derandomizer, that will
do at least as good as the best pseudorandom generator.

We explore this idea and discover that an even stronger result can be proved. We explicitly
construct a universal derandomizer U for prBPL (promise-BPL, the class of promise problems solv-
able by bounded-error randomized logspace algorithms) that runs in the best possible deterministic
space bound on prBPL.

More precisely, we give a deterministic algorithm U that takes as an input a randomized logspace
algorithm R and an input z and simulates the computation of R on x. Under the widely believed
assumption prBPL = L, the space used by U is at most Cr-logn (where Cp is a constant depending
on R). More generally, for every constant ¢ > 1, if prBPL C SPACE](log(n))¢] then the space used
by U is at most Cg - (log(n))¢. We emphasize that the point here is that U is deterministic and is
explicitly given, rather than an existential result. We remark that a similar result is not known in
the time bounded case, and seems hard to obtain. We also remark that the best currently known
space bound on BPL is prBPL C SPACE|[(log(n))">~°(1)] [SZ99,[Hoz21].

Theorem 1.2. Let U be the deterministic algorithm that is explicitly given in Section [, that takes
as an input a randomized logspace algorithm R and an input x. Assume that the probability that
R accepts on x is either < 1/4 or > 3/4. Then, if the probability that R accepts on x is < 1/4,
the output of U on input R,z is 0 and if the probability that R accepts on x is > 3/4, the output
of Uon input R,x is 1. Moreover, for every constant ¢ > 1, if prBPL C SPACE[(log(n))¢] then the
space used by U is at most Cg - (log(n))¢, (where Cr is a constant depending on R).

We note that one can bound the space used by U, in Theorem|L.2] also by C'- (log(N))¢, where C
is a universal constant and N is an upper bound on both the length and width of the branching
program underlying the computation of R on = (under the assumption prBPL C SPACE[(log(n))]).
(See Theorem [5.1)).

Another prior work that is related to our work, as well as to [Nis93,/GRZ23|, is the work of Cheng
and Hoza |[CH22|. Cheng and Hoza proved that an optimal hitting set generator (the one-sided
analogue of a pseudorandom generator) for logspace would imply BPL = L (whereas the direct
conclusion of such a hitting set generator would only be RL = L) |[CH22]. To prove this result, they
show how to use the hitting set generator to guess (approximations of) the probability to reach each
state of a branching program, and they then check that these probabilities are consistent between
each two consecutive time steps (similarly to and prior to [GRZ23]).

The proof given by Cheng and Hoza uses the explicit description of the underlying branching
program. Our final result is an extension of their result to the case where the branching program
is not given explicitly, but rather one only has oracle access to it, that is, access as a black box.

Theorem 1.3 (Informal: formally stated and proved in Section @ Assume that optimal explicit
hitting set gemerators for width n, length n ordered branching programs exist. Then optimal de-
terministic samplers for width n, length n ordered branching programs (with oracle access to the
branching program) exist.

We remark that Cheng and Hoza |CH22| prove a version of this result for constant width
branching programs (in addition to their non-black-box result on length n, width n programs that
capture BPL). They state a black-box equivalence in the BPL vs L regime as an open question,
which we resolve. Our result complements equivalent results in the BPP vs P regime; several prior



results [ACR96, BF99, ACRT99,|GVW11,|CH22| show that a hitting set for general circuits implies
a deterministic sampler for general circuits. Thus, we close the gap in understanding between
time-bounded and space-bounded derandomization with regards to this question.

One-Sided Two-Sided
Black-Box [Theorem [1.3
[CH20]
White-Box .

We hope that our progress can eventually be used to get an equivalence in the white-box regime,
that is, that prRL = L = prBPL = L. Such a result was established in the time-bounded regime
by [BF99].

A common theme in all of our results is that our proofs exploit, and further demonstrate, the
intriguing idea that in some settings randomized logspace computations can be verified.

1.1 Related Work

There have been four decades of work attempting to derandomize randomized logspace, that is,
prove BPL = L. This work has taken (at least) two major forms: constructions of pseudorandom
generators (PRGs) and their generalizations |[Nis90,INW94,NZ96,|GR14, FK18 MRT19,[HZ20] and
white-box derandomizations [SZ99, RR99,Rei08, RTV06, AKM™20, Hoz21]. This has resulted in
a varied landscape, with explicit constructions of PRGs that obtain highly nontrivial but (pre-
sumably) suboptimal seed lengths, white-box derandomizations, and candidate constructions. We
emphasize that these candidate constructions consist of both generators whose security follows
from a certain hardness assumption [KvMO02|, and candidates that are not known to follow from a
hardness assumption (for instance, the XOR of two small-bias distributions has been proposed as
a candidate by Reingold and Vadhan [LV17]).

As mentioned above, besides [KvM02], the works most relevant to ours are [Nis93|CH22|GRZ23|.
All these works have an element of verification that a randomized computation was performed
correctly (in various forms and for various purposes), an idea that is also central in our work.

2 Preliminaries

We first define notation related to pseudorandom generators and branching programs.

Definition 2.1. Given a distribution D over a space [S], let x < D represent drawing = € [S]
from D. We let U,, denote the uniform distribution over {0, 1}".

Definition 2.2. Given a pseudorandom generator (PRG) G : {0,1}* — {0,1}" and a function
f:40,1}" = R, we use E[f(U,)] and E[f(G(Us)] to denote the expectation of f under uniformly
distributed inputs and pseudorandom inputs generated by G respectively, that is,

Eff= E [f(@)],  Elfl= E [f(G))]

CB(*Un G yHUs

And we say that G e-fools f if |E[f] — Eq[f]| <e.



Definition 2.3. An ordered branching program (OBP) B of length n and width w is a directed
acyclic graph whose vertices (or states) are partitioned into n + 1 layers Vj, ..., V,, where |V;| < w.
For each i < n and v € V;, there are two outgoing edges, labeled with 0 and 1 respectively, that
leads into V;11. Vj constains a single state vg which is the starting state, and each state in V,, is
labeled with a real number as the output of the branching program. Unless otherwise specified, we
assume that the labels are either 0 or 1.

For each v € V;, 0 € {0,1}* and u € Vj41, we say B[v,o] = u if B transitions from state v to
state u following the edges labeled by the bits in 0. We can think of B as a function on {0,1}"
such that for every x € {0,1}", B(x) is the label on the output state B[vg, z]. For each v € V;, let
B_,, be an OBP of length i and width w such that B_,,(x) = 1 if and only if Blvg,z1 ;] = v.

For each v € V}, let

DPov = Pr[B['Ush Uz] = U]: DPov— = PY[B[’U, Un—z‘] = 'Uacc]-

3 Effective Hardness to Randomness

We prove in several stages. In the first stage, we show a testing procedure that, given a
candidate PRG and an ordered branching program, either certifies that the PRG fools the branching
program, or outputs a branching program that acts as a next-bit predictor for G. We then show
how to go from such a next-bit predictor to a counterexample to the hardness assumption.

3.1 Verifiable PRGs for Logspace

We first show that there is a logspace verifier for PRGs (with logarithmic seed) against logspace
OBPs, which detects when a PRG fails and outputs an example OBP that the PRG fails to fool.
To formalize this, we recall the notion of a next-bit-predictor.

Definition 3.1. Given a function G : {0,1}* — {0,1}", a branching program 7 : {0,1}* — {0,1}
for i < n is an e-next-bit-predictor for G if Pr,. ¢, [T(G(x)1.;) = G(x)iy1] > 1/2 + €.

Note that the uniform distribution is O-next-bit-predictable, even for a computationally un-
bounded distinguisher.
We prove in this section the following lemma:

Lemma 3.2. For every error function €(n) computable in space O(logn), there is a deterministic
algorithm that, given as input an OBP B of length n and width w, and the black-box oracle access
to a PRG G : {0,1}* — {0,1}", runs in space O(s + log(nw)), and either

1. Confirms that G € - n-fools B; Or
2. Outputs an OBP T of length at most n and width w that is an €/2-next-bit predictor for G.

The main idea behind this proof has appeared before for different purposes [Nis93,|(CH22,
GRZ23], and in fact (modifications of) all these results can be used to prove However,
we give a self-contained proof.

To prove we first define a series of potential distinguishers, with the property that
each can be evaluated in logspace. Each distinguisher measures the bias of the next bit in the PRG
upon reaching a particular state.



Definition 3.3. Given an OBP B of length n, for every i < n and v € V;, let N, : {0,1}+1 —
{—1,0,1} be the function defined as:

1 if BLy(z)=1and ;41 =1
Ny(x) =49 -1 if Byy(z)=1and z;41 =0

0 otherwise.

Furthermore, N, is computable in logspace given B and v.

When z is uniformly random, B_,,(z) and x;4; are independent, and therefore E[N,] = 0 for
all v. Consequentially, our verifier checks that | Eq[NV,]| is small for all v, where we feed the first
i+ 1 bits of the PRG output to N,. We first show its soundness:

Lemma 3.4. Given an OBP B of length n, suppose that for every i, »_ .y, |Ec[Ny|| < e. Then
G € - n-fools B.

Proof. As every edge from layer V; goes into layer V1, for every i < n we have

>

E[B—w] - Ig[B—w]

veEViq1

<> > B% ) =1Aziy1 =0 — Pr [Bo,(z)=1Azi, =b].
zG(Us)

veV; be{0, 1}

Notice that by the definition of N,,, we have

E[N,| = Pr [Boy(z)=1Axi41 =1]— Pr [Boy(z) =1Axi41 =0

Uy x<+Up

=2 Pr [Boy(x) =1Azi41 = 1] — E[B,]

l‘(*n

=E[B.,] —2 Pr [Boy(z)=1Azi41 =0,
z<Un

and the above holds similarly under pseudorandomness generated by G. Therefore we further have

Z E[B—w] B IE[B—W] < Z E[B—w] B IE[B—W] + Z E[Nv] B Ig‘[Nv}
vEVit1 veEV; veV;
=D [E[Bou] —E[Bou]| + ) [EIN]|.
veV; veV;

With the assumption that > .y |Eg[Ny]| < e and the fact that E[B_, ] = Eg[Boy,] = 1, we
conclude that ) oy, |[E[B_,] — Eg[B-,]| <e-n. As the output labels are binary, this means that
|E[B] — Eq[B]| <e-n,ie. G ¢e-n-fools B. O

Proof of[Lemma 3.9 For every i < n, the algorithm iterates through every v € V; and all the
possible seeds for G computes » i, | Eg[Ny]| and checks if it is at most . This can be done in
space O(s + log(nw)). If all such checks pass, we have by [Lemma 3.4 that G ¢ - n-fools B
Otherwise, we find some i < n such that » i, [Eg[Ny]| > ¢. Let T be an OBP of length i that
is the same as B from layer Vj to V;, such that the output label on each v € V; is 1 if Eg[N,] > 0,



and 0 if Eg[N,] < 0. Such an OBP is of size at most that of B, and can be constructed in space
O(s + log nw). We have

Pr  [T(x1.) = ®it1]

z+—G(Us)
= P B_,, =1Azxzin1 =1 P B_,, =1Az;11 =0
> B B = WAma =1+ Y Pr (Boule) = 1Az =0
veV; veV;
Eg[Ny]>0 Eq[Ny]<0
1
= Z 9 (Ig[Bav] + IE[NU] )
veV;
1

3.2 Refutable Hardness Assumptions in Logspace

shows that, given an alleged PRG for logspace, we can use it to either successfully de-
randomize a logspace comptation, or explicitly output a counterexample to the PRG. The results of
the hardness-versus-randomness paradigm claim that PRGs exist under certain hardness assump-
tions. Combining these results with we can derandomize logspace computations given
any alleged hard function, or determine that the hardness assumption does not hold. However,
requires a stronger guarantee from the algorithm - if the hardness assumption does
not hold, the algorithm needs to output a small circuit that falsifies this assumption. Obtaining
this result is the primary contribution of this subsection.
We first recall the result of Klivans and van Melkebeek [KvMO02].

Theorem 3.5 (|[KvMO02|). If there is a family of boolean functions f € SPACE[n] that is not
computable by circuits of size 2°™ for some € > 0, then BPL = L.

Their proof is based on the worst-case hardness vs. randomness results by Imagliazzo and
Wigderson [IW97], and shows how to execute every step in the construction of the Imagliazzo-
Wigderson PRG can be executed in deterministic logspace. However, their proof (and all other
proofs of the hardness vs. randomness paradigm) does not show that given a branching program
(or circuit) that distinguishes the PRG from random (i.e. contradicts the original hardness assump-
tion), there is an efficient deterministic logspace algorithm to produce a circuit for the supposedly
hard function. This is for two reasons. First, the conversion from a distinguisher to a next bit pre-
dictor (which we address in [Lemma 3.2)). Even once we obtain such a predictor, prior approaches
used space- and randomness-inefficient probabilistic method arguments to go from a predictor to a
worst-case correct circuit for the original function. Our primary contribution in this subsection is
to carefully design the PRG and develop an efficient reconstruction procedure, given a distinguisher
for the constructed PRG.

This leads to the following theorem:

Theorem 3.6. For every family of boolean functions f € SPACE[n| and € > 0, there is a deter-
ministic algorithm that, given as the input an OBP B of length n and width w = n, runs in space
O(logn), and either

1. Outputs E[B] with 1/4 error; Or

2. Outputs a circuit C of size 2°™ that computes f on {0,1}™ where m = O(logn).



Proof. Let G : {0,1}* — {0,1}" be the generator of [Theorem 4.1 with ¢ = ¢ and f = f and let

m = my be the instance size of f used to construct G.
We then apply on B and G with € = 1/(4n). Of the two possible outcomes:

1. If it is certified that G € - n-fools B. In this case the algorithm computes and outputs Eg|[B]
which approximates E[B] within additive error 1/4.

2. Otherwise we get for some ¢ < n an explicit OBP T of length ¢ and width w, such that
Procp,[T(G(z)1.;) = G(x)i+1] > 2(1 +¢). In other words, T is an £/2 = 1/8n next-bit
predictor against G of size at most n?, and T can be evaluated in space O(logn). Then by

Theorem 4.1} we can construct in space O(logn) a circuit C for f on inputs of size m = ©(logn)

of size at most 2™, O

Now [Theorem 1.1] follows:

Proof of [Theorem 1.1, Given a randomized logspace algorithm R with error probability at most
1/10 and input = € {0,1}", let B be the branching program representing how R uses its random
bits on input x, which can be constructed in logspace. By assumption R uses s = O(logn) bits
of space and hence at most 25100 = poly(n) random coins, and hence B has length and width
poly(n). Pad B to have length and width n¢ and apply with f = £ and € := «.
Then we either obtain an estimate of E[B] up to £1/4 (which suffices to decide the language by
correctness of R) or a counterexample (in the form of a circuit of size at most 2" 0 the hardness
of £ on inputs of size n’ = ©(logn®) = O(logn) bits, as desired. O

We prove in the following section.

4 Efficient Reconstructive Derandomization

We first state our main theorem of this section.

Theorem 4.1. Given e > 0, and a family of functions f,, : {0,1}"™ — {0,1} € SPACE[m)|, there is
a family of explicit generators G : {0,1}* — {0, 1}" with s = O(logn) computable in space O(logn),
and a deterministic logspace algorithm that, given n € N and a 1/(8n)-next-bit predictor B for G of
size at most n? which is evaluable in space O(logn), outputs a circuit C of size 2™ for f,,, with
mo = O(logn).

We prove this theorem in four stages. Following the framework of [IW97], we first assume that
f is a (worst-case) hard function, and construct a PRG via hardness amplifications and the Nisan-
Wigderson PRGs [NW94]. The detailed steps are slightly different from those in [IW97], and we
adapt the following strategy:

(a) From f, construct (by low-degree extension) a function f’ that is hard-on-average on a 0.99
fraction of inputs.

(b) From f’, construct (by derandomized XOR Lemma) a function f” (with multiple bits of
output) that is hard-on-average on a 2-%m) fraction of inputs.

(¢) From f”, construct (by Goldreich-Levin) a function f” with single-bit output that is hard-
on-average on a 1/2 + 279" fraction of inputs.

(d) Use f"” to instantiate a Nisan-Wigderson pseudorandom generator G : {0,1}* — {0,1}" for
s =0(m).



We make sure that f/, f”, f and G are all computable within O(logn) space.

Furthermore, we prove that every step can be made logspace reconstructive, in the sense that
given a counterexample to the conclusion (i.e. a small circuit that obtains some advantage) we can
produce a counterexample to the assumption in deterministic logspace. This requires modifying the
standard reconstruction algorithms for the first three steps, all of which use randomness-inefficient
applications of the probabilistic method. Over the next four subsections, we state and prove the
necessary components of the reconstructive PRG, and in combine these results to

conclude [Theorem 4.1

4.1 Preliminaries

First, we recall some notation related to the advantage of circuits.

Definition 4.2. Given f:{0,1}" — {0,1}" and a circuit C, let SUC(C, f) = Pryy, [C(z) = f(z)].
For m = 1, let ADV(C, f) = 2SUC(C, f) — 1. Let ADV4(f) = maxc,c|<s ADV(C, f) and likewise for
SUC,(f). Let ADVH SUCH be the related notions when z is sampled from the uniform distribution
over H C {0,1}".

We will repeatedly make use of an averaging sampler in order to make probabilistic method
arguments randomness efficient. We first recall the definition of an averaging sampler, and then
recall the classical result in [RVWO1] that there exist highly efficient averaging samplers, even with
exponentially small error.

Definition 4.3. Given m € N and €,6 > 0, we say that SAMP : {0,1}' — ({0,1}™)! is a t-query
(m,e,d)-averaging sampler with seed length [ if for every g : {0,1}™ — [0, 1] we have

E [9(¢)] - E[QJ] <d21-5

Pr [
q1,---,qt<SAVMP(U;) | [i€]t]

Proposition 4.4 ([RVWO01)). Given m € N and £ > 0, there exists t = poly(m/e) and a t-query
(m,e,272™)-averaging sampler with seed length 4m. Moreover, the sampler is evaluable in space

O(m).

Another tool that is repeatedly used in our proof is the combinatorial design, which is a family
of subsets S1,...,S, C [s] such that |S;| = as for some constant a € (0,1) and all i € [n], while
|S; N S;| < 2a2s for all i # j. The design will be used at two places: once in derandomized XOR
Lemma and once in the Nisan-Wigderson PRG . While the application in
only requires a linear-sized design, the application in[Section 4.5 requires an exponential-
sized design that is deterministically constructible in linear pace. The later was formally given in
[KvMO02], so we concurrently use it for both applications.

Proposition 4.5 ([KvMO02]). For every a € (0,1), there is 8 € (0,1) such that for s € N one can
deterministically generate in space O(s) a combinatorial design of size n = 2°% over [s], that is, a
family of subsets Sy, ..., Sy C [s] such that |S;| = as and |S; N S;| < 2a2s for all 1 <i<j<n.

4.2 Derandomizing the Polynomial Decoder

For step (a) in [Theorem 4.1 we need to convert a worst-case hard function to one with constant

average-case hardness.



Lemma 4.6. Given f : {0,1}™ — {0,1}, there is g : {0,1}™ — {0,1} where m’ = ©(m) such
that, for every circuit B such that SUC(B, g) > 0.99, there is a circuit C of size mP() - |B| such that

C(x) = f(x), Yz € {0,1}™.

Moreover, when f is computable in space O(m), g is also computable in space O(m), and there is
a deterministic O(m)-space algorithm that, given the circuit B which is evaluable in space O(m),
prints C, and C is also evaluable in space O(m).

The proof for is inspired by [STVO01], where we encode f through Reed-Muller codes
and switch to boolean domain via Hadamard codes. However, since we only need the resulting
function to be average-case hard on a constant fraction of inputs, the code can be directly decoded
instead of list-decoded, and we derandomize the decoding procedure with samplers.

We need the following two facts. The first is a folklore fact on constructing low-degree extension,
whose proof can be found at [GKR15, Proposition 2.2]:

Proposition 4.7. Given a finite field F and o subset H C F, and oracle access to a function
f: H" = {0,1}, one can compute in space O(log|F| + logl) an L-variable polynomial p : F* — F
that coincides with f on HY, and the degree of p in each variable smaller than |H|.

The second fact concerns decoding Reed-Solomon codes:

Proposition 4.8. Given a finite field F with |F| = N, whose elements can be canonically listed as
ai,...,an where a; = 0, there exists a circuit DEC : FV — FN that satisfies the following: If there
exists a univariate polynomial q : F — F of degree at most d < N, such that q(a;) = b; for at least
(N +d)/2 of i € [N], then

DEC(b1,...,bn) = (q(a1),...,q(an)).

Furthermore, DEC is of size poly(N) and depth polylog(N), and can be uniformly constructed in
space O(log N) given the arithmetics in FF.

Proof. The circuit DEC instantiates the Berlekamp-Welch algorithm [WB86,GS92]. The algorithm
involves solving systems of O(V) linear equations on O(N) variables, for which Csanky’s algorithm
[Csa76] can be implemented in logspace-uniform-NC. O

Proof of[Lemma 4.6 We assume without loss of generality that m is a power of 2. Let £ = m/logm,
and I be a finite field of characteristic 2 and size m?. Take H C F to be a subset of size m, and
we identify the domain {0,1}™ of f with H® as 2™ = |H|*. The arithmetics in F can be done in
time O(|F|) and space O(m), and so does the bijection between {0,1}™ and H® (and its reverse).

Let p : F* — F be the polynomial in [Proposition 4.7, and let g : F©*1 — {0,1} be the function
defined as

g(xh SRR 7$€ay) = <p(.’E1, < 7xf)7y>7

where (-,-) stands for inner product in Fy when taking the binary representation of the two ar-
guments in F. It is clear that g can be computed in space O(m), and the input of g has length
(¢+1)log |F| = O(m) when represented in binary.

Now assume there is a circuit B such that SUC(B,g) > 0.99. We first construct the circuit
B’ : FY — T such that the i-th bit of the output is

Bi(wr,...20) = MALcr (B, .., e i + 2) — By, .., a0, 2)).

Here ¢; is the element in F whose binary representation has 1 on the i-th bit and 0 elsewhere.

10



Claim 4.9. SUC(B',p) > 0.96.

Proof. Since SUC(B,g) > 0.99, there are at least a 0.96-fraction of (z1,...,2,) € F such that B
coincide with g on more than 3/4 of y € F, which contains both z and (e; + z) with probability
larger than 1/2 for a random z € F. In such cases we have B}(z1,...,z7) = (p(z1,...,2),¢€;) for
every i, and thus B'(z1,...,2z¢) = p(x1,...,20). O

From B', we reconstruct the circuit C : {0,1}™ — {0, 1} as follows. Let SAMP : {0, 1}¥™ — (F)*
be the sampler in [Proposition 4.4 with ¢ = 0.01 and thus ¢ = poly(m). We think of the SAMP as
sampling ¢ random vectors v = (v1,...,v) € F¢, and given the input = = (x1,...,x,) € H’ for C,
each vector v represents a line {z 4+ Av | A € F}. On each line, p(z + A\v) is a univariate polynomial
on A of degree at most £|H| = m?/logm, and we use the decoder circuit DEC in [Proposition 4.8|
to decode the Reed-Solomon code given by B’ on the line. We let the value of C(z) to be the
most common (breaking ties arbitrarily) decoded value among the ¢ lines. Notice that this process
depends on the seed of the sampler, and we actually go through all the seeds and choose the one
that makes C(z) correctly computes f on all z € H*.

Formally, we present this linear space reconstruction algorithm as

Algorithm 1: RM_RECON(f, B)

Let SAMP : {0,1}¥™ — (F“)’ be the sampler of [Proposition 4.4] with & = 0.01.
for y € {0,1}*™ do

Let v1,...,v; < SAMP(y).

Let C : {0,1}"™ — {0, 1} be the circuit

[NEEVURE VR

C(z) = MAJ ;e[ (DEC1 ((B' (2 + Avi))xer))-

5 if C(z) = f(x) for all x € {0,1}"™ then return C
6 end

The circuit C constructed in the algorithm is of size 2t[F|?|B| + mPM) = mPW . |B|, and has
additional depth polylog(m) compared to that of B. Therefore C can be evaluated in space O(m).

Now we prove that the algorithm always returns a valid circuit C. Notice that for uniformly
random v € F¢, z+ \v is also uniformly random after given x and A # 0. Since SUC(B’,p) > 0.96, it
means that there are at least a 0.84-fraction of v € F¢ such that B’ coincide with p on x + \v for at
least 3/4 of A € F, A\ # 0. Recall that the degree of ¢(\) = p(x + Av) is at most ¢|H| = |F|/logm,
and therefore by [Proposition 4.8 we conclude that for every z € {0, 1}£,

Pr [DEC((B'(x + M))aer) = (pl(e + M))aes] 2 084,

in which case we have DECy ((B'(x + A\v))xer) = p(x). Viewing this probability as an expectation of
the indicator function on v, by the guarantee of the sampler in [Proposition 4.4] we have

/ —4m

%MvthIAMP(Usm) ig} [DEC, ((B'(z + Avi))aer) = p(x)] = 051 >1—27""
By a union bound over x € {0, 1}™, there must exist a y € {0, 1}3™ such that C(z) = p(z) = f(z) for
all x € {0,1}"™. Therefore the algorithm always returns such a circuit C. Moreover, the algorithm
can be implemented to run in space O(m), as we can enumerate over seeds to the sampler and
construct the circuit (as a function of the sampler output) in space O(m), and test if the circuit
correctly computes f in this space bound. O
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4.3 Derandomizing the Derandomized XOR Lemma

Our next step follows the approach of Impaggliazo and Wigderson [IW97], who use a derandomized
XOR lemma to produce from a function that is hard on a constant fraction of inputs, a function
that is hard on any exponentially small fraction of inputs. The construction is identical to the one
in [IW97], except that we modify the reconstruction algorithm and analysis to make the circuit C
constructible in deterministic space O(m).

Lemma 4.10. For every v € (0,1), there is an O(m)-space computable function G : {0, nm
({0,1}™)™, where m’ = ©(m/~), that satisfies the following: Given f : {0,1}™ — {0,1}, and a
circuit B satisfying SUC(B, f™ o G) > 277", there exists a circuit C of size 2°0™) . |B| such that

suc(c, f) > 0.99.

Moreover, when f is computable in space O(m), there is a deterministic O(m)-space algorithm
that, given the circuit B which is evaluable in space O(m), prints C, and C is also evaluable in space

O(m).

We first give the construction of the function G, which is called a direct-product generator
in [IW97]. As in [IW97], it consists of two components: an expander walk and a combinatorial
design. For the expander walk, we need an explicit expander where the neighbors of a vertex can
be efficiently computed:

Proposition 4.11 (see e.g. [LPS88|). There is a constant A € (0,1), such that for every m € N,
there exists a 4-reqular graph E,, on the vertex set {0,1}™ with spectral expansion at most X,

such that given any vertex v € {0,1}™, its neighbors can be computed in time poly(m) and space
O(logm).

Define the expander walk function EW : {0,1}*™ — ({0,1}")™ as follows: Given the input
v € {0,1}™ and d = (dy,...,dn) € [4]™, the output is sequence of vertices vy,...,v, in En,
that starts with v;1 = v, and take v;11 to be the d;-th neighbor of v;. On the other hand, let
S1,...,Sm C [s] be the first m sets in the combinatorial design from [Proposition 4.5 with o = /2
and s = m/a. Then we defined the function G : {0, 1}3™F¢ — ({0,1}™)™ as:

G(r,v,d) = ((rls,) ®EW(v,d)1, ..., (7|s,,) ®EW(v,d)m).

Here r|g is the part of » € {0,1}® on indices S, and @ is bit-wise XOR. From the definition
we have that G can be computed in time poly(m) and space O(m). The input length of G is
m' =3m+2m/y = O(m/7).

Now given f :{0,1}™ — {0, 1}, assume there is a circuit B such that SUC(B, f™ o G) > 277,
Before we move on and show how to reconstruct the circuit C efficiently and deterministically from
B, let us first review the reconstruction step in [IW97]. For i € [m], z € {0,1}™, a € {0,1}*™™,
v e€{0,1}"™ and d € [4)™, let h(i,z,a,v,d) = (r,v,d) where r € {0,1}* such that

rls; = x ©EW(v,d); and 7|5 = a.

The function h is called the restricting function of G. Given x € {0,1}™, with i,a,v and d chosen
uniformly at random, they build a circuit F that first simulates B to compute B(h(i,z,a,v,d)) =
(Y1, .., Ym). Then it computes a number ¢ defined as

t=1{j#ily; # f(Gjohli,z,a,v,d)}

)
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and outputs 1; with probability 27, while outputting a random bit with probability 1 — 27¢. To
compute t, for each j # i, f(G; o h(i,2,a,v,d)) is computed through a non-uniformly constructed
look-up table for f of size 27, containing the values of f(x;) for all possible j-th output x; of Goh
with the fixed 4, a,v and d.

We could not resort to non-uniformity to construct the look-up table. Nevertheless, when f is
computable in space O(m), we can compute the entire table in space O(m) and hardwire it to the
circuit. Even better, when 7, a,v and d are given, each output x; of Goh is fixed except for ym bits
(corresponding to the coordinates in S; N S;), so we only need to go through all 27 possibilities
for these bits to compute the table.

The circuit F presented above uses a string R of |R| = O(m) random bits, including 4, a, v, d
along with w € {0,1}™*1, the randomness used to decide the final output. It was proved in [IW97]
that:

Proposition 4.12 ([IW97, Theorem 15]). Suppose the SUC(B, f™ o G) > 277™. There exists ¢ > 0
(that depends on vy), such that the fraction of inputs x € {0,1}™ with

fl’%r[]-"(a:,R) = f(z)] >1/2+277"/c

18 more than 0.99.

Therefore, the final circuit C takes O(m - 227™) independent copies of F and outputs their
majority, and there exists a fixing of the randomness that provides the final deterministic circuit C.
We could not afford to store exponentially many random bits if they are independently sampled.
Instead, we employ the efficient sampler in [Proposition 4.4] that uses only O(m) random bits as
the seed to generate 29" samples, and we can enumerate over all the seeds to find the one that
makes SUC(C, f) > 0.99. As shown in the proof below, such seed always exists.

Proof of[Lemma 4.10, Let F : {0,1}™+® — {01} be the circuit described above, and ¢ > 0 be
the constant in [Proposition 4.12l We give the formal description of the linear-space algorithm for

the reconstruction procedure as

Algorithm 2: XOR_RECON(f, B)

Let SAMP : {0, 1}4% — ({0, 1}/%1)* be the sampler of [Proposition 4.4 with e = 277™/(2¢).
for y € {0,1}*4%l do

Let Ry,..., Ry < SAMP(y).

Let C: {0,1}"" — {0,1} be the circuit

BwW N =

C(x) =MAI(F(z,R1),...,F(x, Ry)).

5 if SUC(C, f) > 0.99 then return C
6 end

By [Proposition 4.4| we have t = poly(m/e) = 200™) for ¢ = 277 /(2¢). From the description
we know that F has size |B| + 27 - mP and therefore C has size t|F| + mP1) = 200m) . |B|.
When B is evaluable in space O(m), C is clearly also evaluable in space O(m).

By the guarantee of the averaging sampler SAMP in |[Proposition 4.4} for every = € {0,1}™:

E [F(x, Ri)] - E[F(x, R)]‘ < a] >1— 2728

Pr
Rl,...,Rﬁ—SAMP(UMRO i€t
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By [Proposition 4.12} there exists a subset V' C {0,1}™ such that [V| > 0.99 - 2™, such that for
every x € V:

E[F(z, B)] - f(z)

<1/2-277"/c=1/2 — 2.

Therefore for every x € V, it is implied that

E [Fa.R) - f@)

Pr [ §1/2—25+a} >1— 228l
R1,~~-,Rt<*SAMP(U4‘R|)

which means that

P MAJ — >1-2728 51— 1/|V].
Rl,...,RteSII;MP(U4‘R|)[ (]:(val)v 7‘F($7Rt)) f(x)] = > /‘ ‘

By a union bound over z € V, there must exist a y € {0, 1} such that C(z) = f(z) for all z € V,
which satisfies SUC(C, f) > 0.99. Therefore the algorithm always returns a valid C. Moreover, the
algorithm runs in space O(m), as it enumerates the seeds of length O(|R|) = O(m), constructs and
evaluates the circuit C and makes oracle calls to f, which all can be done in space O(m). O

4.4 Derandomizing the Goldreich-Levin Theorem

Lemma 4.13. Given f : {0,1}"™ — {0,1}", let g : {0,1}"™ x {0,1}" — {0,1} be defined as
g(z,7) = (f(x),r). Then, given § > 0, there is &' > Q(63/m) so that, for every B satisfying
ADV(B, g) > 6, there is a circuit C of size at most |B| - (m/8)°W) satisfying

suc(C, f) > ¢'.

Moreover, when f is computable in space O(m), there is a deterministic O(m)-space algorithm
that, given the circuit B which is evaluable in space O(m), prints C, and C is also evaluable in space

O(m).

Note that the original Goldreich-Levin theorem |GL89] does not guarantee (and in fact does
not give) an efficient deterministic reconstructor, as it is not randomness efficient. A later work of
Hoza and Klivans [HK18| achieves this, though with a significantly more involved proof. As such,
we directly show this using small-bias spaces, which we define now:

Definition 4.14. A function G : {0,1}! — {0, 1}* is an e-biased generator if G(U;) is a e-biased
probability space over {0,1}*, which formally means that for every T € {0, 1}*,

Pr [(T,G(y)) =1] €[1/2 —¢,1/2 +€].
y<«Uy

We recall small-bias generators exist with good seed length, and moreover these generators can
be evaluated in small space:

Proposition 4.15 ([NN93|). Given k € N and € > 0, there is an O(t)-space evaluable e-biased
generator BIAS : {0,1} — {0, 1}* with seed length t = O(log(k/e)).

We require a basic Fourier-analytic lemma, that states that a small-bias space fools the con-
junction of k parities.

14



Lemma 4.16. Let BIAS : {0,1} — {0,1}* be an e-biased generator. Then for every collection
Ti,...,T; € {0,1}* and v1,...,vq € {0,1} we have

E T,ry®duv)| — E T, r) D v; < 2e.
r<—BIAS(U:) z£[>]<< > ) r<Uj z![\d](< > )

Proof. We have

A (Tiry@v)=1-2-27% " P~ ((Ti,ry) & v)

i€[d] SCld] i€S
=1-2.274>" <<@ﬂr> @@—ﬂ}i>
SCld] ieS ieS

and as BIAS fools all such parities to error ¢ in the summation over S C [d], we have that the total
error is at most 2e. O

Proof of[Lemma .15 If § < 27™, we can choose & = 27 and the lemma trivially holds for a

circuit C outputting a constant. Therefore, from now on we assume that § > 27". We formally
state our algorithm as with ¢’ to be determined later. Note that ¢ = O(m), and
therefore in the e-biased generator BIAS : {0,1} — {0,1}**™ we have t = O(log(¢m/c)) = O(m)
with ¢ = 274™~1and the algorithm runs in space O(t + £+ m) = O(m).

Algorithm 3: GL_.RECON(f, B)

1 Let £ <+ [logy(128m/5% + 1)].

2 Let BIAS: {0, 1} — {0,1}**™ be the generator of [Proposition 4.15|with ¢ = 274m~1,
3 for y € {0,1}" do

4 Let r1,...,7y < BIAS(y).

5 | for (b1,...,b) € {0,1} do
6 Let C : {0,1}"™ — {0, 1} be the circuit that for each ¢ € [m]:

Cl(lb) = MAJJQWJ#@(Z)J D B(IL‘, T‘J D el))

7 if SUC(C, f) > ¢’ then return C.
8 end
9 end

We view the output of BIAS as a tuple of ¢ vectors:

BIAS(y) = (r1,...,7re), 1€ {0,1}™.

For convenience, let 7:= (r1,...,7¢) and b := (by,...,bs). For every J C [f], let:
T'J ZZ@TZ‘, bJ:@bi.
= ieJ

Note that in the original GL algorithm, all r;’s are i.i.d. uniform over {0, 1}"*. We first argue that
our distribution over r/’s satisfies (approximately) the two properties used in the analysis of the
original algorithm:
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Claim 4.17. The following two properties hold:

1. For every non-empty J, v/ is 272" -close to U, in {1-distance.

2. For every non-empty J and J" where J # J', (T‘J,T‘]/) is 272 close to Us,y, in {1-distance.

Proof. For i € [m], the i-th bit of r/ can be written as (T} j,BIAS(y)) where T} ; indicates a
non-empty subset of bits. From [Lemma 4.13| we know that for every v € {0,1}",

Prr/=v]— P T =) || < 2.
yﬁgt[r v] o G/{\}(( i) =) || < 2
1 m

Notice that {T; j}icpm) are linearly independent, and thus ({73 ,7))ic|m) is uniformly distributed
over {0,1}™. Therefore taking the sum over v € {0,1}™ we have that r/ is 2¢ - 2™ < 272™_close to
U,, in {1 distance.

When J # J' are both non-empty, {T; s }icjm) U {T5,7 }icjm] are still linearly independent. For
the same reason as above, (7“‘], rJ/) is 2¢ - 22m = 272 _close to Uy, in ¢1 distance. O

Now recall that for ¢ € [m] the ith bit of the output of C is
Cz(x) = MAJJ:J#@(I)J & B(QZ, TJ S 6,))

Thus C has size [C| < (|B| + O(¢)) - 2m < |B| - O(2%m) = |B| - (m/5)°") as claimed. To analyze
the performance of C, let

S :={xe{0,1}™: Zfll}m[B(x,z) =g(x,2)] > 1/2+6/2}.

By a standard averaging argument, |S| > (4/2) - 2™.
Claim 4.18. For every x € S and i € [m],
1 1
P J: Bz, ! @e;) = Toe)} <2 -1)| < —.
(m,...,rl)JBIAs(Ut) i (2,77 ® i) = gla.r” ® er)}| < 2( )| = 2m

Proof. For the remainder of the proof we fix « and i. Let A C {0,1}™ be the set of values r on
which B(x,r) = g(z,r). By the fact that z € S we have |A| > (1/2+ §/2) - 2™. Furthermore, for
each y € {0,1}! (where y is the input to BIAS) let

Cry) =T @e; € Al
and observe that (; = 1 is equivalent to B(x,r/ @ ¢;) = g(x,r/ @ ¢;), i.e. B computes the inner
product with f(x) correctly on that input. Now observe that by |Claim 4.17]
E[¢s] = Pr[Cs(y) = 1] > 1/2+6/2 — 272 > 1/2 + 5 /4.
y y

We now bound the variance of the number of such places where we compute the inner product
correctly. Let

0% = Var (Z CJ) = Z Cov (¢, Cr)
7

J,J!

< S Var() + Y2
J

J,J!
g 2[ + 22€ . 2—277’1 S 2[—"—1
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where the first inequality follows from Now the result follows by Chebyshev’s inequality
and a union bound. For convenience let d = 2¢ — 1, and the probability in the claim equals:

Pr [ZCJSZ] sgr[ZQ—E[cJ]-d > () -a]
J J

2
1602 < 320 64 L B
— 52( _ 1)2 — 5222( — 522K 2m

Notice that when B(z,r? & e;) = g(z,7/ & ¢;) and for every j € [¢], b; = g(z,7}), we have
v @ Bz’ @ e;) = g(a,17) @ gz, 1) @ ei) = g(x, &) = fil).

Thus, using a union bound over i € [m] on |Claim 4.18| we have that for every z € S,

1
P — > P ) . J ) = J ; 1 2l 1
FHBIAE(Ut)[C(x) f@)] 2 T_"%BIAIS.(Ut) vie [m],[{J: Bz, @e) = glz, 7 ©e;)}| > 2( )

g(—Ul
- Pr [V e [d,b; = g(a,r))]
b<—U,
1
> 5 Pr [V ell,b=g(ar)] =27

%Uz

Thus, there is an assignment of y and b such that C computes f correctly on at least |S|- 271 >
2m.5274=2 inputs. Moreover, we can find such a circuit by enumerating the assignments to y and b
and verifying the success probability by evaluating C and f over all « € {0,1}". Therefore letting

8 =027 =Q(8%/m)

completes the proof. O

4.5 Space-Efficient Nisan-Wigderson PRG

We recall the argument of [KvMO02] that there is a space-efficient implementation of the Nisan-
Wigderson [NW94] PRG, using the linear-space constructible combinatorial design (Proposition 4.5|).
While we rephrase their result in our notation, we make no changes to the construction, as (in con-
trast to all other steps) the existing implementation satisfies our desired reconstruction property.

Lemma 4.19. Given p > 0 and n € N and a family of functions f,, : {0,1}™ — {0,1} €
SPACE[m], there exists an m = O(logn) and G : {0,1}* — {0,1}" with s = O(m) such that,
given a circuit B which is a next-bit predictor for G with advantage €, there is a circuit C of size
|B| + O(n2F™) satisfying

ADV(C, fm) > €.

Moreover, there is an deterministic O(m)-space algorithm that, given the circuit B which is evaluable
in space O(m), prints C, and C is also evaluable in space O(m).

Proof of[Lemma .19 Fix a € (0,1) such that a < p/2, and let 3 € (0,1) be the constant in
IProposition 4.5, Choose s = O(logn) such that 2 = n, and let m = as. Let S = (S1,...,Sn)
be the design of [Proposition 4.5 over [s] with parameter a, and let f,, : {0,1}"™ — {0,1} be the
function on inputs of size m = O(logn).
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We let G(x) := f(zs,)f(zs,) ... f(xs,). Now suppose B is an e-next-bit predictor for bit ¢ of
G, i.e.

Pr [B(G(@)0) = Glin] > 5 +e.

Then let S := S;+1 and T := [s] \ Si+1 and write the above inequality as

Pr  [B(G(zsUzr)1.:) = f(xs)] > 1 +e.

(zg,x7)Us 2
For each fixing of x7, we let the circuit C to be C(xg) = B(G(zs U z7)1.5). Then we have
E [ADV(C, fm)] > €.
o7

Thus, the algorithm can enumerate over all possible assignments to z7 in space |T'| = O(m), and
for each assignment check the advantage of C. Once the algorithm has found the fixing of zp such
that the restricted circuit has advantage at least ¢, for every j < i, the j-th bit of the output of
G(zsUzr), which is f(zg,), depends on [SNSj| < 2a”s = pm bits of zg, and hence we can output
a (O(m)-space constructible) circuit for f(zs,) size at most O(2°™), and hence the total size of C
is at most |B| + O(n2°™). O

4.6 Putting It All Together
Proof of [Theorem /.1. Given ¢, we first do the construction steps. For each m € N:
1. Let f/:{0,1}™ — {0, 1} be the function ¢ of applied to fi,.
2. Let f”:{0,1}™2 — {0,1}™ be the function f™ oG of applied to f;, with the

constant v to be chosen later.

3. Let f”:{0,1}" — {0,1} be the function g of [Lemma 4.13|applied to f;,, with the constant

4 to be chosen later.

4. Let G : {0,1}* — {0,1}" be the function of [Lemma 4.19| applied to f, . and B with the
constant p to be chosen later.

Notice that my,mz, m3 and s are all ©(m), and the functions f’, f”, f” and G are all computable
in space O(m).
Suppose now we are given a 1/(8n) next-bit predictor B for G of size n?. As n is given, we decide

the value of mg = ©(logn) through [Lemma 4.19} which in turn decides the value of m = O(logn).
The reconstruction steps go as follows:

4. By|Lemma 4.19} we can construct in space O(m) a circuit C3 such that ADV(Cs, f,).) > 1/(8n),
and Cs has size s3 = n? + O(n2rms) < 29P™ for some constant cg > 0.

3. By |Lemma 4.13] where we now set 06 = 1/(8n), we can construct in space O(m) a circuit Co
such that SUC(Co, f1.) > Q(0%/ma) > 27¢P™ and C has size sy = s3 - (ma/5)01) < 2020m
for some constant cy > 0.

2. By|[Lemma 4.10, where we now set v = cap, we can construct in space O(m) a circuit C; such
that SUC(C1, f;,,) > 0.99 and C; has size s = s - 20(ym1) < 9e1Pm for gome constant ¢ > 0.

1. By we can construct in space O(m) a circuit C such that C(z) = fi,,(x) for every
x € {0,1}™, and C has size s = s; -mPW) < 9¢0Pm for some constant cop > 0. By choosing

p = €/cp, we obtain the final result. O
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5 Universal Derandomization of BPL

Here we state the main theorem of this section, that there exists a universal derandomizer for
logspace computation.

Theorem 5.1. There is a deterministic machine UNIVDERAND such that:

e On input 1" and an OBP B of length and width at most n, outputs 6 := UNIVDERAND(1", B)
satisfying |0 — E[B]| < n~ .

o [or every space-constructible function S : N — N satisfying S(n) > logn, UNIVDERAND runs
in space O(S(n)) if and only if prBPL C SPACE[O(S(n))].

We first give the intuitive explanation of the algorithm executed by the machine UNIVDERAND.
It enumerates over Turing machines (i) and space bounds j. At each step, UNIVDERAND runs (7)
on input (1", B_,,) for every v, where B_,, for v € V; is the program that is identical to B in the
first ¢ layers, then accepts if the program reaches state v. If (i) ever touches more than j spaces on
the work tape, UNIVDERAND halts and increments i or j. Otherwise, we have a set of estimates
{p=v} = {(H)(1", B,,)} (and note we can generate these estimates on the fly in space O(j+logn)).
We then submit these estimates to the local consistency test of Cheng and Hoza [CH22|, and if the
test passes, we return the estimate of the probability of reaching the accepting state.

Theorem 5.2 (|[CH22|). There is a deterministic logspace algorithm LCTEST that takes as input
1" and an OBP B with length and width at most n and the estimates {p=y}oev. If for every v,
D50 —Dso| < 073, the algorithm accepts, and moreover if the algorithm accepts, |p sy —D—so| < 7!
for every v.

Note that the true probabilities p_,, only appear in the statement of the theorem, and are not
part of the input to the testing algorithm. We can now give the formal description of the algorithm
as By soundness of the test LCTEST, if UNIVDERAND returns a value, the value
must be a good approximation of the acceptance probability, so it suffices to show this occurs (and
occurs in the desired space bound).

Algorithm 4: UNIvDERAND(1", B)
1 for < 0,1...,do

2 for i+ 0,1,...,5 do
3 for r < 1-n75/2,2-n75/2,...,2n? . n7%/2 do
4 Compute b <— LCTEST(1", B, {(i)(1", Bv,7) }oev(B));
5 whenever (i) uses more than j space or more than 27 time do
6 ‘ Abort the simulation of (i) and pass to the next r.
7 end
8 if b =1 then return (i)(1", B,r).
9 end
10 end
11 end

To do so, we rely on the promise search problem f. with parameter ¢ € N (which we define as
a function outputting a value in [0, 1] for convenience) defined as follows. Given 1", an ordered
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branching program B of length and width at most n, and a rounding threshold r with the promise
that
n—¢
IE[B] —k-n~ " +r| > o Vk € Z,

i.e. E[B]+ r is polynomially bounded away from every multiple of n=¢*2, the problem asks to
output a (pseudo-deterministic) number f.(17, B,r) that is within n=¢*? distance of E[B]. The
presence of the rounding value, inspired by the approach of Saks and Zhou [SZ99], is because when
E[B] are very close to a threshold, it becomes hard to determining whether the expectation is above
or below the cutoff.

We prove in [Proposition 5.3| that the task of computing f. is promise-BPL complete for every
¢ € N. Therefore, if prBPL C SPACE[S(n)], there is a machine (i) that computes f. in space
j = O(S(n)). Finally, to accommodate the presence of the rounding threshold, UNIVDERAND
additionally enumerates over a polynomial number of choices for r. We show that there exists
a proper ¢ € N such that for every B, a good r that satisfies the promise of f. exists. This is
essentially proved via the argument of Saks and Zhou [SZ99]. Hence, the algorithm will always find
a tuple (i,7,7) such that we obtain good estimates of E[B_,,] for every v, and thus the machine
will halt and return the correct value.

Proposition 5.3. For every c € N, let f. be the problem where, given 1™ and an ordered branching
program B of length and width at most n, and r € [0,1] such that for every k € 7Z,

n_C

IE[B] —k-n" "% +r| > =

return with probability at least 2/3 the same number § that satisfies |E[B] — 0| < n=°*2. Then f.
1s prBPL-complete under L reductions.

Proof Sketch. Fix arbitrary ¢ € N. We first prove f. € prBPL. Let R(1", B,r) be an algorithm
that takes n2°t! random walks from vy over B, and let ~ be the fraction of these walks which
reach vaee. Let k € Z be the largest value such that v + 7 > k- n~°t2, and return 6 = k - n=+2.
Since this algorithm clearly runs in randomized logspace, it suffices to show that, for B and r that
satisfy the promise, there is some fixed k that R identifies with probability over 2/3. Note that by
the promise, we have that for some kg € Z,

—C —C

ko - not? 4 % <E[B]+r < (ko+1)-n o2 — "T
On the other hand, using concentration bounds we can show that with probability at least 2/3,
n—C
(ELB] +7) = (v +7)| = [E[B] =] < =

In this case R always identifies k = kg since ko - n=t2 <y 47 < (ko + 1) - n=¢+2,

We now prove that f. is prBPL-hard. We recall the standard prBPL-complete problem: Given
an OBP B of length and width n, determine if E[B] < 1/3 or E[B] > 2/3, where the promise is
that one of these cases holds. We reduce this problem to f. as follows. Let T : {0,1}% — {0,1}
be the OBP defined as

Tp(z1,...,xq) =MAI(B(z1),...,B(zq))
where d = O(clogn) such that if E[B] < 1/3 then E[Tp] < n™¢/6, and if E[B] > 2/3 then
E[Tg] > 1 —n¢/6. Observe that Tp has length and width N = poly(n) and is constructible
in deterministic logspace given B. Thus, let the input to f. be (1V,Tg,n~¢), which satisfies the

promise of f., and hence if the answer is less than 1/2 we determine that E[B] < 1/3, and otherwise
determine that E[B] > 2/3. O
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We first prove that the values the machine returns are accurate (assuming the machine returns
a value).

Lemma 5.4. For every B, [UNIVDERAND(1", B) — E[B]| < n~!.

Proof. This follows from [Theorem 5.2| applied to p—, = (i)(1", By, 7). O

We next prove the machine halts in the claimed space bound.

Lemma 5.5. For every space-constructible function S : N — N with S(n) > logn, UNIVDERAND
runs in space O(S(n)) if prBPL C SPACE[O(S(n))].

Proof. We prove that UNIVDERAND(1", B) halts and returns a value with ¢ + j < ¢ - S(n) for
an absolute constant ¢ (in particular, i¢,j < o0), which suffices to establish the lemma by the
composition of space-bounded algorithms.

By [Proposition 5.3| there is a Turing machine (i) deciding the language f5 in SPACE[O(S(n))].
We now show that there exists r € {1-n7°/2,2-n7°/2,...,2n% - n=°/2} such that

IE[Bo] —k-n +7r|>n""/6 (%)

for every k and v. There are n? different values E[B_,,] over v in the vertex set V(B) of the
branching program, and for each v, there is at most one assignment to r such that (ED fails to hold
for some k € Z. As there are 2n? possible values for 7, there must be one such that (ED holds for
all k and v.

Finally, let 7 = O(S(|B|)) be such that (i)(1", B_,,,r) halts using at most j space for ev-
ery v. Such a j exists per assumption and the fact that the input (1", B_,,,r) satisfies the
promise of [Proposition 5.3| for every v. Thus, upon reaching the tuple (i,j,r), the set of esti-
mates p_, = (i)(17, B_,,, r) must satisfy |p, — E[B_,]| < n~3 for every v € V(B). Then running
LCTEST(1", B, {p=v}vev(p)) (Where we wait for the test to request a particular value p—, and
then recompute it from (i), avoiding the need to store all n? values) will result in LCTEST ac-
cepting, and hence UNIVDERAND halts in the claimed space bound. Moreover, the returned value
§ = (i)(1", B, r) satisfies that |6 — E[B]| < n~ L. O

We finally prove the converse.

Lemma 5.6. For every space-constructible function S : N — N satisfying S(n) > logn, prBPL C
SPACE[O(S(n))] if UNIVDERAND runs in space S(n).

Proof. By |Proposition 5.3| it suffices to solve f3 using a logspace reduction to UNIVDERAND.
Given (1™, B,r) as the input (where r is the rounding threshold, which we will ignore), let § :=
UNIVDERAND(1", B) be the value returned by UNIVDERAND on B. By we have
|6 —E[B]| < n~!, and hence § is a desired deterministic output for f3. O

We can then conclude the proof of

Proof of |Theorem 5.1 Let UNIVDERAND be the algorithm as defined above. follows
from (and the fact that it returns a value follows from [Lemma 5.5). The if direction of
follows from and the only if direction follows from O

Finally, we conclude the proof of
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Proof of [Theorem 1.3 Let U be the algorithm that, given the description of a randomized logspace
algorithm R and an input x where |z| = n, constructs (in deterministic logspace) the ordered
branching program B := R(z,-) of length and width at most m = poly(n) that represents the action
of R over its random bits. Then let U call UNIVDERAND(1™, B), and if the value returned is less
than 1/2 return 0, and otherwise return 1. By the promise on R we have either Pr[B(U,,) = 1] > 3/4
or Pr[B(U,) = 1] < 1/4, and as in both cases we estimate the expectation of B up to error 1/n
by we correctly decide which case we are in, and the space consumption follows from
that of [Theorem 5.11 O

6 Black Box Testing

We now prove that hitting sets imply black-box two-sided derandomization of ordered branching
programs. To do so, we first formally define hitting sets and deterministic samplers:

Definition 6.1. Given a class of functions F = {f : {0,1}" — {0,1}}, an e-hitting set generator
(HSG) H : {0,1}* — {0,1}™ for F satisfies that for every f € F with E[f] > ¢, there exists
y € {0,1}° where f(H(y)) = 1. We say H is ezplicit if there is a uniform algorithm that computes
H(x) in space O(s) given 1™ and z.

Definition 6.2. Given a class of functions F = {f : {0,1}" — {0,1}}, an e-(deterministic) sampler
SAMP with space complexity s(n) for F is a deterministic algorithm that runs in space s(n) and,
given oracle access to f € F, makes queries to f and outputs an estimate ¢ satisfying |6 —E[f]| < e.

A deterministic sampler captures the idea of a derandomization algorithm that only accesses
the branching program in a black-box fashion, and such a notion has been explored before in the
context of small-space derandomization [HU22, CH22,PV22].

We now give a formal statement of We state it in terms of dependence on the seed
length of the HSG, as our result generically converts a hitting set to a sampler with comparable
space complexity.

Theorem 6.3. Suppose there is a uniformly constructible family H = {Hi,...,} where H, :
{0,130 — {0,1}" is an explicit 1/2-hitting set with seed length s(n) for width n, length n OBPs.
Then there is a uniformly computable deterministic e-sampler with space complexity O(s(nw/¢))
for width w, length n OBPs.

We prove this by developing a local consistency test that can be implemented given black-box
access to a branching program.

6.1 Proof Overview

The proof of relies on developing a local consistency test that can be implemented
given black-box access to a branching program (whereas all previous tests required access to the
internal states of the program). We first describe how we can access the internal states of the
program in a black-box manner.

Given a branching program B : {0,1}" — {0,1} and a hitting set H : {0,1}* — {0,1}", for
each seed = € {0,1}* and layer ¢ € [n], the program reaches some state v on input H(z); ;. We
can index this state in a black-box fashion by writing down (x,7). However, as potentially many
seeds may reach the same state v, we would like to collapse these duplicates back together. Since
we cannot examine layer ¢ of the program, we can instead attempt to test if x and 2’ reach the
same state, by plugging in every HSG output and see if the programs starting from (z,4) and (2, 7)
behave differently.
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Definition 6.4 (Informal statement of [Definition 6.9)). For z,z’ € {0,1}* and i € [n], tuples (z,1)

and (2/,4) are indistinguishable if for every y € {0,1}%,
B(H(z)1.:HY)1.n—i) = B(H (@ )1.:H(Y)1.n—4)-

It is not the case that indistinguishable tuples always reach the same state. However, Cheng
and Hoza were able to show the following:

Lemma 6.5 ([CH22| (Informal)). Suppose states v and v’ are reached by indistinguishable tuples.
Then the probability of accepting in B starting from v is similar to that of accepting starting from
v,

Thus, the states have similar behavior from layer ¢ onward. Unfortunately, it is not the case
that indistinguishable states always have indistinguishable out-edges. Thus, a naive attempt to
learn the program using query access would print both out-edges and output a nondeterministic
branching program, a model that is provably NL-hard to derandomize. It is likewise unclear how
to select a single edge to print in a way that maintains the acceptance probability of the program.
In the constant-width regime, Cheng and Hoza [CH22| circumvented this by remembering O(logn)
bits of information about every state in layer ¢ + 1 while constructing layer i, allowing them to
choose a good out-edge. However, this does not seem feasible for super-constant width. Instead,
we develop a local consistency test that can tolerate conflating indistinguishable states.

Suppose for every tuple (z,7) we are given an estimate p,;, which is supposedly close to the
true probability of accepting from v := Blvg, H(x)1 ;).

Definition 6.6 (Black-Box Local Consistency Test (Informal)). Given black-box access to an
ordered branching program B : {0,1}" — {0,1} and a hitting set H : {0,1}* — {0,1}" and
estimates {Pz i }ze{0,1}5,ic[n), Verify that the following conditions hold:

1. For every pair of indistinguishable tuples (x,1), (2’,7), we have |pg; — Par i| < O(e).

2. For every tuple (z,17), let (xg,i+1) and (z1,i+1) be arbitrary tuples that are indistinguishable
from Blvgt, H(x)1.;0] and Blvg, H(x)1.;1] respectively. Then

B 9 . _|_ N .
i — DPxg,i+1 . DPzq,i+1 < 0(8)

If all such conditions hold, output the estimate pgo, and otherwise reject.

We think of all our tests as having a completeness and soundness component, where com-
pleteness means that a set of estimates which are sufficiently close to the true probabilities are
gauranteed to pass, and soundness means that the test passing implies the returned estimate is
close to the true value (where the precise parameters are discussed later).

It is not too difficult to the tests of in space O(s + logn) given H and black-box
access to B, as we can enumerate over the seeds of the hitting set and layers in the program, and all
such tests are “local”, in the sense that they deal with at most two layers and a constant number
of seeds.

If every state is distinguishable from every other, and H hits every state in the program, the
test of is equivalent to the following white-box local consistency test:

Definition 6.7 (White-Box Local Consistency Test (Informal)).

1. For every v, all estimates of the accepting probability from v must be within ¢ of each other.
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2. For every v, estimates of the accepting probability from v, vy := B[v,0], and v; := Blv, 1]
(which we denote py, py,, and p,, ) must satisfy p, = (py, + Py )/2-

If all such conditions hold, output an arbitrary estimate p,_,, and otherwise reject.

The test of |Definition 6.7| clearly accepts if the estimates are exactly (or within £/2 of) the true
probabilities of accepting from each vertex. Likewise, soundness is not difficult to show. However,

this idealized version of the test in not exactly happen, for two reasons:

1. We may impose Item (1) checks between tuples that reach different, yet indistinguishable,
states, and likewise for the 0 and 1 states of Item (2).

2. We may fail to impose Item (2) checks between v and B[v,0] and BJv, 1] if no string output
by the hitting set reaches one of the latter states.

Issue (1) must be dealt with in the proof of completeness (as we add some tests not in the white-
box tester) and (2) in the proof of soundness (as we sometimes fail to impose tests that should
be present). Issue (1) is the easier of the two to deal with. Since indistinguishable states have
similar probability of accepting by good estimates for the accepting probabilities of
indistinguishable vertices will still be within O(e) of each other. Issue (2), in contrast, seemingly
presents a real issue for the soundness. For state v := Blvg, H(2)1. ;] where there is no seed 2’/
where Blvg, H(2')1.i+1] = B[v,0], we could run no local consistency test to verify p, ;. In fact,
the estimate of the probability of accepting from v could be arbitrarily wrong, and we would have
no ability to detect it. However, we observe that every such v has low probability of being reached
from the start state. This is because if no (e-)HSG output reaches Blv, 0], v must have probability
of being reached from the start state at most 2. But then a very bad estimate of the probability
of accepting from v only changes the overall probability of accepting by at most O(e) (and such an
argument can be run for all non-verified states simultaneously). Ultimately, we are able to show
that the lack of these checks can only increase the overall error by O(e), which is tolerable.
Putting it all together, we show a black-box tester that, given estimates p, ; for the probability of
accepting from Blvg, H(z)1.;] for every x and 4, either outputs an approximation of the expectation
of the program or rejects the input. To conclude, we use an idea of Cheng and Hoza to find
a good set of estimates p,; using a hitting set. First, to obtain a better result for nontrivial
yet suboptimal hitting set generators, we slightly modify the tester to take in n - w estimates,
corresponding (essentially) to an estimate for the acceptance probability from every state in the
original branching program. Then we show (essentially using the argument of [CH22]), that there
is a branching program T of length poly(nw/e) and width poly(nw/e) that divides its input into
nxw blocks, and uses the block labeled with v as a long random string to estimate p,, for every state
v in the program, and accepts if all these estimates are within ¢ of the true acceptance probability.
The program uses the true probabilities to check if the empirical average of the samples is within
¢ of the true values, but we do not need to explicitly construct it - we only need that it exists, and
hence our HSG family will contain some string hitting it. Finally, we argue that we can compute
the associated empirical averages with oracle access to B, rather than T'. A string that hits T will
produce good estimates p, for every v, and our black-box tester will accept on these estimates.
Then we can simply enumerate over hitting set strings, and return the first accepted estimate.

6.2 Black-Box Local Consistency Tests

We now formally state the black-box local consistency test:
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Theorem 6.8. There is a deterministic space O(s+logn) algorithm that, given an explicit e-HSG
H :{0,1}* — {0,1}" for length n, width w? branching programs, oracle access to an OBP B of
width w and length n, and estimates {ﬁx,i}xe{o,l}S,ie[n]7 either outputs a value or rejects. Moreover:

1. If for every x, we have |py—y — pzi| < 2 where v = Blvg, H(x)1.4] for every i < n and
Dzn = B(H(x)), then the algorithm outputs a value.

2. If the algorithm outputs 6, then |E[B] — 0| < 6en.

We remark that, despite this result being a black-box test versus the white-box local consistency
test of Cheng and Hoza, it obtains an improved soundness loss (of en rather than enw), which is
relevant in the regime where the branching program has width much larger than length. This is
notable as obtaining optimal error samplers in the Nisan-Zuckerman regime [NZ96] (where optimal-
error hitting sets are already known) is a well known open question. Unfortunately, we do not obtain
this result, as the argument that we can obtain good accepting probability estimates using a hitting
set (Lemma 6.20]) requires a hitting set for ordered programs of length nw > n.

We first define notation related to using H to traverse the branching program:

Definition 6.9. For every = € {0,1}* and i € [n], let
vi(x) := Blvus, H(x)1.4].

Note that this implies v;(z) = v;(2’) if Blvst, H(x)1.;] = Blvst, H(2')1.4], i.e. the two seeds reach
the same vertex in layer i. For convenience, we write p; ; := p,,(»)—. Moreover, for states u, u eV
we write u ~ u’ if the two states are indistinguishable under H, i.e. for all y,

Blu, H(y)1.n—i] = B[/, H(y)1.n—i)-
We can now define the consistency test implemented by the algorithm.

Definition 6.10 (Local Consistency Test). Given B and H and the estimates p, ;, let the test be
as follows:

1. For every x,i € {0,1}* x [n] and for every zg,z1 € {0,1}* such that Bv;(x),0] ~ v11(x0)
and Blv;(x), 1] ~ vj+1(x1), require

. Dz1,i+1 + Drg,itl

Pxi — 9 < Se.

2. For every z,2’ € {0,1}® and i € [n] such that v;(z) ~ v;(2'), require [pg; — Py i| < be.
3. For every z € {0,1}*, require p, , = B(H(z)).

Note that given H and oracle access to B and the estimates p, ;, we can compute all such tests
in space O(s + logn). We first show this test is complete:

Lemma 6.11. Suppose for every x, |Pyi — Pai| < 2€ fori <n and py, = B(H(x)). Then the test
of |Definition 6.10 passes.

To show this we require the following, which follows from arguments about the mass of the set
difference.

Claim 6.12 (Lemma 3.2 [CH22|). If v ~ v/, then |py— — py—| < €.
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We can then prove completeness.

Proof of[Lemma 6.11. Consider an arbitrary test:

- Da1,i+1 + Dro,it1
Pzxi — 2

Let v := v;(z) and for b € {0,1} let v, := Blv,b] be the state actually reached following edge b
from state v. Then for b € {0, 1} let up := viy1(xp) be the state reached by zp in layer i + 1. Note
that up does not necessarily equal v, as we could be conflating different states in layer ¢ + 1, but
up ~ vp. Thus:

. Dz1,i+1 + Dro,it1

Dayi — 5 <de+ |py— — W’ (Assumption)
< be+ [Py — W‘ (CTaim 6.12)
= be.
The proof of is analogous, again using [Claim 6.12], and [[tem 3| is immediate. O

We now show soundness. The key issue is dealing with states v such that no x satisfies v = v; (),
because we cannot guarantee consistency for these states. However, these states are precisely those
that the HSG fails to hit, which must mean they have low probability of being reached from the
start vertex, and hence their estimates being wrong does only a small amount of harm.

Lemma 6.13. Suppose the test of|Definition 6.1(] passes with estimates py ;. Then |Poo — Puy—| <
6en.

To prove we first define states that are not verified:

Definition 6.14. For every x € {0,1}® and ¢ < n, let v = v;(z) be an unverified state if there is
some b € {0,1} such that there is no 2’ € {0,1}*® satisfying B[v,b] = v;y1(2’), and otherwise let v
be verified. Let vy, (x) be verified for every z. Note that for an unverified state there still could be
a’ such that Blv,b] ~ v;+1(2"), but we do not use this in the proof of soundness.

We first show that the probability of reaching an unverified state is small.
Lemma 6.15. Let T be the event of reaching an unverified state in B. Then Pr[T(U,) = 1] < 2¢.

Proof. Let R be the width w + 1 program that is the same as B except it accepts if and only if
we reach a state not hit by the HSG. We have Pr[R(U,) = 1] < € by the goodness of the HSG.
Furthermore, conditioned on reaching an unverified state in B, we have probability at least 1/2 of
reaching a state the HSG does not hit. Thus, ¢ > Pr[R(U,,) = 1] > Pr[T'(U,,) = 1]/2. O

We now construct a branching program such that the estimates for unverified states are consis-
tent with the true probabilities of these states.

Lemma 6.16. There exists an ordered branching program @ : {0,1}" — {0,1} on a superset of the
vertices of B such that:

1. |E[Q] — E[B]| < 2¢.

2. @ is identical to B when restricted to edges between verified states, and edges from verified
states to unverified states.
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3. For every unverified state v in B, for every x € {0,1}* such that v = v;(x), we have |py; —
Qu—| < be, where qu— is the probability of accepting from v in Q.

Proof. We first construct ). Let N be the set of unverified states of B. For every v € N in layer i,
note that for every z, 2" € {0, 1}* satisfying v = v;(x) = v;(z’) we have |py; — P 5| < 5e by
Let g,— be a number satisfying |g,— — Dy i| < 5e for every such . We now modify B by wiring
both edges from v to a new (arbitrarily complex) set of states such that v now has probability
of accepting exactly qv_>E| and we do this for every unverified v. Let ) be this new branching
program. It is clear by construction that @ satisfies Property 2. Furthermore, by we
have Property 1. O

We now prove |Lemma 6.13| by showing that the estimates p,; are consistent with the modified
program Q).

Lemma 6.17. Let Q be defined as in[Lemma 6.16. Then for every v in B and every x such that
v =vi(x), we have |pz; — qu—| < be - (n —i). In particular, |Poo — que—| < Den.

Proof. The case i = n holds by [ltem 3| of [Definition 6.10| (and the fact that all final layer states are
unmodified). Now assume this holds for layer ¢ + 1. Then for every v = v;(x) in layer ¢, we have
two possibilities:

e Case 1: v is unverified. In this case, |pz; — qv—| < 5e by [Lemma 6.16

e Case 2: v is verified. For b € {0,1}, let v, := B[v,b] and let x;, be such that v, = v;41(xp)
(and note that such zg,z; exist because we are not in Case 1). Then:

~ ~ Qv0—> + q’l)1—>

|pac,i - qU—>| = |Pz,i — - 9
S 5¢ + ﬁmo,i-ﬁ-l +251'1,7;+1 o Qug— + qv,— Item 1

2 2
1 . 1 -
< be + 5 |q1)0*> _p:po,i+1| + 5 |qv1% _pxl,i+1|
<be-(n—1) (Induction.) O
We now conclude the proof of [Lemma 6.13
Proof of[Lemma 6.13 We have:
|E[B] — ]50’0 < 2e + |E[Q] — ]50’0 Lemma 616

< 2e 4 Hen (Lemma 6.17)). ]
We now conclude [Theorem 6.8

Proof of [Theorem 6.8 Given H : {0,1}* — {0,1}" and the estimates {pzi}zcf0,1}s,ic[n), We Tun
the tests as specified in [Definition 6.10, All such tests can be implemented in space O(s + logn),
as we now explain. Given z € {0,1}* and b € {0,1}, we can determine if 2/ € {0,1}® satisfies
Blvs, H(x)1.b] ~ viy1(2’) by enumerating over y € {0,1}* and computing

/\ I[B(H (x)1.i(x)bH (Y)1.n—i—1) = B(H (@) 1.iv1H (y)1.n—i-1)]-
ye{0,1}

3Technically this may not be possible without making Q a probabilistic branching program. However, this con-
struction purely exists to analyze the probabilities ¢,—, so we ignore this minor complication.
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This can be implemented in space O(s + logn) given black-box access to B, and hence we can
determine which tests to run in the desired space bound, and similar reasoning applies to
the [tem 2| and [tem 3l tests.

Finally, if all such tests pass, output poo. By we have that the completeness
condition holds, and by we have that the soundness condition holds. ]

6.3 Putting It All Together

We now prove [[heorem 6.3| from [Theorem 6.8 It remains to show that we can generate a good
set of estimates {p,;} using a hitting set. We first show that we can modify :@ to only
take in nw estimates, rather than n - 2. This is not required for [Theorem 1.3] but it improves the
parameters in the case that H is a highly nontrivial yet non-optimal hitting set.

To do so, we first observe that the indistinguishably relation induces a set of equivalence classes
on the seeds:

Definition 6.18. Given an OBP B of width w and length n and H : {0,1}* — {0,1}", for every 4
let C14,...,Cu,;i C {0,1}® be the equivalence classes (with possibly some empty) of {0, 1}* under the
indistinguishably relations x ~; a’ iff v;(x) ~ v;(2’). Let y;; € {0,1}® be the lexicographically first
element of C};, and WLOG assume y1; < y2; < ... < Yy for every i. Moreover, let v;; := v;(y;,)-
Note that given B and H, y;; (and hence an HSG output that reaches v;;) is constructible in space
O(s + logn) given i, j.

Corollary 6.19. There is a deterministic space O(s+logn) algorithm that, given an explicit e-HSG
H : {0,1}* — {0,1}" for length n, width w? branching programs, oracle access to an OBP B of
width w and length n, and estimates {ﬁj,i}je[w},ie[n—l]y either outputs a value or rejects. Moreover:

1. If |pv;;— —DPjil < € for every j,i, where vj; is as defined in|Definition 6.18, then the algorithm
outputs a value.

2. If the algorithm outputs 9§, | E[B] — d| < 6en.

Proof. The tester simply takes in the estimate p;; for p,,,—, copies it to be the estimate for
every seed in the jth equivalence class for layer i, perfectly computes p,, := B(H(z)) for every
x € {0,1}*, and runs Clearly if the tester outputs a value it is within 6en of 9, as we
simply restrict the inputs to Furthermore, note that for an arbitrary v := v;(z) in

equivalence class C;, we have by

|pv% - ﬁj,z” <e+ ’pvj,i—> - ﬁj}i

< 2¢

and hence if |p,;, — pji| < € is satisfied for all i and j we satisfy the completeness condition of

and so the tester will return a value. O

We now argue that there is a hitting set string that can be used to produce good estimates
for py, ;—, where v;; is as defined in [Definition 6.18, The argument that such an output exists is
a straightforward modification of the proof in Cheng and Hoza [CH22| that there exists an HSG
output inducing estimates that satisfy their local consistency test.

Lemma 6.20 (|CH22|). For every OBP B of length n and width w and H : {0,1}* — {0,1}" and
e > 0, there exists t = O(log(nw)/e?) and an OBP EST : {0, 1}"*w*tn — {01} of length and width
poly(nw/e) defined as follows:

EST(ZLl, - 72w,n) = /\ ESTjJ‘(Zj’Z‘)
i€[n],j€w]
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where EST;;(zj;) computes as follows. It interprets zj; ast samples of length n, and computes

EST;i(s1,...,5;) =1 klzﬁ][B[”j”" k] = Vace] € [Poj ;- — & Pv; s TE]| -

where v;; is as defined in [Definition 6.18 in terms of H). Then E[EST] > 1/2, and for every z
such that EST(z) = 1, for every j,i, using the samples in block z;; of z to estimate the acceptance
probability from v;; produces an estimate with at most € additive error.

Proof Sketch. 1t is clear that EST;; can be computed by an ordered branching program of the
claimed length and width, by duplicating the subprogram of B starting from v;; and counting the
number of satisfied trials using an additional O(log(t)) bits of memory, and accepting if the final
count is within the specified range. Thus the conjunction EST can be computed in the claimed
space bound. We then choose t sufficiently large such that a random input satisfies all these checks
with overwhelming probability. We note that EST is defined in terms of the exact probabilities of
acceptance, which the tester does not have, but we only need that the program exists, not that we
can construct it. 0

Then the proof of follows.

Proof of[Theorem 6.3 By a standard reduction (see e.g. [CH22|), H implies an explicit family of
e-hitting sets for length n, width w OBPs with seed length s(poly(nw/e)) = O(s(nw/¢c)) (where
the final equality follows as for any s(n) = Q(log®n) the theorem is trivial by the fact that the
Nisan PRG exists, so we may assume this is not the case).

Let H be a ¢/6n-HSG for length n and width w? OBPs with seed length O(s(nw/¢)). Let Ho

be a 1/3-HSG for length n?wt = poly(nw/¢), width (nw/e)¢ OBPs, where t is as in [Lemma 6.20
with € := ¢/6n. By choice of parameters, Hy has seed length so := O(s(nw/e)). The sampler

enumerates over every z € {0,1}°2. For every such z, the sampler calls the tester of
and when an estimate p;; for p,, ;. = E, 0. 13n-i[B[v;, 7]] is required by the tester, we use the j,i
block of Ha(2) (as done by EST;; in to compute the estimate. Note that we can find
Yj,i» the lexicographically first seed in equivalence class j in layer 4, in logspace, and by definition
vj; = v;i(y;,i). Thus, we can compute p;; by enumerating over the samples si,...,s; in block j,i

in Hs(z) and returning

E |B(H(yji)1.4 = E |B|vjg,skl]]-
E B 1)) = B [Blusi )

If the tester accepts, return the value that the tester outputs, and otherwise increment z. The
space complexity is O(log(n) 4+ s2) by composition of space-bounded algorithms.

Now suppose the sampler returns a value. By Item 2 of the returned estimate is
within (¢/6n)6n = € of the true expectation. To show the sampler returns a value, note that by
Item 1 of it suffices to argue that we give the tester a series of inputs {p;;} such that
|Pv; ;— — Dj,il < (¢/6n) for every i, j. But these are precisely the estimates generated by a string x
such that EST(z) = 1, and Hy hits this program by choice of parameters, so we conclude. O
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