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Abstract. We present a top-down lower-bound method for depth-4 boolean circuits. In particular,
we give a new proof of the well-known result that the parity function requires depth-4 circuits of size
exponential in n1/3. Our proof is an application of robust sunflowers and block unpredictability.

1 Introduction

The working complexity theorist has three main weapons in their arsenal when proving lower bounds against
small-depth boolean circuits (consisting of ∧, ∨, ¬ gates of unbounded fanin). The most wildly successful ones
are the random restriction method [FSS84, Ajt83] and the polynomial approximation method [Raz87, Smo87].
The random restriction method, in particular, is applied bottom-up: it starts by analysing the bottom-most
layer of gates next to input variables and finds a way to simplify the circuit so as to reduce its depth by one.
The third main weapon, which is the subject of this paper, is the top-down method: starting at the top
(output) gate we walk down the circuit in search of a mistake in the computation. Top-down methods (often
phrased in the language of communication complexity [KW90]) are routinely used to prove:

1. Polynomial lower bounds for formulas [KRW95, EIRS01, GMWW17, DM17, dRMN+20].

2. Exponential lower bounds for monotone circuits and formulas [KW90, RW92, NW93, GS95, RM99,
GP18, dRNV16, PR17, GGKS20, dRGR22].

3. Exponential lower bounds for depth-3 circuits [BS79, San89, Ko90, HJP95, RS98, PPZ99, PSZ00,
IPZ01, PPSZ05, Wol06, BGM06, MW19, GKW21, FGT22, GGM23].

In particular, it has been an open problem (posed in [HJP95, MW19]) to prove exponential lower bounds
for depth-4 circuits by a top-down argument. We develop such a lower-bound method in this paper and use
it to prove a lower bound for the parity function. It has been long known using bottom-up methods that the
depth-4 complexity of n-bit parity is 2Θ(n1/3) [Yao85, H̊as87]. We recover a slightly weaker bound.

Theorem 1. Every depth-4 circuit computing the n-bit parity requires 2n
1/3−o(1)

gates.

Our top-down proof of this theorem is a relatively simple application of two known techniques: robust
sunflowers [Ros14, ALWZ21, Rao20] and unpredictability from partial information [MW19, ST18, Vio21],
which we generalise to blocks of coordinates (obtaining essentially best possible parameters).

A major motivation for the further development of top-down methods is that the method is, in a precise
sense, complete for constant-depth circuits, in that it can be used to prove tight lower bounds (up to polynomial
factors) for any boolean function; see Remark 1. The same is not known to hold for the aforementioned
bottom-up techniques. For example, there is currently no known bottom-up proof for the depth-3 circuit lower
bound that underlies the oracle separation AM ̸⊆ Σ2P [San89, Ko90, BGM06]. We suspect more generally
that top-down methods could prove useful in settings where the bottom-up methods have failed so far, such
as proving lower bounds against AC0 ◦ ⊕ circuits computing inner-product [CGJ+18, ER22, HIV22, SV12] or
against the polynomial hierarchy in communication complexity [BFS86].
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2 Proof overview

Before we explain our new top-down lower bound method for depth-4 circuits, let us review one particular top-
down technique for depth-3 circuits that we build on. Namely, a lower bound using the information-theoretic
unpredictability lemma of Meir and Wigderson [MW19, ST18, Vio21].

2.1 Depth-3 via bit unpredictability

Suppose X ⊆ {0, 1}n is a set of n-bit strings and i ∈ [n] a coordinate. A certificate for i with respect to X is
a pair (Q, a) such that Q ⊆ [n]∖ {i}, a ∈ {0, 1}Q, and there exists a bit b ∈ {0, 1} such that every x ∈ X
with xQ = a satisfies xi = b. In words, the partial assignment defined by (Q, a) will correctly predict that the
i-th bit must be b. The size of the certificate is |Q|. We also say that x contains a size-q certificate for i
(wrt X) if there is some size-q certificate of the form (Q, xQ) for i. Meir and Wigderson [MW19] proved that
if X is a large set, a uniform random string x ∼ X will not contain a small certificate for a uniform random
coordinate i ∼ [n] with high probability. There is also an alternative proof by Smal and Talebanfard [ST18]
which tightens the parameters.

Lemma 1 (Bit unpredictability [MW19]). Let X ⊆ {0, 1}n have density |X|/2n ≥ 2−k. Then for any q ≥ 1,

Pr
(x,i)∼X×[n]

[x contains a size-q certificate for i wrt X ] ≤ O(kq/n).

Let us apply this lemma to show a 2Ω(
√
n) depth-3 lower bound for the n-bit parity function Xor. Suppose

for the sake of contradiction that Σ is a depth-3 circuit of size |Σ| = 2o(
√
n) for Xor. We may assume that Σ

is of type ∨ ◦ ∧ ◦ ∨, that is, the circuit has an ∨-gate at the top, followed by a layer of ∧-gates, then a layer
of ∨-gates, and finally we have the input literals at the bottom. Assume for simplicity of exposition that the
bottom fanin of Σ is at most

√
n. (If we are allowed to invoke a bottom-up trick, then this bottom-fanin

assumption can be easily ensured by restricting a small fraction of input variables [HJP95, Lemma 3.2].)
That is, Σ computes an Or of

√
n-CNFs. Because the top gate is ∨, we have Xor−1(1) =

⋃
j∈[s] Π

−1
i (1)

where s ≤ |Σ| is the top fanin and Πj is the j-th CNF feeding into the top gate. We now take a naive greedy
step down the circuit: we choose any j that maximises |Π−1

j (1)| and set Π := Πj . In summary,

− Π accepts the set X := Π−1(1) of density |X|/2n ≥ |Xor−1(1)|/(2n|Σ|) ≥ 1/(2|Σ|) ≥ 2−o(
√
n).

− Π rejects the set Xor−1(0).

We can now apply Lemma 1 to the set X with parameters k := o(
√
n) and q :=

√
n. As a result, there

exist some string x∗ ∈ X and a coordinate i ∈ [n] such that x∗ does not contain any size-q certificates for i
wrt X. Consider the string y ∈ Xor−1(0) that is obtained from x∗ by flipping the i-th bit. We claim that y
is locally indistinguishable from strings in X—often y is called a local limit of X—in the following sense.

Claim 1 (Local limit). For every Q ⊆ [n], |Q| ≤
√
n, there exist an x ∈ X such that xQ = yQ.

Proof. Let Q′ := Q∖ {i}. Since (Q′, x∗
Q′) is not a certificate for i wrt X, we get that, for the bit b := 1− x∗

i ,
there exist some x ∈ X such that xQ′ = x∗

Q′ and xi = b. But this means xQ = yQ (see Figure 1).

We finally claim that Π accepts y ∈ Xor−1(0) which is the desired contradiction. To show this, we need
to show that every clause of Π accepts y. Consider any clause Λ of Π and let Q ⊆ [n], |Q| ≤

√
n, be the set

of variables mentioned in Λ. By Claim 1 there is some x ∈ X such that xQ = yQ. But since Λ accepts x, it
must also accept y, as desired. This concludes the proof that Xor requires depth-3 circuits of size 2Ω(

√
n).

2.2 Depth-4 via block unpredictability

Our depth-4 lower bound will encounter a number of new challenges compared to the depth-3 proof above.
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Figure 1: Flipping one bit yields a local limit

Challenge 1: Which subcircuit to pick? The first challenge is that we have to be more careful how
to take steps down the circuit. Suppose for contradiction Π is a small depth-4 circuit of type ∧ ◦ ∨ ◦ ∧ ◦ ∨
computing Xor. Our first step will still be naively greedy: we choose the depth-3 subcircuit Σ of Π that
rejects as large a set Y ⊆ Xor−1(0) as possible. The second step is trickier. Intuitively, we should choose a
depth-2 subcircuit (namely, a CNF) of Σ that accepts not just many 1-inputs but in particular such 1-inputs
that are hard to distinguish from Y . To this end, we first construct a set M ⊆ Xor−1(1) that mirrors the
set Y ⊆ Xor−1(0) in the sense that M is hard to locally distinguish from Y . Concretely, let us define (as
a first attempt; to be adjusted later) the mirror set M as the set of 1-inputs x such that the n1/3-radius
Hamming ball around x contains many points from Y . Our second step down the circuit will then be to
choose any CNF Γ that accepts a large fraction of the mirror set M . We illustrate the process in Figure 2.

Remark 1 (Completeness of the top-down method). Choosing the mirror set M is the crux of the top-down
argument. It follows from linear programming duality that there always exist a mirror set such that any
subcircuit that accepts a large enough fraction of M will make a mistake further down the circuit. This means
that if we only knew how to construct mirror sets, we could prove a tight lower bound (up to polynomial
factors) for constant-depth circuits for any boolean function. We refer to [Hir17, GGM23] for more formal
discussion of the completeness of the top-down method.

Challenge 2: Block unpredictability. Given a CNF Γ that accepts a large subset X ⊆ M , we would
next like to show the existence of a local limit y ∈ Xor−1(0) of X. To reach a contradiction, it is important
that the local limit lies in the target set Y ; note that Γ is only guaranteed to reject inputs in Y , not every
input in Xor−1(0). Our guarantee about X ⊆ M is that every x ∈ X contains many points in Y at Hamming
distance at most n1/3. Thus, starting from x ∈ X and trying to reach a point in Y , we may need to flip a
whole block of at most n1/3 bits. Meir and Wigderson [MW19] already generalised their bit unpredictability
lemma to larger blocks of bits (essentially by iteratively applying their lemma for a single bit). However, their
generalisation did not supply unpredictable blocks with high enough probability. In this paper, we extend
their proof and give a block unpredictability lemma with essentially optimal parameters.

To state our lemma, we first generalise the definition of certificates to whole blocks of bits. Let X ⊆ {0, 1}n
be a set of n-bit strings and R ∈

(
[n]
r

)
:= {A ⊆ [n] : |A| = r} a block of r coordinates. A certificate for R

(wrt X) is a pair (Q, a) such that Q ⊆ [n]∖R, a ∈ {0, 1}Q and there exists b ∈ {0, 1}R such that every x ∈ X
with xQ = a satisfies xR ̸= b. In words, the partial assignment defined by (Q, a) will correctly predict that
some r-bit string b is missing over the coordinates R. We prove the following in Section 4.

Lemma 2 (Block unpredictability). Let X ⊆ {0, 1}n have density |X|/2n ≥ 2−k. Then for any r, q ≥ 1,

Pr
(x,R)∼X×([n]

r )
[x contains a size-q certificate for R wrt X ] ≤ O(kqr/n)1/6. (1)

Remark 2 (Optimality of Lemma 2). We note that Lemma 2 is optimal in that if kqr = Ω(n) then there are
examples of sets X such that the probability (1) is Ω(1). Let B1, . . . , Bk ⊆ [n], |Bi| = q, be any pairwise
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disjoint sets. Consider X := {x ∈ {0, 1}n : ∀i ∈ [k], Xorq(xBi) = 0} of density |X|/2n ≥ 2−k. We claim that
for every x ∈ X, if we choose R ∼

(
[n]
r

)
, then Pr[x contains a size-q certificate for R wrt X] ≥ Ω(1). Indeed,

by the birthday paradox, the random block R will intersect some Bi with probability Ω(1) and in that case
there is a certificate with Q := Bi ∖R that can predict the parity of xBi∩R.

Challenge 3: Flipping into target set. Using block unpredictability, we may now attempt to construct
a local limit y of X ⊆ M that lies in the target set Y . Suppose we apply the block unpredictability for X to
find an input x ∈ X such that whp over R ∼

(
[n]
r

)
(where r ≈ n1/3) we have that any y obtained from x by

flipping any subset of bits in R is a local limit. Can we reach a point in Y via some such block flip?
Let us reformulate this question as follows. Consider the set A := Y − x := {y − x : y ∈ Y } (where the

arithmetic is that of Zn
2 ) of indicator vectors of block-flips that will land us in Y starting from x. If we think

of A as a set family A ⊆ 2[n], then a successful block-flip exists with high probability iff (for p := r/n)

Pr
R∼([n]

pn)
[∃A ∈ A : A ⊆ R] ≥ 1− ε. (2)

Following Rossman [Ros14], a set family A ⊆ 2[n] with property (2) is called (p, ε)-satisfying. More generally, A
is called a (p, ε)-robust sunflower if, for the kernel K :=

⋂
A∈A A, the family {A ∖ K : A ∈ A} is (p, ε)-

satisfying. An exciting line of work [Ros14, ALWZ21, Rao20] has shown that every set family that is “locally
dense”—has many sets of size ≪ r—contains a robust sunflower for p = r/n. These works suggest a strategy
for us: we define (for real, this time) our mirror set M ⊆ Xor−1(1) not as the set of strings x such that
Y − x is locally dense, but we instead include in M strings corresponding to kernels of robust sunflowers
found inside Y − x. That is, instead of including the original locally dense point x, we include a nearby
point x′ (where x′ − x is the kernel) where we also make sure that x′ ∈ Xor−1(1). This way, we ensure that
every x ∈ M is (r/n, ε)-satisfying, and this allows us to find a local limit in Y .

A useful sufficient condition for a set family A to be (p, ε)-satisfiable is that no set I ⊆ [n] appears too
often as a subset of a randomly chosen A ∼ A. Formally, we say A is κ-spread if for every I ⊆ [n],

Pr
A∼A

[I ⊆ A] ≤ κ−|I|. (3)

Lemma 3 ([Rao20, Lemma 4]). There exists a universal constant C > 0 such that the following holds.

Suppose ∅ ≠ A ⊆
(
[n]
r

)
is κ-spread for κ = (C/p) log(r/ε). Then A is (p, ε)-satisfying.

3 Proof of Theorem 1

Let m := n1/3. Suppose for the sake of contradiction that Π is a depth-4 circuit of size |Π| ≤ 2m
1−Ω(1)

that
computes the n-bit Xor function. We may assume that Π is of type ∧ ◦ ∨ ◦ ∧ ◦ ∨, that is, it has an ∧ gate at
the top, the layers below alternate between ∨ and ∧, and there are input literals at the bottom. Starting at
the top gate, we take steps down the circuit to reach a contradiction.

First step

We have Xor−1(0) =
⋃

i∈[s] Σ
−1
i (0) where s ≤ |Π| is the top fanin and Σi is the i-th subcircuit (type ∨◦∧◦∨)

feeding into the top gate. We now choose any i ∈ [s] that maximises |Σ−1
i (0)|, and set Σ := Σi. In summary,

− Σ accepts the set Xor−1(1),

− Σ rejects the set Y := Σ−1(0) of density |Y |/2n ≥ |Xor−1(0)|/(2n|Π|) ≥ 1/(2|Π|) ≥ 2−m1−Ω(1)

.

Second step

We denote the sphere of radius r centered at x ∈ {0, 1}n by Sr(x) := {y ∈ {0, 1}n : dist(x, y) = r} where
dist(x, y) is the Hamming distance between x and y. We consider a radius r = m below.

Claim 2. There is a set Z ⊆ {0, 1}n, |Z| ≥ |Y |/2, such that for any x ∈ Z we have local density

|Sm(x) ∩ Y |/
(
n
m

)
≥ (|Y |/2n)/2.
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Proof. Write α := |Y |/2n and δx := |Sm(x) ∩ Y |/
(
n
m

)
. Sample a uniform x ∼ {0, 1}n and then sample a

uniform y ∼ Sm(x). Note that y is uniform in {0, 1}n and hence Pr[y ∈ Y ] ≥ α and moreover E[δx] ≥ α.
On the other hand E[δx] ≤ α/2 · Pr[δx < α/2] + 1 · Pr[δx ≥ α/2]. These imply Pr[δx ≥ α/2] ≥ α/2.

Let Z ⊆ {0, 1}n, |Z| ≥ |Y |/2, be the set obtained from Claim 2 so that |Sm(x) ∩ Y |/
(
n
m

)
≥ 2−m1−Ω(1)

for every x ∈ Z. We will consider each x ∈ Z in turn and apply the following lemma, which moves x
to a nearby input x′ (of odd parity) such that we have a satisfying set family surrounding x′. Recall
that Y − x′ := {y − x′ : y ∈ Y } and we may naturally think of it as a set family Y − x′ ⊆ 2[n]. We prove the
following lemma in Section 3.1.

Lemma 4. Suppose x is locally dense in Y in that |Sm(x) ∩ Y |/
(
n
m

)
≥ 2−m1−Ω(1)

. Then there is a center

x′ ∈ Xor−1(1) such that Y − x′ is (m1+o(1)/n, o(1))-satisfying. Moreover, dist(x, x′) ≤ m1−Ω(1).

We define our mirror set to be M := {x′ : x ∈ Z} ⊆ Xor−1(1) where we obtain each x′ by applying
Lemma 4 to each x ∈ Z. Each x′ ∈ M could arise from any x ∈ Z with dist(x, x′) ≤ m1−Ω(1). Hence

|M |/2n ≥ |Z|/(2n
(

n
≤m1−Ω(1)

)
) ≥ 2−m1−Ω(1)

where we wrote
(

n
≤r

)
:=

∑r
i=0

(
n
i

)
.

We can now take our second step down the circuit. We have M ⊆ Xor−1(1) = Σ−1(1) =
⋃

i Γ
−1
i (1)

where Γi is the i-th CNF (type ∧ ◦ ∨) feeding into the gate computing Σ. We choose any i that maximises
|M ∩ Γ−1

i (1)|, and set Γ := Γi. In summary,

− Γ accepts the set X := M ∩ Γ−1(1) of density |X|/2n ≥ |M |/(2n|Π|) ≥ 2−m1−Ω(1)

.
− Γ rejects the set Y .

Third step

Fix a constant ε > 0 such that |X|/2n ≥ 2−m1−ε

. Apply Lemma 2 to the set X with parameters

k := m1−ε, r := m1+ε/4, q := m1+ε/2.

Note that krq ≤ o(n) and hence

Pr
(x,R)∼X×([n]

r )
[x contains a size-q certificate for R wrt X ] ≤ o(1).

By averaging, there is some set X ′ ⊆ X, |X ′| ≥ |X|/2, such that for every x ∈ X ′,

Pr
R∼([n]

r )
[x contains a size-q certificate for R wrt X ] ≤ o(1). (4)

Let x ∈ X ′ and consider the following process to sample a random variable y(x) ∈ Y ∪ {⊥}.

(i) Sample a random R ∼
(
[n]
r

)
.

(ii) If x contains a size-q certificate for R wrt X, output y(x) := ⊥ (failure).
(iii) If there is some y ∈ Y such that y can be obtained from x by flipping some subset of bits in R,

output y(x) := y. Otherwise output y(x) := ⊥ (failure).

Step (ii) fails only with probability o(1) because of (4). Moreover, step (iii) fails with probability o(1) because
every x ∈ X ′ ⊆ M satisfies the conclusion of Lemma 4. In summary, for every x ∈ X ′,

Pr[y(x) = ⊥ ] ≤ o(1). (5)

Let Y ′ :=
⋃

x∈X′ supp(y(x))∖{⊥} ⊆ Y . To estimate the density of Y ′, note that (5) implies that each x ∈ X ′

contributes at least one element to Y ′ and moreover each y ∈ Y ′ can result from at most
(

n
≤r

)
many x ∈ X ′.

Therefore |Y ′|/2n ≥ |X ′|/(2n
(

n
≤r

)
) ≥ 2−m1+ε/3

.

We can now take our third step down the circuit. We have Y ′ ⊆ Γ−1(0) =
⋃

i Λ
−1
i (0) where Λi is the i-th

clause (type ∨) of the CNF Γ. We choose any i that maximises |Y ′ ∩ Λ−1
i (0)|, and set Λ := Λi. In summary,

− Λ accepts the set X.

− Λ rejects the set Y ′′ := Y ′ ∩ Λ−1(0) of density |Y ′′|/2n ≥ |Y ′|/(2n|Π|) ≥ 2−m1+ε/2

= 2−q.
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Final step

Since the clause Λ rejects at least a fraction |Y ′′|/2n ≥ 2−q of all inputs, it must contain at most q literals.

Let Q ⊆ [n], |Q| ≤ q, be the set of variables mentioned in Λ. Pick any y ∈ Y ′′, x ∈ X ′, R ∈
(
[n]
r

)
such

that y = (y(x) | R = R) in the above process. Note that x and y differ only on some coordinates in R and x
contains no size-q certificate for R wrt X. Thus, there must exist some x′ ∈ X such that x′

Q = yQ. This
means that Λ(x′) = Λ(y) = 0. But this contradicts the fact that Λ accepts all of X.

This concludes the proof of Theorem 1.

3.1 Proof of Lemma 4

Let A := Sm(x) ∩ Y so that |A|/
(
n
m

)
≥ 2−m1−Ω(1)

. For notational simplicity, we assume x := 0n. Let
ε = ε(n) := 1/ log n = o(1) and p := m/n. Our goal is to make A − x = A (thought of as a set family)
(1/p)1−ε-spread by excluding a kernel. Let I ⊆ [n] be the largest set (perhaps I = ∅) where the (1/p)1−ε-
spreadness condition (3) fails:

Pr
x∼A

[xI = 1I ] > p(1−ε)|I|.

Consider the input x′′ ∈ {0, 1}n that is the indicator vector for I (that is, x′′
i = 1 ⇔ i ∈ I). This would

be our candidate for the center (or kernel) to satisfy the statement of the lemma, except we do not know
whether x′′ ∈ Xor−1(1). To fix this, we flip one more coordinate in x′′ if needed. Let i0 ∈ [n] ∖ I be the
coordinate where 1 occurs most frequently among elements of {x ∈ A : xI = 1I} − x′′. Altogether, we define:

− If Xor(x′′) = 1, then we set x′ := x′′ and I ′ := I.
− If Xor(x′′) = 0, then we set x′ to be x′′ but with the i0-th bit flipped, and I ′ := I ∪ {i0}.

The following two claims conclude the proof of Lemma 4.

Claim 3. dist(x, x′) = |I ′| ≤ m1−Ω(1).

Proof. For x ∼
(
[n]
m

)
, we have Pr[xI = 1I ] ≥ Pr[xI = 1I | x ∈ A] Pr[x ∈ A]. Using this we get

2−m1−Ω(1)

= Pr[x ∈ A] ≤ Pr[xI = 1I ]

Pr[xI = 1I | x ∈ A]
≤ p|I|

p(1−ε)|I| = pε|I|.

Thus |I ′| ≤ |I|+ 1 ≤ m1−Ω(1)/(ε log(1/p)) + 1 ≤ m1−Ω(1).

Claim 4. Y − x′ is (m1+o(1)/n, o(1))-satisfying.

Proof. Let B := {x ∈ A : xI′ = 1I′} − x′ ⊆ Y − x′. We will show that B is (1/p)1−2ε-spread. This, together
with Lemma 3, would imply that B is (p1−3ε, o(1))-satisfying, which proves the claim since p1−3ε ≤ m1+o(1)/n.
Assume for contradiction that B is not (1/p)1−2ε-spread. This means there is a non-empty J ⊆ [n]∖ I ′ with

Pr
x∼B

[xJ = 1J ] > p(1−2ε)|J|.

We now claim that Prx∼A[xI′∪J = 1I′∪J ] > p(1−ε)|I′∪J|, which would contradict the maximality of I. Indeed,
we calculate (assuming I ′ = I ∪ {i0}, as the other case is similar)

Pr
x∼A

[xI′∪J = 1I′∪J ] = Pr
x∼A

[xI′ = 1I′ ] · Pr
x∼A

[xJ = 1J | xI′ = 1I′ ]

= Pr
x∼A

[xI′ = 1I′ ] · Pr
x∼B

[xJ = 1J ]

> Pr
x∼A

[xI′ = 1I′ ] · p(1−2ε)|J|

≥ Pr
x∼A

[xi0 = 1 | xI = 1I ] · Pr
x∼A

[xI = 1I ] · p(1−2ε)|J|

≥ m− |I|
n− |I|

· p(1−ε)|I| · p(1−2ε)|J|

≥ p · p(1−ε)|I| · p(1−2ε)|J|

≥ p(1−ε)(|I|+|J|+1) · pε · p−ε|J|

≥ p(1−ε)|I′∪J|.
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4 Block unpredictability lemma

In this section, we prove the block unpredictability lemma, Lemma 2. We start with some basic facts about
entropy (Section 4.1) and set shattering (Section 4.2). Then we prove Lemma 2 in Section 4.3.

4.1 Entropy

The usual Shannon entropy of a random variable X is defined by H(X) :=
∑

x∈supp(X) p(x) log(1/p(x))

where p(x) := Pr[x = x]. Given two random variables X and Y , we define the conditional entropy
of X given Y by H(X | Y ) := Ey∼Y [H(X | Y = y)]. A simple form of the chain rule for entropy states
that H(XY ) = H(X) +H(Y | X). For convenience, if X ⊆ {0, 1}n is a set, we write X ∼ X for the random
variable that is uniformly distributed over X. In particular, XT denotes the random variable X marginalised
onto coordinates T ⊆ [n]. For more background on entropy, we refer to [CT05]. We now recall two useful
facts about the entropy of marginal distributions.

Lemma 5. Let X ∈ {0, 1}n be a random variable with H(X) ≥ n− k. For every t and δ > 0,

Pr
T∼([n]

t )

[
H(XT ) ≥ t− kt

δn

]
≥ 1− δ.

Proof. Let π : Zn → Zn be a uniform random permutation and set Ti := {π(i+ j) + 1 | j ∈ [t]} for i ∈ [n].

Note that Ti and T ∼
(
[n]
t

)
have the same distribution. By Shearer’s inequality, n − k ≤ H(X) ≤

1/t ·
∑

i∈[n] Eπ[H(XTi)] = n/t · ET [H(XT )], and therefore ET [H(XT )] ≥ t − kt/n. Applying Markov’s

inequality to the nonnegative random variable t−H(XT ) completes the proof.

Lemma 6. Let X ∈ {0, 1}n be a random variable with H(X) ≥ n− k. For every T ∈
(
[n]
t

)
and δ > 0,

Pr
x∼X

[
H(XT | X[n]∖T = x[n]∖T ) ≥ t− k/δ

]
≥ 1− δ.

Proof. We have n− k ≤ H(X) = H(X[n]∖T ) + H(XT | X[n]∖T ) by the chain rule. Using H(X[n]∖T ) ≤ n− t

we get H(XT | X[n]∖T ) ≥ t − k. Since H(XT | X[n]∖T ) = Ex∼X

[
H(XT | X[n]∖T = x[n]∖T )

]
by Markov’s

inequality we get the desired probability.

4.2 Shattered sets

Let A ⊆ 2[n] be a set family. For B ⊆ [n], we write AB = {A ∩B : A ∈ A} for the projection of A onto B.
We say that A shatters B ⊆ [n] if AB = 2B . Similarly, for a set of strings X ⊆ {0, 1}n we say that X shatters
B ⊆ [n] if the set family {{i ∈ [n] | xi = 1} | x ∈ X} shatters B. We will use the following strong version of
the usual Sauer–Shelah lemma.

Lemma 7 ([Paj85]). A set X ⊆ {0, 1}n shatters at least |X| sets.

We say that a set family A is downward-closed if for every pair of sets S, T such that S ⊆ T , T ∈ A we
also have S ∈ A. We will use the following simple combinatorial fact, which states that the density of A
decreases monotonically over the slices

(
[n]
k

)
.

Lemma 8. Let A ⊆ 2[n] be downward-closed and define Ak := A ∩
(
[n]
k

)
. Then

|A1|(
n
1

) ≥ |A2|(
n
2

) ≥ · · · ≥ |An|(
n
n

) .

Proof. Consider the bipartite graph G = (Ak ∪ Ak−1, E) where {u, v} ∈ E iff u ⊇ v. The degree in the first
part equals k and the degree in the second part is at most n− k + 1. Hence |Ak|k = |E| ≤ (n− k + 1)|Ak−1|.
Thus |Ak|/|Ak−1| ≤ (n− k + 1)/k. Since

(
n
k

)
/
(

n
k−1

)
= (n− k + 1)/k, the lemma follows.

Lemma 9. Let X ⊆ {0, 1}n have density |X|/2n ≥ 2−k. Then for any r ≥ 1,

Pr
R∼([n]

r )
[X does not shatter R ] ≤ O(kr/n)1/4.
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Proof. Let A ⊆ 2[n] be the family of subsets of [n] shattered by X. Observe that A is downward-closed. By
Lemma 7, |A| ≥ |X| ≥ 2n−k. Our goal is to show that A contains a random set of size r with high probability.

Let δ > 0 be a parameter to be chosen later. For U ∈
(
[n]
10r

)
we define

U is good ⇐⇒ |AU | ≥ 210r−10kr/(δn).

If we choose U ∼
(
[n]
10r

)
at random, then Lemma 5 implies that H(AU ) ≥ 10r − 10kr/(δn) (where we

identified A with a subset of {0, 1}n) with probability ≥ 1− δ. Since entropy is at most the log of size,

Pr
U∼( [n]

10r)
[U is good ] ≥ 1− δ.

Claim 5. Suppose U ∈
(
[n]
10r

)
is good. Then τ := PrR∼(Ur)

[R ∈ A] ≥ 1− 10kr/(δn)− 2−5r.

Proof. There are τ
(
10r
r

)
many size-r subsets in AU . Because AU is downward-closed, we get from Lemma 8

that |AU | ≤
∑r−1

i=0

(
10r
i

)
+ τ

∑10r
i=r

(
10r
i

)
. Note that

∑r−1
i=0

(
10r
i

)
≤ 210r·h(1/10) ≤ 25r where h is the binary

entropy function. Thus 210r−10kr/(δn) ≤ |AU | ≤ 25r + τ210r and hence

τ ≥ (210r−
10kr
δn − 25r)/210r = 2−

10kr
δn − 2−5r ≥ 1− 10kr/(δn)− 2−5r.

Sampling R ∼
(
[n]
r

)
is equivalent to first sampling U ∼

(
[n]
10r

)
and then sampling R ∼

(
U
r

)
. Thus,

p := Pr
R
[R /∈ A] ≤ Pr

U
[U is bad] + Pr

R∼(Ur )
[R /∈ A | U is good] ≤ δ + (1− τ).

Choosing δ :=
√

10kr/n we get that p ≤ 2
√

10kr/n+ 2−5r. Let us analyse two cases.

− Case r ≥ 0.1 log(n/k): Here 2−5r ≤
√
k/n, so we get p ≤ 3

√
10rk/n.

− Case r < 0.1 log(n/k): Here we observe that by Lemma 8 we can bound p with p′ := Pr[I ̸∈ A] where
I is a random set of size 0.1 log(n/k). From the previous case we have p′ ≤ 3

√
k/n · log(n/k). There

exists a constant C such that k/n · log(n/k) ≤ C ·
√

k/n (here we use (log x)/x = O(1/
√
x) for x := n/k),

so p ≤ p′ ≤
√
C(k/n)1/4 ≤ O(kr/n)1/4.

4.3 Proof of Lemma 2

Lemma 2 (Block unpredictability). Let X ⊆ {0, 1}n have density |X|/2n ≥ 2−k. Then for any r, q ≥ 1,

Pr
(x,R)∼X×([n]

r )
[x contains a size-q certificate for R wrt X ] ≤ O(kqr/n)1/6. (1)

Proof. Let δ > 0 and t ≥ r be parameters to be chosen later. Consider sampling x ∼ X, T ∼
(
[n]
t

)
, and then

R ∼
(
T
r

)
. Note that R ∼

(
[n]
r

)
. Let E be the event “x contains a size-q certificate for R (wrt X)” and let E′

be the event “x contains a size-q certificate (Q, xQ) for R such that Q ∩ T = ∅.”

Claim 6. Pr[E′ | E] ≥ 1− qt/n.

Proof. Fix x ∈ {0, 1}n and R ∈
(
[n]
r

)
. Let QR,x ∈

(
[n]
q

)
be the lexicographically first (if any) subset such that

(QR,x, xQR,x
) is a certificate for R. Then if QR,x exists we have Pr[QR,x∩T ̸= ∅] ≤

∑
i∈QR,x

Pr[i ∈ T ] ≤ qt/n.

Then by the law of total probability we get Pr[QR,x ∩ T ̸= ∅ | E] ≤ qt/n. Since E′ is implied by E and the
negation of the event “QR,x ∩ T ̸= ∅,” the claim follows.

To prove the lemma, let us first branch on E′: Pr[E] = Pr[E′∧E]+Pr[¬E′∧E]. Using Claim 6, we bound
the second term: Pr[¬E′∧E] ≤ Pr[E] ·Pr[¬E′ | E] ≤ qt/n. Next we bound the first term Pr[E′∧E] = Pr[E′].
Let L be the event “H(XT | X[n]∖T = x[n]∖T ) ≥ t− k/δ”. By Lemma 6 we have Pr[¬L] ≤ δ. We can now
apply Lemma 9 to see that

Pr[E′] ≤ Pr[¬L] + Pr[ supp(XT | X[n]∖T = x[n]∖T ) does not shatter R | L] ≤ δ +O(kr/(δt))1/4.

9



The overall probability that x contains a certificate for R is therefore Pr[E] ≤ qt/n + δ + O(kr/(δt))1/4.
To minimize δ + O(kr/(δt))1/4, we pick δ := (kr/t)1/5 and get Pr[E] ≤ qt/n + O(kr/t)1/5. Now picking
t := Θ((kr)1/6(n/q)5/6) we get Pr[E] ≤ O(kqr/n)1/6. Let us finally verify the requirement t ≥ r:

t/r = Θ((kr)1/6(n/q)5/6 · r−1) = Θ(k · (n/(kqr))5/6) ≥ Ω(n/(kqr))5/6.

If the RHS is < 1, the lemma is trivially true. Otherwise it is ≥ 1 and the requirement is satisfied.
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