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Abstract

Many results in fine-grained complexity reveal intriguing consequences from solving various SAT
problems even slightly faster than exhaustive search. We prove a self-improving (or “bootstrapping”)
theorem for Circuit-SAT, #Circuit-SAT, and its fully-quantified version: solving one of these problems
faster for “large” circuit sizes implies a significant speed-up for “smaller” circuit sizes. Our general
arguments work for a variety of models solving circuit-analysis problems, including non-uniform circuits
and randomized models of computation.

We derive striking consequences for the complexities of these problems. For example, we show that
certain fine-grained improvements on the runtime exponents of polynomial-time versions of Circuit-
SAT would imply subexponential-time algorithms for Circuit-SAT on 2o(n)-size circuits, refuting the
Exponential Time Hypothesis. We also show how slightly faster #Circuit-SAT algorithms on large
circuits can be used to prove lower bounds against uniform circuits with symmetric gates for functions
in deterministic linear time. Our result suggests an “algorithmic method” approach for uniform circuit
lower bounds, which trades non-uniformity for a substantial reduction in the complexity of the hard
function.
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1 Introduction

Fine-grained complexity relates a wide array of computational problems through intricate reductions that
allow us to infer tight time complexity lower bounds, based on a few hardness hypotheses. Broadly speaking,
two kinds of fine-grained hypotheses have been studied, which we classify as follows.

Weak exponent lower bounds: These bounds assert that the optimal algorithm for a problem with a
known runtime of T (n) requires time at least Ω(T (n)ε), for some ε > 0. A canonical weak exponent lower
bound is the Exponential Time Hypothesis:

ETH: There is an α > 0 such that 3-SAT on n variables needs 2αn time.

Such hypotheses are often employed to argue for a conditional time lower bound in which the precise
exponent is not considered as important as the form of the exponent; this is particularly significant for
FPT algorithmics. To give two striking examples, [CPP16] prove that the EDGE CLIQUE COVER problem,
which has a simple 22

k · poly(n) time algorithm [GGHN08], cannot be in 22
o(k) · poly(n) time unless ETH

is false. While it is known that approximate Nash Equilibria can be found in nO(logn) time [LMM03], it
is also known [BKW15] that an no(logn)-time approximation algorithm (with “good social welfare”) would
contradict ETH (see also [Rub16]).

Strong exponent lower bounds: These bounds assert that the optimal algorithm for a problem with
a runtime of T (n) requires time at least Ω(T (n)1−o(1)). A canonical example of a strong exponent lower
bound is the Strong Exponential Time Hypothesis:

SETH: For all ε ∈ (0, 1), there is a k such that k-SAT on n variables needs 2n(1−ε) time.

Such hypotheses are generally used to argue that the best-known running time for a problem is optimal up
to low-order terms (see [Vas18] for a large sample of reductions and problems).

It is intuitively obvious that a strong exponent lower bound is indeed a stronger assumption than a
weak exponent lower bound: for example, SETH implies ETH [IPZ01, CIP06]. Conversely, the question
of whether ETH implies SETH is a major open problem (already raised explicitly in [IP99]). It is entirely
uncertain how such an implication might be proved. In this paper, we ask a more general question:

Question: Is it possible to “amplify” weak exponent lower bounds into strong exponent lower
bounds?

A positive answer to the question amounts to a situation where improving slightly on the running time
exponent of one problem leads to an arbitrary polynomial improvement in the best-known time exponent of
another problem. We will prove a result of this form for the CIRCUIT SAT problem, as well as its counting
and quantified variants.

We begin with the following version of CIRCUIT SAT, where the input circuit is set to be so large that
the problem is polynomial-time solvable. Let ε ∈ (0, 1] be a (small) constant parameter.

Problem: LARGE CIRCUIT SAT
Given: A circuit C with at most ε log(N) inputs and N gates (a.k.a. N size).1

Decide: Is there an a ∈ {0, 1}n such that C(a) = 1?

1The circuits can be over any universal basis of constant fain, e.g., AND/OR/NOT.
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For ε ≤ 1, the circuit instances of LARGE CIRCUIT SAT are so large that they cannot possibly be
minimal: recall that the maximum circuit complexity of any ε log(N)-input function is o(N ε) [Juk12].
Such a large circuit must therefore have enormously redundant parts that could potentially be simplified, in
a satisfiability algorithm. Intuitively, CIRCUIT SAT can only get easier to solve as the circuit size increases
(this corresponds to decreasing ε), as one can reduce from the “large” circuit case to the “small” circuit
case by simply adding dummy inputs (see Theorem 3.4 for one formalization of this intuition). Observe the
brute-force algorithm for LARGE CIRCUIT SAT takes nearly-linear time, about Õ(N1+ε) steps. Can we
improve upon the brute-force algorithm for LARGE CIRCUIT SAT? Can the obvious N1+ε time algorithm
for LARGE CIRCUIT SAT be reduced to N1+o(1) for some ε > 0?

A corollary of our main result is that such an algorithm would already imply that the Exponential Time
Hypothesis is false: in fact, the existence of such an algorithm implies that CIRCUIT SAT on 2o(n)-size
circuits can be solved in 2εn time for every ε > 0. The main theorem is as follows.

Theorem 1.1 (“Self-Improvement” For Circuit-SAT, Section 3). Let α, β be positive reals, with α ≤ β.
Suppose CIRCUIT SAT on 2αn+o(n)-size circuits can be solved in 2βn+o(n) time. Then CIRCUIT SAT on
2o(n)-size circuits can be solved in 2(β−α)n+o(n) time.

We call such a result self-improving, as it proceeds by induction, and in each stage of induction, the
running time of the SAT algorithm for 2o(n)-size circuits is improved by combining the assumed algorithm
for LARGE CIRCUIT SAT with the SAT algorithm derived in the previous stage. Theorem 1.1 holds for any
computational model such that T -time algorithms can be simulated by circuits of size T 1+o(1) (for example,
multitape Turing machines [PF79]).2 Theorem 1.1 also holds for randomized algorithms (see Appendix B)
as well as for non-uniform models of computation: given 2βn+o(n)-size circuits solving CIRCUIT SAT on
2αn+o(n)-size inputs, we can construct 2β−α+o(n)-size circuits for CIRCUIT SAT on 2o(n)-size inputs. The
following is an immediate corollary of Theorem 1.1.

Corollary 1.1 (ETH Versus LARGE CIRCUIT SAT). ETH implies that, for every ε > 0, LARGE CIRCUIT

SAT with ε log(N) inputs is not solvable in N1+o(1) time.

In fact, we only have to assume there is an ε > 0 such that CIRCUIT-SAT on 2o(n)-size circuits cannot
be solved in 2εn+o(n) time, which is (presumably) a significantly weaker hypothesis than ETH itself, which
is only concerned with the complexity of k-SAT. The upshot is that, from a weak-exponent lower bound
hypothesis like ETH, we obtain a lower bound of a strong-exponential character for a polynomial-time
solvable problem: if the brute-force Õ(N1+ε)-time algorithm for LARGE CIRCUIT SAT can be improved
to N1+o(1) time, for any ε > 0, then we obtain an arbitrary polynomial improvement over exhaustive
search for CIRCUIT SAT on “small” circuits. Furthermore, we can prove an equivalence between nearly-
linear-time algorithms for CIRCUIT SAT on ε log(N) inputs for arbitrarily small ε > 0, CIRCUIT SAT on
K log(N) inputs for arbitrarily large K ≥ 1, and extensions of CIRCUIT SAT that correspond to levels of
the polynomial hierarchy (Theorem 3.4 and Theorem 3.5). It is also instructive to compare Corollary 1.1
with the implications obtained by assuming a CIRCUIT SAT form of SETH, rather than ETH:

Corollary 1.2 (SETH Versus LARGE CIRCUIT SAT). Assume that for every ε > 0, CIRCUIT SAT on
2o(n)-size circuits cannot be solved in 2(1−ε)n time. Then for every α ≥ 0 and every ε > 0, CIRCUIT SAT
on 2αn+o(n)-size circuits cannot be solved in time 2αn+(1−ε)n+o(n).

2We discuss in Section 3.2 how to obtain results for (apparently) more powerful models of computation, like random access
machines. Intuitively, we just have to change CIRCUIT SAT to a satisfiability problem with a suitable predicate, e.g., RAM SAT for
random access machines.
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That is, if brute-force is essentially optimal for solving CIRCUIT SAT on subexponential-size circuits,
then brute-force is also optimal for solving CIRCUIT SAT on arbitrarily large 2O(n)-size circuits, in spite
of the fact that the “large” circuit-size case can easily be reduced to the “small” case by adding extra (non-
functional) inputs (see Theorem 3.4). Phrasing Corollary 1.2 another way, we can say that if there is an
ε > 0 and a δ ∈ (0, 1) such that CIRCUIT SAT on N -size circuits with ε log(N) inputs can be solved in
N1+δε time (for example), then CIRCUIT SAT on 2o(n)-size circuits can be solved in 2δn+o(n) time.

We now describe various extensions and consequences. One consequence is that we can prove an equiv-
alence between fast CIRCUIT SAT algorithms for the large-exponential-size and small-exponential-size
cases, as well as an equivalence with ΣkCIRCUIT SAT for constant k ≥ 1 (see Theorem 3.4 for details).

#SAT and QBF. The proof of Theorem 1.1 is quite general. We show that analogous self-improvement
results hold for #CIRCUIT SAT, where we wish to count the number of SAT assignments to a given circuit,
as well as Q-CIRCUIT SAT, the quantified version of CIRCUIT SAT, where we are given a fully-quantified
sentence of the form

(Q1 x1) · · · (Qn xn)[C(x1, . . . , xn)],

where each Qi ∈ {∃, ∀}, C is a circuit, and we wish to decide if the sentence is true or false.

Theorem 1.2. Theorem 1.1 holds for #CIRCUIT SAT and Q-CIRCUIT SAT in place of CIRCUIT SAT.

Thus, all the corollaries for strong-exponent and weak-exponent lower bounds for CIRCUIT SAT carry
over for #CIRCUIT SAT and Q-CIRCUIT SAT as well.

An FFT for Circuits Would Refute Exponential-Time Hypotheses. A major application of the Fast
Fourier Transform (FFT) [CT65] is that univariate degree-n polynomials over a field can be evaluated on
any n points in n · poly(log n) operations [Fid72, BM74], a great improvement over the obvious Θ(n2)
algorithm. Recent work has extended this fundamental result to the multivariate setting [KU11, BGKM22,
BGG+22, GHH+23].

Should we expect fast multipoint evaluation for more complex computational models, such as Boolean
circuits? On the one hand, a folklore result3 gives an efficient circuit C for multipoint evaluation of Boolean
functions: given x1, . . . , xk ∈ {0, 1}n and the truth table T ∈ {0, 1}2n of a function f : {0, 1}n → {0, 1},
we have C(x1, . . . , xk, T ) = (f(x1), . . . , f(xk)), for a circuit C of size only poly(n) · (2n + k). Thus, for
very hard functions (that cannot be represented much smaller than their 2n truth table), there are circuits for
multipoint evaluation with size about k + 2n, improving over the obvious k2n bound. On the other hand,
standard results in fine-grained complexity show that if the truth tables of size-s (unrestricted) circuits could
be computed in time poly(n) · (s+ 2n) (for example), then SETH and the 3SUM conjecture are false.4 An
immediate corollary of Theorem 1.1 and Theorem 1.2 is that significantly weaker hypotheses suffice:

Corollary 1.3. If n-input circuits of size s can be evaluated on all inputs in 2n+o(n) + s1+o(1) time,
then the circuit versions of #ETH [DHM+14] and the quantified version of ETH [CRTY20] are false:
#CIRCUIT SAT and Q-CIRCUIT SAT on n-input circuits of 2o(n) size can be solved in 2εn time for all
ε > 0.

That is, the difficulty of finding an FFT-like algorithm for fast multipoint circuit evaluation can be based
on far weaker hypotheses than SETH: weaker than even circuit versions of SETH (used to argue for the
hardness of problems like Edit Distance [AHWW16]).

3See https://cstheory.stackexchange.com/questions/3085/are-there-known-to-exist-functions-with-the-following-direct-sum-property
4For example, see footnote 7 in [Wil13].
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A Uniform Circuit Lower Bound for Linear Time. Studying the consequences of faster #CIRCUIT SAT
algorithms for large circuits further, we show how to prove new unconditional lower bounds against uniform
circuit classes, where fast multipoint evaluation algorithms exist (and thereby small improvements over ex-
haustive search are also possible). Let SYM◦SYM denote the class of Boolean circuits which are depth-two
circuits comprised of arbitrary Boolean symmetric functions (with unbounded fan-in). SYM ◦ SYM is one
of those natural “weak-looking” circuit classes for which the known lower bounds are surprisingly meager.
In terms of non-uniform lower bounds against SYM ◦ SYM, it is only known that there are functions in
ENP which do not have non-uniform SYM ◦ SYM circuits of n2−ε gates, for all ε > 0 [ACW16, Tam16].
Since SYM ◦ SYM can be simulated in depth-3 TC0 with a polynomial blowup in size, one can deduce
from known results on TC0 ([AG94]) that the Permanent does not have polynomial-size highly-uniform
SYM ◦ SYM circuits. It also follows from the literature that, for some α > 0, SAT does not have highly-
uniform SYM ◦ SYM circuits with n1+α gates [AK10].5 We prove a super-linear gate lower bound for
computing problems in linear time with uniform SYM ◦ SYM circuits.

Theorem 1.3 (Section 4). There are linear-time decision problems which do not have POLYLOGTIME-
uniform SYM ◦ SYM circuits of nc gates, for all c < 1.199.

(For an explicit problem exhibiting the lower bound, one could for example take the CIRCUIT EVALU-
ATION decision problem.) The proof of Theorem 1.3 has the form of an indirect diagonalization: assuming
the opposite, we derive a simulation of time-bounded computation that contradicts a hierarchy theorem.
However, for all prior indirect diagonalization lower bounds that we are aware of, across a variety of models
(such as [Kan83, AG94, AKR+01, FLvMV05, vMR05, vM06, vMW12, MW21]), the proofs require that
the hard function is much harder than linear-time computable. For example, the time-space tradeoffs for
SAT [FLvMV05, vM06, BW15] crucially require that the hard function is NP-hard under extremely local
reductions.

We deduce a contradiction by exploiting circuit-analysis algorithms for SYM ◦ SYM. That is, we estab-
lish a version of the “algorithmic method” for circuit lower bounds (initiated by Williams [Wil13, Wil14])
that applies to uniform circuits, and allows the hard function to be contained in P.6 We apply the assumption-
to-be-contradicted in two different ways: once on an initial 2n-time computation (that we wish to speed up),
and again on a circuit that counts the number of SYM gates that are true on the bottom layer, using the
POLYLOGTIME-uniform algorithm for generating the gates on the bottom layer. In the end, our contra-
dictory simulation is achieved by applying fast rectangular matrix multiplication [LU18] appropriately to
“speed-up” the evaluation of a SYM ◦ SYM circuit. If the matrix multiplication exponent ω happens to be
2, our gate lower bound would improve to n1.36.

Indeed, matrix multiplication allows us to compute truth tables of SYM ◦ SYM circuits faster than the
obvious algorithm, and our proof demonstrates how such an algorithm can be used to establish new lower
bounds for linear-time computation. This addresses a question of Williams [Wil18], who gave a faster truth-
table evaluation algorithm for THR ◦ THR circuits, and asked if such algorithms suffice for deriving lower
bounds. (However, super-linear gate lower bounds against THR ◦ THR are already known; see [KW16].
Thus we instead state our results in terms of SYM ◦ SYM.) One can think of our approach as trading non-
uniformity in the circuit lower bound for a significant reduction in the complexity of the hard function (from
ENP or QuasiNP, down to linear time).

5Note that, although it is also known [KW16] that there are functions in P that require n1.5−o(1) gates to be computed by
non-uniform depth-3 TC0 circuits, the translation of SYM ◦ SYM into depth-3 TC0 can increase the total number of gates by a
factor of n, so the methods of [KW16] do not seem to yield linear gate lower bounds for SYM ◦ SYM circuits.

6See [San23] for another proposal, which would apply to uniform lower bounds for NP and PSPACE if it can be realized.
Santhanam’s approach looks significantly more general than ours, but does not seem to extend down to functions in P.
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On the Difficulty of Improving Self-Improvement. Our results yield a new perspective on computational
lower bounds. We already mentioned (Theorem 1.2) that self-improvement holds for the Q-CIRCUIT SAT
(Quantified Circuit SAT) problem. First we observe that, if we allow our algorithms to call an oracle in the
polynomial hierarchy, then Q-CIRCUIT SAT can be decided efficiently.

Proposition 1. For all positive real α, Q-CIRCUIT SAT on 2αn-size circuits can be decided in poly(n) ·
(2αn + 2n) time with a Σ2SAT oracle.

Indeed, with a Σ2 machine, one can simply guess the 2n-bit truth table of the given circuit, universally
verify the truth table is correct on all inputs, and verify that the QBF defined on the truth table is true, in
O(2kn + 2n) time. (We can use Σ2SAT as an oracle specifically, because of tight reductions from Σ2 time
T (n) to Σ2SAT ; see for example [FLvMV05].) This observation naturally begs the question of whether
Q-CIRCUIT SAT self-improvement is possible on algorithms with an oracle in Σ2P. We observe that such
a result would separate NP from NC1, even if we could only obtain non-uniform circuits as a consequence.

Theorem 1.4 (Section 5). Suppose self-improvement holds for Q-CIRCUIT SAT with Σ2P-oracle algo-
rithms, i.e., assume:

There is some k > 0 such that Q-CIRCUIT SAT on 2kn+o(n)-size circuits in 2kn+o(n) time
(with a Σ2SAT oracle) implies that for all ε > 0, Q-CIRCUIT SAT on 2o(n)-size circuits has
2εn+o(n)-size non-uniform Σ2SAT -oracle circuits.

Then NP ̸= NC1.

(Here, we use the LOGTIME-uniform definition of NC1.) The choice of “Σ2” in the theorem statement
is somewhat arbitrary: using “Σc” for any c ≥ 2 would suffice. To prove this theorem, we show that
NP = NC1 implies a strong circuit lower bound on Q-CIRCUIT SAT, even for circuits with an oracle in the
polynomial hierarchy.

We also prove as a consequence of self-improvement (Theorem 5.2) that, if there is any k > 0 such that
Q-CIRCUIT SAT on 2kn-size circuit predicates has non-uniform circuits of size 2kn+o(n), then NP ̸= NC1.
We should stress that we do not consider these theorems as a viable approach to separating NP from NC1;
rather, it indicates to us that proving the hypotheses seems overly strong and unlikely.

1.1 Open Problems

We pose here a few intriguing open problems, to ensure that the reader sees them.

• Could self-improvement go all the way down to P = NP? Is it possible that (say) linear-time SAT
algorithms for exponential-size circuits might imply polynomial-time algorithms for polynomial-size
circuits, concluding P = NP? There seem to be bottlenecks in the current argument that prevent us
from going significantly below subexponential time, but they could possibly be circumvented with
a little cleverness. Could self-improvement be strengthened in the non-uniform case to conclude
NP ⊂ P/poly?

• Could self-improvement-style results hold for other combinatorial problems, besides just circuit-
based ones? It seems crucial for the self-improvement results that the algorithm solving the problem
can be modeled extremely efficiently, within an instance of the problem. (Perhaps this alone shouldn’t
be considered an impediment, given the ubiquity of complete problems for many complexity classes.)
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• Can the uniform SYM ◦ SYM circuit lower bounds be further improved? In principle, some fast
matrix multiplication algorithms can be implemented in TC0 [PPJA18] so one might hope to reduce
the complexity of the hard function further in our lower bound. There may also be a way to improve
the degree of the polynomial in the lower bound, by applying self-improvement. Finally, it seems
plausible that our lower bound might be extended to prove that, for every d, there is a cd > 1 such
that CIRCUIT EVAL does not have depth-d SYM circuits of O(ncd) gates.

2 Preliminaries

We assume familiarity with computational complexity, especially circuit complexity [Vol99, AB09, Juk12].
We are often interested in LOGTIME-uniform (and POLYLOGTIME-uniform circuits, respectively), where
local information about the gates of poly(n)-size circuits can be determined in time linear (respectively,
polynomial) in the names of the gates, each of which take O(log n) bits to describe. We will give technical
details on such uniformity conditions as needed in our proofs; see [Vol99] for full technical definitions.

Notation and Defaults. Unless otherwise specified, our Boolean circuits are over the basis of all possible
gates of fan-in two (the particular gate basis will not matter for our results, as long as the basis is universal
and each gate has constant fan-in.)

As is standard for bounded fan-in circuits, the size of a circuit is defined to be the number of gates. For
a given circuit C, we let ⟨C⟩ denote the description of C in binary.

Recall that CIRCUIT EVAL is the P-complete problem of Circuit Evaluation, in which we are given the
description ⟨C⟩ of a circuit C, and an assignment a to the inputs of C, and wish to output C(a) = 1. For
notational convenience, in this paper we redefine CIRCUIT EVAL to be the following multi-output problem:

CIRCUIT EVAL: Given the description ⟨C⟩ of a circuit C, and a partial assignment a to the in-
puts of C, output the description of the circuit C ′(x) := C(a, x), where x denotes the remaining
unassigned inputs of C.

The following basic fact about circuit evaluation will be very useful.

Lemma 2.1 (Valiant [Val76], Pippenger-Fischer [PF79]). CIRCUIT EVAL has circuits of size Õ(n), con-
structible in Õ(n) time (even on a multitape Turing machine). In particular, for every n, there is a circuit
Dn of Õ(n) size such that, given the description ⟨C⟩ of a circuit C of size n and a partial assignment a to
some of C’s inputs, Dn(⟨C⟩ , a) outputs a description of C restricted to the partial assignment a.

2.1 Related Work

The most directly relevant prior result is that of Salamon and Wehar [SW22], who show if CIRCUIT SAT
with 2n gates and n inputs is solvable in 2n+o(n) time, then CIRCUIT SAT with m gates is solvable in 2εm

time for every ε > 0. Our results can be seen as substantial generalizations, weakening the hypotheses
and strengthening the resulting conclusions. More precisely, they require that an Õ(N2)-time solvable ver-
sion of CIRCUIT SAT can be improved to N1+o(1) time, in order to get a subexponential-time algorithm
for satisfiability of O(n)-size circuits. In contrast, one corollary of our main result (Corollary 1.1) states
that improving an Õ(N1+ε)-time solvable version of CIRCUIT SAT to N1+o(1) time, for any ε > 0, im-
plies a subexponential-time algorithm for satisfiability of subexponential-size circuits. (Indeed, following
Theorem 3.5, we obtain a subexponential-time algorithm for ΣkCIRCUIT SAT, for every constant k.)
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Other works have demonstrated phenomena which are similar to our self-improvement results, but differ
in various critical ways. Williams [Wil13] studied the consequences of speeding-up exhaustive search in
limited scenarios. Along with showing that slightly faster CIRCUIT SAT algorithms imply non-uniform
circuit lower bounds, he also showed that if every problem Π solvable with log n bits of nondeterminism
in nc time and (log n)d space can be simulated in O(nc+0.99) time and poly(log n)d space for all c, d ≥ 1,
then a dramatic speed-up is possible: every such Π can be solved nondeterministically in O(n3) time, which
would imply LOGSPACE ̸= NP among other consequences. Thus, by imposing a space restriction on the
verifier and the assumed simulation, a more dramatic simulation is possible from assuming a minor speed-
up. [Wil13] also observes that a CIRCUIT SAT algorithm running in 4(1−ε)n time on circuits of size 2n with
n inputs, for some ε > 0, implies that the 3SUM conjecture is false.7 It is also easy to see that the same
hypothesis implies that SETH and thereby the Orthogonal Vectors Conjecture is false (this also follows from
the base case of Theorem 1.1).

Paturi and Pudlák [PP10] study OPP algorithms, which are probabilistic polynomial time algorithms
with 1/p(n) success probability, where p(n) can be exponential in n. They show that if CIRCUIT SAT
has an OPP algorithm with success probability 1.999−n, then CIRCUIT SAT on poly(n)-size circuits has
deterministic circuits of size 2n

1−ε
for some ε > 0. Their argument involves applying the polynomial-

size circuit for CIRCUIT SAT to itself in an interesting way. While their CIRCUIT SAT conclusion seems
stronger than the ones we derive (we derive 2εn-time algorithms for 2o(n)-size circuits), their CIRCUIT SAT
hypothesis looks stronger than the hypotheses that we consider, especially for our extensions to randomized
CIRCUIT SAT algorithms (Theorem B.1).

The results in this paper show how “minor-looking” algorithmic improvements would imply major al-
gorithmic improvements, in which the minor algorithm is repeatedly applied to achieve faster algorithms
on smaller input lengths. These results can be seen as converses of hardness magnification phenom-
ena [Sri03, AK10, LW13, OS18, MMW19, OPS19, CMMW19, CJW19, CHO+20], in which “minor-
looking” computational lower bounds would imply major lower bounds. The contrapositives of hardness
magnification results can also be viewed in a similar light. For example, Allender-Koucky [AK10] show
that if Boolean Formula Evaluation has constant-depth MAJORITY/NOT (TC0) circuits of any polynomial
size, then the problem also has O(1/ε)-depth MAJORITY/NOT circuits of n1+ε size, for all ε > 0. This
is proved by exploiting the nice downward self-reducibility of Formula Evaluation. Our setting appears
to be very different from that of hardness magnification. We study versions of NP-hard problems in a
“polynomial-time solvable” regime, and show that sufficiently strong algorithms in this setting would imply
exponentially-faster algorithms in the “super-polynomial-time solvable” regime. In our self-improvement
results for CIRCUIT SAT, #CIRCUIT SAT, and Q-CIRCUIT SAT, we only really need that the problem is
“embarrassingly parallel”, in that the space of variable assignments can be partitioned in a simple way so
that the overall answer can be easily obtained from the answers on the parts.

In general, when one considers CIRCUIT SAT on circuits which are large relative to the number of
input variables, one is studying a problem with “bounded nondeterminism” or “limited nondeterminism”,
where the amount of nondeterminism is significantly less than the input length n (in our case, the amount of
nondeterminism is O(log n)). The theory of complexity classes with limited nondeterminism was initiated
in [KF77]; further related references include [BG93, BBG98, CC97, FGW06, Wil13].

7Recall the 3SUM problem asks: given a set S of n numbers, are there three which sum to zero? The 3SUM conjecture is that
there is no n2−ε time algorithm for 3SUM, where ε > 0.
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3 Self-Improvement for Circuit Analysis Problems

Here, we prove the main self-improvement result, showing how non-trivial algorithms for LARGE CIRCUIT

SAT would imply faster algorithms for CIRCUIT SAT on subexponential-size circuits.

Reminder of Theorem 1.1. Let α, β be positive reals, with α ≤ β. Suppose CIRCUIT SAT on 2αn+o(n)-
size circuits can be solved in 2βn+o(n) time. Then CIRCUIT SAT on 2o(n)-size circuits can be solved in
2(β−α)n+o(n) time.

Before we begin the proof, the following intuition may be helpful. Suppose we have a circuit C of size
2o(n) and n inputs, and we want to solve Circuit-SAT on C, as fast as possible. Furthermore, assume we
have in our hands an algorithm for Circuit-SAT that runs on circuits of size 2n

′+o(n) with n′ inputs, and this
algorithm runs in 2n

′+o(n) time.
To get a faster SAT algorithm for C using the assumed algorithm, we may start by offloading some of

the work of satisfiability onto the circuit itself, with the following “OR trick” used in several fine-grained
algorithms [Wil14, AWY15, CW21]. WLOG suppose n is even. Take the first n/2 inputs of C, and consider
the circuit C ′ on n/2 inputs, defined as follows:

C ′(x1, . . . , xn/2) =
∨

(a1,...,an/2)∈{0,1}2
n/2

C(a1, . . . , an/2, x1, . . . , xn/2).

That is, C ′ takes an OR over all possible assignments to the first n′ := n/2 variables of C, plugging each
assignment into a separate copy of C. Observe that C ′ has 2n

′+o(n′) size, and C ′ is satisfiable if and only
if C is satisfiable. Now, if we apply our assumed SAT algorithm to C ′, we get a new SAT algorithm for
2o(n)-size C that runs in only 2n

′+o(n′) = 2n/2+o(n) time, beating the brute-force algorithm which runs in
2n+o(n) time.

Our key observation is that the new SAT algorithm just derived can be combined with the assumed SAT
algorithm, to “improve upon itself”. After we split the variables into two parts, instead of taking an OR
over all possible assignments, we can run the new 2n/2+o(n)-time SAT algorithm for 2o(n)-size circuits. For
example, suppose we split the n variables into an “outer” set of n/3 and an “inner” set of 2n/3. After
any assignment to the outer variables is made, the remaining SAT instance on n′ = 2n/3 variables can be
solved in 2n

′/2+o(n′) = 2n/3+o(n) time, using our new SAT algorithm. Therefore, by calling our assumed
SAT algorithm on a 2n/3+o(n)-size circuit that encodes the new SAT algorithm, with the n/3 outer variables
as input, we can derive an even faster SAT algorithm, running in 2n/3+o(n) time on 2o(n)-size circuits.
Repeating the argument, we can achieve 2n/k+o(n) time for any constant k ≥ 1. The following proof is a
very general form of this intuition.

Proof. We will inductively show that for every ε > 0, there is an algorithm which can decide satisfiability
for 2o(n)-size circuits in 2εn time.

Start with a CIRCUIT SAT instance C of 2o(n) size and n inputs. Let S be an algorithm running in
2βn+o(n) time that takes as input the description ⟨C ′⟩ of a 2αn+o(n)-size circuit C ′, and determines satisfia-
bility for C ′.

Our first improved algorithm F1 can be described as follows. Given ⟨C⟩, the algorithm constructs a
circuit D on m = n/(1 + α) inputs with the following behavior. First, given an assignment x of m =
n/(1 + α) bits, D feeds the bits of x into the first n/(1 + α) inputs of C. Formally, this is implemented
by calling CIRCUIT EVAL(⟨C⟩ , x). (The circuit D has the description of C hard-coded.) By Lemma 2.1,
CIRCUIT EVAL(⟨C⟩ , x) outputs the description ⟨C ′⟩ of a circuit C ′ with m′ = αn/(1 + α) inputs and
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2o(n) ≤ 2o(m) size. Next, D enumerates all possible 2m
′

assignments to the m′ inputs of C ′, and takes the
OR over all such assignments. Thus, D has size

2m
′+o(m) ≤ 2αn/(1+α)+o(n) ≤ 2αm+o(m),

and has m inputs. Note that a description ⟨D⟩ of D can be constructed in 2αm+o(m) time: we only have to
write down a description of the OR of 2m

′
circuits of the form CIRCUIT EVAL(⟨C ′⟩ , a), over all possible

a ∈ {0, 1}m′
. Furthermore, observe that D has m = n/(1 + α) inputs.

Finally, the algorithm feeds the description ⟨D⟩ of size 2αm+o(m) to the assumed algorithm S, which
runs in 2βm+o(m) ≤ 2βn/(1+α)+o(n) time, and outputs a yes/no answer. Observe that C is satisfiable if and
only if S(⟨D⟩) outputs yes: there is a satisfying assignment to C if and only if there is a partial assignment
a ∈ {0, 1}m′

such that CIRCUIT EVAL(⟨C ′⟩ , a) is satisfiable, which is true if and only if S(⟨D⟩) outputs
yes.

From the above, we conclude that satisfiability of circuits of 2o(n) size can be determined in 2βn/(1+α)+o(n)

time. Denote this algorithm by F1.
We can repeat the above argument, but instead of enumerating all possible assignments (simulating

brute-force search), we call the algorithm F1 instead. Suppose inductively that satisfiability of circuits of n
inputs and 2o(n) size can be determined by an algorithm Fk running in 2fkn+o(n) time. (For instance, in the
base case, we know we can set f0 := β, by our hypothesis.)

In particular, let δ ∈ (0, 1) be a parameter, and let C be a 2o(n)-size circuit on n inputs as before. We
make a circuit D on m = (1 − δ)n inputs with the following behavior: Given an assignment x of m bits,
D plugs x into the first (1− δ)n inputs of C, yielding a circuit C ′ with δn inputs and 2o(n) size, by calling
CIRCUIT EVAL appropriately as before. Next, D calls the algorithm Fk to determine the satisfiability of C ′

(instead of computing a large OR), which takes 2δfkn+o(n) time; converting this call into a circuit, the size
is 2δfkn+o(n). Now we have a circuit D on m = (1− δ)n inputs of size 2δfkn+o(n) which is equi-satisfiable
to our original circuit C.

Setting δ such that δfkn = αm, our circuit D will have m inputs and 2αm+o(m) size, so its satisfiability
can be determined in 2βm+o(m) time, by our original assumption. Note that

δfkn = αm ⇐⇒ δfk = α(1− δ),

so setting δ = α/(fk + α) accomplishes this. We can therefore determine satisfiability of C in time

2βm+o(m) ≤ 2β(1−α/(fk+α))n+o(n).

Let this new SAT algorithm be Fk.
Define the sequence

f0 := β, fk+1 := β(1− α/(fk + α)).

The above argument shows that we can construct a sequence of algorithms Fk for computing satisfiability
of 2o(n)-size circuits, where the kth algorithm runs in time 2fkn+o(n). For all α > 0, we claim that the
sequence {fk} is monotone decreasing, and {fk} converges to

f∞ = β − α.

First, we note that the sequence {fk} is monotone increasing, by an easy induction proof.
Base Case: Showing f0 > f1 is equivalent to showing 1 > 1− α/(1 + α), i.e., α/(1 + α) > 0, which

is true since α > 0.
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Inductive Step: Suppose fk−1 > fk. Recall β > α > 0. We derive

fk+1 = β(1− α/(fk + α)) < β(1− α/(fk−1 + α)) = fk ⇔ 1− α/(fk + α) < 1− α/(fk−1 + α)

⇔ α/(fk + α) > α/(fk−1 + α)

⇔ fk + α < fk−1 + α

⇔ fk < fk−1,which we assumed true.

This completes the induction.
Since every fk ≥ 0 and {fk} is monotone decreasing, the sequence has a limit point satisfying the

equation
f∞ = β(1− α/(f∞ + α)),

which has the two solutions f∞ ∈ {0, β − α}.
The entire construction above is highly uniform, in that a description of the k-th algorithm can be

constructed in O(g(k)) time for a computable function g, given that the description length of S is O(1).
To ensure that the final running time of our algorithm is indeed 2(β−α)n+o(n), we can repeat the above
construction for a slightly unbounded value k = k(n), and note that the sequence {fk} converges rapidly.
We consider two cases. First, for the case where α = β, one can prove by induction that fk = α/(k + α).
Therefore in this case, for any function k(n) ≥ ω(1), we have fk(n) ≤ o(1). For the case where α < β, we
have f0 − f1 = βα/(1 + α), and

fk − fk+1 = β

(
1− α

fk−1 + α

)
− β

(
1− α

fk + α

)
= βα

(
1

fk + α
− 1

fk−1 + α

)
= βα

(
fk−1 − fk

(fk + α)(fk−1 + α)

)
≤ α

β
· (fk−1 − fk),

where the last inequality follows since fk + α and fk−1 + α are both at least β (the sequence {fk} is
monotone non-decreasing). Therefore for β > α and any function k(n) ≥ ω(1), fk(n) is within o(1) of
β − α. This completes the proof.

By tracking the dependence of the circuit size throughout the proof, one can prove a slightly stronger
result than Theorem 1.1, in which the resulting algorithm can solve CIRCUIT SAT rapidly on circuits that
are mildly exponential in size.

Theorem 3.1 (Appendix A). Suppose there are β ≥ α > 0 such that CIRCUIT SAT on 2αn+o(n)-size
circuits can be solved in 2βn+εn time, for all ε > 0. Then for every ε > 0, there is a γ > 0 such that
CIRCUIT SAT on 2γn-size circuits can be solved in 2(β−α)n+εn time.

3.1 Discussion on the Proof

To illustrate the generality of Theorem 1.1, let us discuss various modifications and extensions that can be
made. First, note the construction in the proof of Theorem 1.1 works equally well for relating the circuit
complexity of CIRCUIT SAT and LARGE CIRCUIT SAT. Replacing every occurrence of “algorithm in time
T ” with “circuit of size T ” in the proof, every step goes through. We have:
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Theorem 3.2. Let α, β > 0 with α ≤ β. Suppose CIRCUIT SAT on 2αn+o(n)-size circuits can be decided
with a circuit family of 2βn+o(n) size. Then CIRCUIT SAT on 2o(n)-size circuits can be decided with a family
of 2(β−α)n+o(n) size.

Note that the construction in the proof of Theorem 1.1 is highly non-black-box: to solve CIRCUIT SAT
on smaller circuits, we use the descriptions of circuits solving CIRCUIT SAT in order to form the inputs
to other CIRCUIT SAT circuits, and achieve a faster algorithm in each inductive stage. At the same time,
there is a sense in which the above proof relativizes. Let A : {0, 1}⋆ → {0, 1} be an arbitrary oracle,
and recall that an A-oracle circuit is a Boolean circuit equipped with the usual gates, along with copies of
Ak : {0, 1}k → {0, 1}, where Ak is the restriction of A to k-bit inputs. (Note that because of the unbounded
fan-in of the Ak gates, the size of an A-oracle circuit is defined to be the number of wires, instead of gates.)
Given a nontrivially-sized A-oracle circuit family for solving LARGE CIRCUIT SAT on A-oracle circuits,
the same argument above can be used to derive a smaller A-oracle circuit family for CIRCUIT SAT on
A-oracle circuits of subexponential size.

Theorem 3.3. Let α, β > 0 with α ≤ β. Suppose CIRCUIT SAT on 2αn+o(n)-size A-oracle circuits can be
decided by an A-oracle circuit family of 2βn+o(n) size (respectively, an A-oracle multitape TM running in
2βn+o(n) time). Then CIRCUIT SAT on 2o(n)-size A-oracle circuits can be decided by an A-oracle family
of 2(β−α)n+o(n) size (respectively, an A-oracle multitape TM running in 2(β−α)n+o(n) time).

It is crucial in our proof that the same oracle A appears in both the instances of CIRCUIT SAT and the
algorithmic model solving CIRCUIT SAT: Theorem 1.4 shows one major consequence that would follow if
we could strengthen self-improvement so that the algorithm uses a stronger oracle than the CIRCUIT SAT
instance.

Furthermore, the proof of Theorem 1.1 works with minor modifications for #CIRCUIT SAT, where we
wish to count the number of SAT assignments to a given circuit, as well as Q-CIRCUIT SAT, the quantified
version of CIRCUIT SAT, where we are given a fully-quantified sentence of the form

(Q1 x1) · · · (Qn xn)[C(x1, . . . , xn)],

where each Qi ∈ {∃, ∀}, C is a circuit, and we wish to decide if the sentence is true or false.

Reminder of Theorem 1.2. Theorem 1.1 holds for #CIRCUIT SAT and Q-CIRCUIT SAT in place of
CIRCUIT SAT.

Proof. (Sketch) We describe how to modify the proof of Theorem 1.1 to accommodate #CIRCUIT SAT
and Q-CIRCUIT SAT.

For Q-CIRCUIT SAT, instead of computing an OR of 2m
′

copies in the base case over all m′-bit partial
assignments, we compute an appropriate Boolean formula of 2m

′
copies, according to the quantifier types

of the m′ variables (existential variables get an OR, universal variables get an AND). The remainder of the
proof is essentially unchanged: as long as our variable splitting and subsequent calls respect the quantifier
order of the variables, the rest of the argument goes through.

For #CIRCUIT SAT, instead of computing an OR of 2m
′

copies in the base case, we instead use a circuit
COUNT which takes N = 2m

′
bits of input (one for each of the m′-bit partial assignments), and outputs

the O(logN)-bit count of the number of ones in the input. It is well-known that such a circuit COUNT can
be implemented in O(N) size, and the construction is uniform (see for example [DKKY10]). This yields a
circuit D which has m inputs, 2m

′+o(m′) size, and t = O(m′) outputs. Let the t output bits be numbered
Ot−1, . . . , O0, so that Ot−1 is the high-order bit of COUNT, O0 is the low-order bit, and so on. Define Di to
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be the subcircuit of D with only one output gate Oi. Then the overall #SAT count of C can be recovered
by computing the sum

t−1∑
i=0

2i ·#CIRCUIT SAT(Di), (1)

which can be done in poly(m′) ≤ poly(n) time, given #CIRCUIT SAT(Di). This extra calculation only
multiplies the overall running time by poly(n) ≤ 2o(n).

To see why (1) is correct, think of the t-bit output of the circuit D as an integer in {0, 1, . . . , 2t − 1},
where Di outputs the i-th bit of this integer. We observe:

#CIRCUIT SAT(C) =
∑

a∈{0,1}m
D(a) (by definition of D)

=
∑

a∈{0,1}m

(
t−1∑
i=0

2i ·Di(a)

)
(by definition of the circuits Di)

=

t−1∑
i=0

2i ·

 ∑
a∈{0,1}m

Di(a)


=

t−1∑
i=0

2i ·#CIRCUIT SAT(Di).

In the inductive step, the circuit D takes in a partial assignment x of m bits, plugs x into the circuit
C, then calls an algorithm for #CIRCUIT SAT on the reduced circuit, which then outputs a binary count
of the number of satisfying assignments. As in the previous paragraph, we can break D into t = O(n)
subcircuits Dt−1, . . . , D0 where Di outputs the i-th bit of the binary count. Calling the original assumed
#CIRCUIT SAT algorithm on each Di(x) which has m inputs, we can determine the overall #SAT count
using the formula (1). Again, this only multiplies the overall running time by poly(n) overhead, and com-
putes the exact number of SAT assignments.

An Equivalence. One reason why Theorem 1.1 should be considered surprising is that the reduction seems
to be in the “wrong direction”: intuitively, the CIRCUIT SAT problem only gets easier as the circuit size
increases. (The 2n search space becomes “smaller” relative to a larger input.)

The ideas of Theorem 1.1 lead to an intriguing equivalence for nearly-linear time LARGE CIRCUIT

SAT algorithms. For simplicity, we state the result in terms of algorithms solving CIRCUIT SAT, but it
also applies to non-uniform and randomized algorithms (Appendix B), as well as #CIRCUIT SAT and
Q-CIRCUIT SAT.

Let ε-LARGE CIRCUIT SAT be the problem of checking satisfiability for circuits of size N with
ε log(N) inputs.

Theorem 3.4. The following are equivalent:

(1) There is an ε ∈ (0, 1) such that ε-LARGE CIRCUIT SAT is in N1+o(1) time.

(2) For every α > 0 (including arbitrarily large α), α-LARGE CIRCUIT SAT is in N1+o(1) time.
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Theorem 3.4 shows an existentially-quantified statement is equivalent to its corresponding universally-
quantified statement: if we can solve CIRCUIT SAT on n-input 2Kn-size in 2Kn+o(n) time, for some con-
stant K > 0, then an analogous algorithm exists for every K > 0. As a consequence, the hypothesis would
imply that CIRCUIT SAT on 2εn-size circuits (for any tiny ε > 0) can also be solved in 2εn+o(n), refuting
the (circuit version of) ETH. Therefore, Theorem 3.4 can be seen as a strengthening of Corollary 1.1.

Proof. Clearly (2) implies (1). We prove that (1) implies (2). Assume CIRCUIT SAT on N size and ε log(N)
inputs is in N1+o(1) time for some ε > 0. For every parameter α > 0, we want to solve CIRCUIT SAT on
N size with α log(N) inputs. There are two cases:

Suppose α ≤ ε. Then given a circuit C of N size and α log(N) inputs, simply add (ε−α) log(N) extra
“dummy” inputs that do not connect to the rest of C. We obtain a circuit C ′ of size O(N) with ε log(N)
inputs, and CIRCUIT SAT for C ′ can be solved in N1+o(1) time.

If α > ε, then let t be the smallest integer such that α ≤ tε. Add “dummy” inputs to the circuit C so
that C has exactly tε log(N) inputs, and split the inputs of C into t parts of ε log(N) variables each.

Set C0 := C. We will show that for all i = 0, . . . , t − 1, we can replace our given circuit Ci of
size N1+o(1) and (t − i)ε log(N) inputs with an equi-satisfiable circuit Ci+1 that has size N1+o(1) and
(t − (i + 1))ε log(N) inputs. Given the circuit Ci with (t − i)ε log(N) inputs, the circuit Ci+1 will first
evaluate Ci on its first (t−(i+1))ε log(N) inputs, leaving the last ε log(N) inputs free. The resulting circuit
description of size N1+o(1) is then fed to the CIRCUIT SAT algorithm for size N and ε log(N) inputs, which
runs in N1+o(1) time. Converting all the above to circuitry yields a circuit Ci+1 of (t − (i + 1))ε log(N)
inputs and (N1+o(1))1+o(1) = N1+o(1) size which is equi-satisfiable with Ci.

As the final circuit Ct has no inputs and is equi-satisfiable to C0 = C, we obtain an N1+o(1) time
algorithm for determining satisfiability of C.

In fact, the equivalence can be strengthened even further, to extensions of satisifability that correspond
to constant levels of the polynomial hierarchy. We naturally define Σk ε-LARGE CIRCUIT SAT to be the
restriction of Q-CIRCUIT SAT to circuits with N size, ε log(N) variables (all quantified), such that it is
a “Σk-SAT” instance: namely, the variables can be partitioned into k contiguous blocks, where the first
block contains only existentially quantified variables, and for i = 2, . . . , k, block i contains only universally
quantified variables if i is even, and existentially quantified variables if i is odd. Observe that Σ1 ε-LARGE

CIRCUIT SAT is equivalent to ε-LARGE CIRCUIT SAT, and Σk α-LARGE CIRCUIT SAT corresponds to a
polynomial-time solvable version of the ΣkP-complete problem Σk-SAT [AB09].

Theorem 3.5 (Extension of Theorem 3.4). The following are equivalent:

(1) There is an ε ∈ (0, 1) such that ε-LARGE CIRCUIT SAT is in N1+o(1) time.

(2) For every α > 0 (including arbitrarily large α), α-LARGE CIRCUIT SAT is in N1+o(1) time.

(3) For every k ≥ 1 and every α > 0, Σk α-LARGE CIRCUIT SAT is in N1+o(1) time.

Proof. (1) ⇐⇒ (2) follows from Theorem 3.4. (3) implies (2) by setting k = 1.
We prove that (2) implies (3). Given an instance C of ΣkCIRCUIT SAT with α log(N) variables and

a circuit predicate of size N , first split the variables into ⌈c/α⌉ parts of at most α log(N) variables each.
Next, split every α log(N)-variable part that contains both existential and universal variables (“straddling”
multiple quantifier blocks) into smaller parts which only contain variables of the same quantifier type (either
all-existential, or all-universal). As there are only k total quantifier blocks, this extra splitting creates at most
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k − 1 more parts. Thus the total number of parts ℓ is at most k + ⌈c/α⌉, each part has variables of exactly
one quantifier type, and each part has at most α log(N) variables.

Let C0 := C. Applying an analogous argument as in the proof of Theorem 3.4, given a circuit Ci of size
N1+o(1) with ℓ− i variable parts, in N1+o(1) time we can obtain an equivalent circuit Ci+1 of size N1+o(1)

with ℓ − (i + 1) variable parts, starting by removing the part that is last in quantification order, and ending
with the part that is first in quantification order. Repeating for ℓ− 1 times, we reduce the ΣkCIRCUIT SAT
problem to satisfiability on a circuit of size N1+o(1) with α log(N) variables, which can be determined
in N1+o(1) time by assumption. The only remaining issue is how to handle those parts with universally
quantified variables. Recalling that

(∀x1, . . . , xt)[C(x1, . . . , xt)] ⇐⇒ ¬(∃x1, . . . , xt)[¬C(x1, . . . , xt)],

we can decide (∀x1, . . . , xt)[C(x1, . . . , xt)] by calling CIRCUIT SAT(¬C) and flipping the bit of the an-
swer. This amounts to feeding the description of ¬Ci (rather than Ci) into our circuit Ci+1, and flipping the
output of the CIRCUIT SAT algorithm implemented in Ci+1. This completes the proof.

To conclude the discussion, we establish some simple consequences of Theorem 1.1.

Reminder of Corollary 1.1. ETH implies that, for every ε > 0, ε-LARGE CIRCUIT SAT is not solvable
in N1+o(1) time.

Proof. We prove the contrapositive. Given an instance of LARGE CIRCUIT SAT with ε log(N) inputs and
N size, let n = ε log(N), so that the circuit size is N = 2εn. Assuming there is an algorithm running in
N1+o(1) = 2εn+o(n) time, setting α = β = ε, Theorem 1.1 implies that for every ε′ > 0, CIRCUIT SAT on
2o(n)-size circuits can be solved in 2ε

′n time. This contradicts (a very weak form of) ETH.

Reminder of Corollary 1.2. Assume that for every ε > 0, CIRCUIT SAT on 2o(n)-size circuits cannot
be solved in 2(1−ε)n time. Then for every α ≥ 0 and every ε > 0, CIRCUIT SAT on 2αn+o(n)-size circuits
cannot be solved in time 2αn+(1−ε)n+o(n).

Proof. Again we prove the contrapositive. Suppose there is an α, ε > 0 such that CIRCUIT SAT on
2αn+o(n)-size circuits has an 2αn+(1−ε)n+o(n)-time algorithm. Setting β := α+1− ε, Theorem 1.1 implies
that for every ε′ > 0, CIRCUIT SAT on 2o(n)-size circuits has an 2(1−ε)n+ε′n+o(n) time algorithm.

3.2 Self-Improvement for Random-Access Models

So far, the self-improving results we have proved hold for any model of computation such that time-T algo-
rithms can be simulated by circuits of T 1+o(1)-size, such as multitape Turing machines; the results also hold
for solving CIRCUIT SAT with circuit families. However, for some random-access models (RAMs) of com-
putation, it is only known (for example) that time-T algorithms can be simulated by T 2+o(1)-size circuits.
In this section, we sketch how to prove self-improvement results in such models as well, in such a way that
we can still refute ETH under analogous conditions. Fixing any random-access model of computation, and
fixing any constant ε > 0, we define the following problem:
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Problem: RAM SATε

Given: A parameter N given in unary, along with a random-access machine M of description length at
most O(log2(N))2.
Decide: Is there an x ∈ {0, 1}ε log2(N) such that M(x) accepts in at most N steps?

Analogously to LARGE CIRCUIT SAT, where there is a circuit of size N on ε log2(N) inputs, and we
wish to find a satisfying assignment, we are given the description of a RAM M running up to N steps,
and we wish to find a (ε log2(N))-bit input x that makes M accept. As before, the obvious algorithm for
RAM SATε runs in Õ(N1+ε) time (omitting polylog factors that may depend on the particular random-
access model). Applying precisely the same proof as in Theorem 1.1, we can obtain a self-improvement
result for RAM SAT. For illustration, we just give a special case. Define the problem SUBEXP RAM SAT to
be:

Given n and a RAM M of description length at most O(n2) that runs in up to 2o(n) steps on
inputs of length n, decide if there is an input x of length n such that M(x) accepts.

Clearly, the obvious algorithm for SUBEXP RAM SAT runs in 2n+o(n) time.

Theorem 3.6. Suppose there is an ε > 0 such that RAM SATε can be solved on random-access machines
in N1+o(1) time. Then for every ε > 0, SUBEXP RAM SAT can be solved in 2εn time.

Proof. Assume there exists a RAM M ′ that can solve RAM SATε in N1+o(1) time. We prove by induction
that for all natural numbers k, SUBEXP RAM SAT is solvable in 2fkn+o(n) time, where

f0 := 1, fk := fk−1/(1 + εfk−1).

The base case is obvious. Let M0 be the RAM (of description length O(1)) that runs the 2n+o(n)-time
brute-force algorithm for SUBEXP RAM SAT on a given input ⟨n,M⟩, where the length of the description
of M is at most n2.

For the inductive step, suppose we are given an instance ⟨n,M⟩ of SUBEXP RAM SAT. Conceptually
split the n-bit input x into A = εfk−1n/(1+εfk−1) bits and B = n/(1+εfk−1) bits, noting that A+B = n.
Build a RAM Mk that, given an A-bit input y, constructs a RAM My that runs M with y hard-coded in its
first A input bits, and calls the RAM Mk−1 on ⟨B,My⟩, outputting its answer. Observe that the length of
My, | ⟨My⟩ |, is at most | ⟨M⟩ |+ n+O(1), and that | ⟨Mk⟩ | ≤ | ⟨M⟩ |+ | ⟨Mk−1⟩ |+O(1).

By induction, Mk−1 takes 2fk−1B+o(n) time on ⟨B,My⟩. Let Nk := 2fk−1B . Since A = εfk−1B,
we have A = ε log2(Nk), so the RAM Mk runs in N

1+o(1)
k time on ε log2(Nk)-bit input. By assumption,

feeding ⟨Mk⟩ to the RAM M ′, its answer will determine SUBEXP RAM SAT for ⟨n,M⟩ in time

2fk−1B+o(n) = 2fk−1n/(1+εfk−1)+o(n) = 2fkn+o(n).

For every k ≥ 1, we have
fk = 1/(1 + ε · k),

as by induction we can infer

fk =
fk−1

1 + εfk−1
=

1/(1 + ε · (k − 1))

1 + ε/(1 + ε · (k − 1))
=

1

1 + ε · (k − 1) + ε
= 1/(1 + ε · k).

Therefore, by setting k := c/ε for arbitrarily large c ≥ 1, we can solve SUBEXP RAM SAT in time
2n/(1+c)+o(n).
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The astute reader may wonder why we let the machine description have length quadratic in its input
length. The reason is that this constraint allows us to refute ETH with a faster algorithm for SUBEXP RAM

SAT. (In fact, allowing a description of length Ω(n log n) would suffice.)

Theorem 3.7. Suppose there is an ε > 0 such that RAM SATε can be solved on random-access machines
in N1+o(1) time. Then ETH is false.

Proof. We show how the hypothesis allows us to solve 3-SAT in 2εn time for every ε. Let ε > 0. Given
a 3-CNF formula F on n variables and O(n3) clauses, we first apply the Sparsification Lemma [IPZ01] to
reduce F to an OR of t ≤ 2εn/2 3-CNFs F1, . . . , Ft, where each Fi has at most cεn clauses for a constant
cε depending only on ε.

For all i = 1, . . . , t, define a RAM Mi which takes n bits of input x, and accepts if and only if the
formula Fi is satisfied by the n-variable assignment encoded by x. Since each Fi has at most cεn clauses
of width 3, each Fi can be encoded in at most O(n log n) bits. Therefore each Mi can be defined so that its
description length is at most O(n2). By Theorem 3.6, SUBEXP RAM SAT on each Mi can be solved in time
at most O(2εn/2), thereby deciding satisfiability for the formula Fi. As there are t ≤ 2εn/2 such Mi’s, we
can determine satisfiability of the original F in time at most O(2εn) by forming each M1, . . . ,Mt in turn
and running our assumed algorithm for SUBEXP RAM SAT on each Mi.

4 Uniform Lower Bounds For Linear Time

In this section, we establish new unconditional lower bounds for linear time computation.

Reminder of Theorem 1.3. There are linear-time decision problems which do not have POLYLOGTIME-
uniform SYM ◦ SYM circuits of nc gates, for all c < 1.199.

Proof. Assume the opposite. Our goal will be to contradict the time hierarchy theorem ([AB09]). In partic-
ular, we will contradict the fact that there is a decision problem f : {0, 1}⋆ → {0, 1} such that:

• for all n, and for all x ∈ {0, 1}n \ {0n}, f(x) = 0.

• f is computable in 2n time.

• f is not computable in 2n/n10 time.

In terms of languages and complexity classes, we are saying that there is a unary language in TIME[2n] that
is not in TIME[2n/n10].8 Let M be an algorithm computing f in time 2n. Our fast simulation of M first
checks if the input is of the form 0n; if not, the simulation immediately rejects in linear time. It remains to
demonstrate how to simulate M on 0n.

Assuming that every linear-time problem has uniform SYM ◦ SYM circuits of size nc, it follows from a
standard padding argument that the 2n-time machine M can be simulated by an SYM ◦ SYM circuit family
{Cn} where Cn has at most 2cn gates. The family {Cn} is also POLYLOGTIME-uniform; let us describe
in detail what this means (although the specific uniformity conditions given here are not critical for the
argument).

8The argument could still be carried out without assuming the hard language is unary, but the use of a unary language simplifies
some parts of the proof.
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• First, there is a constant a ≥ 1 and an na-time algorithm A which on an input ⟨x, n⟩ of cn+O(log n)
bits, outputs gate information for the x-th gate on the bottom layer of the circuit Cn, where x is
interpreted as an integer ranging from 1 to 2cn. For concreteness, let us assume that A outputs an
n-bit vector indicating which of the n inputs to Cn have wires into the x-th gate, and A outputs a
table Tx[0], . . . , Tx[n] of n + 1 bits that describes the symmetric function computed at the x-th gate.
(The interpretation is that when i ∈ {0, . . . , n} inputs to the x-th gate are true, the symmetric function
outputs Tx[i].)

• To handle the top SYM gate, we also have an na-time algorithm B which, given an integer in
{0, . . . , 2cn} encoded in cn + O(1) bits, outputs 0 or 1. This B computes the top SYM gate of
the circuit, given the number of its inputs which are 1. (We assume that every SYM gate on the
bottom layer has a wire to the top SYM gate.)

Using the algorithm A, in poly(na) time we can construct a circuit Dn of poly(na) size which takes a
cn + O(1) bit string x, and outputs 1 if and only if the x-th gate in the bottom SYM layer outputs 1 on the
input 0n. This can be done by simply calling A on ⟨x, n⟩ and outputting the value Tx[0], since none of the
n bits of input are set true.

Observe that computing #CIRCUIT SAT on the circuit Dn is equivalent to determining the number of
gates on the bottom SYM layer which output 1, which equals the number of ones going into the top SYM
gate. Feeding this number into the algorithm B outputs the value of the SYM ◦ SYM circuit on the input 0n.
Therefore, if we can compute #CIRCUIT SAT on Dn in less than 2n/n10 time, the time hierarchy theorem
used above will be contradicted.

We will show how to solve #CIRCUIT SAT on Dn more efficiently, applying (again) the assumption
that linear time has uniform SYM ◦ SYM circuits, and using a key idea from Theorem 1.2. Let γ ∈ (0, 1) be
a parameter to be set later. Given the circuit Dn, in 2γn+o(n) time we can construct a circuit E which takes
in a cn− γn+O(1) bit input z, and computes the integer sum∑

y∈{0,1}γn
Dn(yz).

This circuit E has t ≤ O(n) output bits encoding the sum; we form circuits Et−1, . . . , E0 for each of the
t output bits of the sum, where E0 outputs the low-order bit, Et−1 outputs the high-order bit, and so on.
By our assumption that linear-time has uniform SYM ◦ SYM circuits of size nc, for each circuit Ei, we can
construct an equivalent SYM ◦ SYM circuit Fi, of 2cγn+o(n) size with cn− γn+O(1) inputs. Furthermore,
each Fi can be constructed in 2cγn+o(n) time, by calling the relevant uniform algorithms which produce gate
information.

If we compute #CIRCUIT SAT for each Fi, we can determine #CIRCUIT SAT for the original circuit
Dn by computing

t−1∑
i=0

2i ·#CIRCUIT SAT(Fi),

analogously as in Theorem 1.2. We now turn to computing #CIRCUIT SAT for a given Fi.
Let s = 2cγn+o(n). Following a similar construction in [Wil18], at this point we can do something

stronger than solve #CIRCUIT SAT: we can evaluate each s-size Fi on all 2cn−γn possible assignments, by
using fast matrix multiplication. WLOG, let n′ := cn − γn be even, and split the set of n′ input variables
into two parts P1 and P2 of n′/2 variables each. Enumerate all 2n

′/2 possible assignments to P1 and P2,
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creating lists L1 and L2 of 2n
′/2 length each. From these lists, we form Boolean matrices M1 and M2, as

follows. Index the rows of M1 by assignments in L1, and the columns by pairs in [n]× [s], defining

M1[a, (i, j)] = 1 ⇔ partial assignment a sets exactly i inputs true going into the j-th (bottom) SYM gate.

Index the rows of M2 by [n]× [s] and the columns by assignments in L2, defining

M2[(i, j), a
′] = 1 ⇔ the j-th (bottom) SYM gate outputs 1 on partial assignment a′, assuming that

exactly i other inputs from the other partial assignment are true.

Each entry of M1 and M2 can be computed in poly(n) time. Observe that the full variable assignment
(a, a′) ∈ L1 × L2 makes the j-th SYM gate output 1, if and only if there is an i such that M1[a, (i, j)] ∧
M2[(i, j), a

′] = 1. Furthermore, such an i is always unique when it exists (a partial assignment a cannot set
exactly i and exactly i′ inputs true, where i ̸= i′). Therefore the (a, a′) entry of the matrix product M1 ·M2

equals the number of (bottom) SYM gates which are true on the assignment (a, a′). By feeding each entry
of the matrix product M1 ·M2 into the top SYM gate of Fi, we can evaluate Fi on all possible inputs, and
thereby determine #CIRCUIT SAT for Fi. This completes the description of the simulation of M , modulo
the setting of the parameter γ > 0.

Now, we wish to determine the conditions under which all of the above can be implemented in 2n/n10

time, or less. The bottleneck is the matrix multiplication step: the dimensions of the matrices are

2(cn−γn)/2 × 2cγn+o(n) and 2cγn+o(n) × 2(cn−γn)/2.

(Note that c appears in the outer dimension of the matrices due to the first application of the assumption,
and c appears in the inner dimension due to the second application.)

Our goal is to now maximize c (setting γ > 0 appropriately) such that the overall matrix multiplication
takes less than 2n/n10 time. As a warm-up, assuming N × N matrix multiplication can be achieved in
N2+o(1) time, we can set (c−γ)/2 = cγ. This has the solution γ = c/(2c+1), so the matrix multiplication
will take 22c

2n/(2c+1) + o(n) time. In that case, we need c2 < (2c+ 1)/2 in order to obtain a contradiction,
which happens precisely when c < (1 +

√
3)/2 < 1.36.

In general, suppose we have an algorithm for multiplying matrices of dimensions N ×Nα and Nα×N
that runs in Nβ+o(1) time. Setting γ > 0 so that

cγ = α · (c− γ)/2,

i.e., γ = αc/(α+2c), the running time of applying the assumed rectangular matrix multiplication algorithm
will be

2β(c−γ)n/2+o(n) = 2β(c−αc/(α+2c))n/2.

To get a contradiction for the largest possible c, we want to set α, β that maximize c subject to the constraint

β

(
c− αc

α+ 2c

)
< 2.

Solving the resulting quadratic in terms of c, the above constraint is equivalent to

c <
1 +

√
αβ + 1

β
.

Examining the table of best-known α, β values (Table 3) in [LU18], we find that the RHS of the inequality
is maximized for α = 0.8 and β = 2.222256, in which case c < 1.19998 suffices.
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5 Lower Bounds From Improving Self-Improvement

We noted in Section 3 that our self-improvement results are relativizing, if oracles are placed in both the
problem definition and in the algorithms solving the problem. Here, we will show that if self-improvement
could be relativized in a different way, then we would separate NP from NC1. (As mentioned in the in-
troduction, we do not consider this to be an approach to separating NP from NC1, but rather as a potential
limitation to pushing the techniques further.)

First, we prove that if Q-CIRCUIT SAT has subexponential-size circuits, then NP ̸= NC1.

Theorem 5.1. Suppose there is a ℓ ≥ 0 such that for all ε > 0, Q-CIRCUIT SAT on 2o(n)-size circuits has
2εn+o(n)-size non-uniform ΣℓSAT -oracle circuits. Then NP ̸= NC1.

(We define Σ0SAT to simply be the CIRCUIT EVAL decision problem.)

Proof. For a contradiction, assume Q-CIRCUIT SAT on 2o(n)-size circuits has 2εn+o(n)-size (non-uniform)
ΣcP-oracle circuits, and assume NP = NC1.

If NP = NC1, then the entire polynomial hierarchy can be simulated in NC1 by standard arguments
([AB09]), so ΣℓP = NC1 for all ℓ ≥ 1. By a standard padding/translation argument, we have ΣℓE =
TIME[2O(n)] = ATIME[O(n)], where the latter class denotes alternating linear time. However, it is well-
known that functions f ′ : {0, 1}⋆ → {0, 1} of maximum circuit complexity Θ(2n/n) reside in Σ3E ([AB09,
Juk12]). Therefore there is a constant k′ ≥ 1 and a function f ′ : {0, 1}⋆ → {0, 1} that requires Ω(2n/n)-
size circuits, but f ′ is computable in alternating time k′ · n. Furthermore, the construction of f ′ relativizes,
so there is also a function f : {0, 1}⋆ → {0, 1} in Σℓ+3E with maximum ΣℓSAT -oracle circuit complexity,
and since Σℓ+3E = ATIME[O(n)], this f is computable in alternating time kn for some constant k. Let M
be the alternating machine computing f .

We observe that standard methods for reducing computations into propositional logic ([AB09]) show
that the quantified Boolean formula problem (TQBF) is strongly complete for alternating linear time, in the
following sense: for every alternating machine M running in kn time, there is a constant c ≥ 1 (depending
only on the tape alphabet of M ) such that the computation of M on an input x of length n can be reduced
to a QBF instance ΦM,x having at most ckn quantified variables, with a circuit predicate of poly(n) size;
furthermore, the construction of ΦM,x takes only poly(n) time and its encoding has poly(n) bits. Moreover,
without loss of generality, the reduction can be designed so that the n bits of the input x always appear in n
specific locations of the encoding of the QBF ΦM,x.

Finally, we use the presumed 2εn+o(n)-size (non-uniform) ΣℓSAT -oracle circuits for Q-CIRCUIT SAT
on n-variable instances of size 2o(n). Given such a circuit Cn that will take a Q-CIRCUIT SAT instance
of size 2o(n), we feed Cn a description of ΦM,x with kcn variables, but we leave the n bits describing x
unassigned, as free variables. That is, the resulting circuit C ′

n, which is Cn having all but n bits set by the
description of ΦM,x, is a circuit with n inputs, such that C ′

n(x) outputs the truth value of ΦM,x.
By construction, C ′

n computes f . However, C ′
n has size 2εkcn+o(n). Since k, c are fixed constants, and

ε > 0 can be made arbitrarily small, this contradicts the fact that f does not have ΣℓSAT -oracle circuits of
2αn size for all α < 1. This concludes the proof.

Let us give two relevant corollaries of Theorem 5.1 for self-improvement. The first states that non-
uniform algorithms that can efficiently decide Q-CIRCUIT SAT on any large circuit sizes would separate
NP from NC1.

Theorem 5.2. Suppose there is some k > 0 such that for all ε > 0, Q-CIRCUIT SAT on 2kn-size circuits
has 2kn+εn-size non-uniform circuits. Then NP ̸= NC1.
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Proof. Given the hypothesis of the theorem, the self-improvement theorem for Q-CIRCUIT SAT (Theo-
rem 1.2) implies that Q-CIRCUIT SAT on 2o(n)-size circuits has 2εn+o(n)-size non-uniform circuits. The
consequence follows from Theorem 5.1.

The second corollary shows that “improving self-improvement” to hold for oracles in the polynomial
hierarchy (without changing the underlying inputs) would also separate NP from NC1.

Reminder of Theorem 1.4. Suppose self-improvement holds for Q-CIRCUIT SAT with Σ2P-oracle algo-
rithms, i.e., assume:

There is some k > 0 such that Q-CIRCUIT SAT on 2kn+o(n)-size circuits in 2kn+o(n) time
(with a Σ2SAT oracle) implies there is a c ≥ 0 such that for all ε > 0, Q-CIRCUIT SAT on
2o(n)-size circuits has 2εn+o(n)-size non-uniform ΣcSAT -oracle circuits.

Then NP ̸= NC1.

Proof. By Proposition 1, we already know that Q-CIRCUIT SAT on 2n+o(n)-size circuits in 2n+o(n) time
with a Σ2SAT oracle. Thus by assumption, there is a c > 0 such that for all ε > 0, Q-CIRCUIT SAT
on 2o(n)-size circuits has 2εn+o(n)-size non-uniform ΣcSAT -oracle circuits. Applying Theorem 5.1, NP ̸=
NC1 follows.

Although we do not believe the above is currently a viable approach to separating NP from NC1, we
do think the above results should give a minor pause. It is not obvious whether we should believe that
non-uniform ΣcSAT -oracle circuits exist for Q-CIRCUIT SAT. It seems highly unlikely that there are
subexponential-time algorithms for TQBF. However, once we are allowed non-uniformity and oracles in the
polynomial hierarchy, the situation becomes less clear.
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A Appendix: A Slightly Stronger Self-Improvement

Reminder of Theorem 3.1. Suppose there are β ≥ α > 0 such that CIRCUIT SAT on 2αn+o(n)-size
circuits can be solved in 2βn+εn time, for all ε > 0. Then for every ε > 0, there is a γ > 0 such that
CIRCUIT SAT on 2γn-size circuits can be solved in 2(β−α)n+εn time.

Here we merely sketch the argument, as it closely follows the proof of Theorem 1.1, but also tracks the
dependence on circuit size. Start with a CIRCUIT SAT instance C of 2γn size and n inputs, for γ to be set
later. Let Sε be an algorithm running in 2βn+εn time that takes as input a description of a 2αn+o(n)-size
circuit C ′, and determines satisfiability for C ′.

For a parameter δ ∈ (0, 1) to be determined, build a circuit D on m = (1−δ)n inputs with the following
behavior. First, given an assignment x of m bits, D plugs the bits of x into the first m inputs of C, yielding
the description of a circuit C ′ := C(x, ·) with m′ = n − m = δn inputs, and 2γn+o(n) ≤ 2γ(1−δ)m+o(m)

size. Next, D evaluates C ′ on all possible 2m
′

assignments to the m′ inputs of C ′ and takes the OR over all
2m

′
outputs. Thus, D has size 2δn+γ(1−δ)m+o(m) ≤ 2δm/(1−δ)+γ(1−δ)m+o(m), and has m inputs.
If we set δ so that α = δ/(1−δ)+γ(1−δ), the size of D will be precisely 2αm+o(m), and we can apply

the algorithm Sε. Setting γ > 0 appropriately, we can set δ ∈ (0, 1). (In particular, the above constraint is
equivalent to γ = (α(1− δ)− δ)/(1− δ)2. For every α > 0, one can find a γ > 0 such that we can satisfy
the equation with some δ ∈ (0, 1). If α ≥ 1, then .)

We feed the description of D to the assumed algorithm Sε which runs in time 2βm+εm ≤ 2β(1−δ)n+ε(1−δ)n

size, and outputs a yes/no answer. Observe that C is satisfiable if and only if S(D) outputs yes. Now we
know that satisfiability of circuits of 2γn size can be determined by an algorithm running in 2β(1−δ)n+εn

time, for every ε > 0. Denote this algorithm by F1.
We can repeat the argument again, but instead of taking an OR over all possible assignments, we call

our new SAT algorithm instead. Suppose inductively that CIRCUIT SAT on n-input 2γkn-size circuits can
be determined by circuits of 2fkn+o(n) size.

In particular, let δk ∈ (0, 1) be a parameter, and we make a circuit D on m = (1 − δk)n inputs with
the following behavior: Given an assignment x of m bits, D plugs x into the first (1 − δk)n inputs of C,
yielding a circuit C ′ with δkn inputs and 2γk+1n size. Setting γk+1 = δk · γk, we can apply the induction
hypothesis. Next, D calls the algorithm Fk to determine satisfiability of C ′, taking time 2δkfkn+o(n). Now
we have a circuit D on m = (1 − δk)n inputs of size 2δk·fkn+o(n) which is equi-satisfiable to our original
circuit C.

Setting δk such that δk ·fkn = αm, our circuit D will have m inputs and 2αm+o(m) size, so its satisfiabil-
ity can be determined in 2βm+εm time (for all ε > 0) by hypothesis. Setting δk = α/(fk +α) accomplishes
this. We can therefore determine satisfiability of C in time 2βm+εm, for all ε > 0, which also implies a
bound of 2β(1−α/(fk+α))n+εn, for all ε > 0. Let this algorithm be Fk.

Setting f0 := β, fk+1 := β(1 − α/(fk + α)), we can construct a sequence of algorithms Fk for
computing satisfiability of 2γkn-size circuits, where the kth circuit has size 2fkn+o(n). For every α > 0, we
claim that the sequence {fk} is monotone decreasing, and converges to f∞ = β − α.

We have γk := γ ·
(∏k

i=1 δi

)
. The sequence {γk} is decreasing with increasing k, but all γk are greater

than 0. We conclude that for every ε > 0, there is a γ > 0 such that CIRCUIT SAT on 2γn-size circuits can
be solved in 2(β−α)n+εn time.
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B Appendix: Extension to Randomized Algorithms

Here, we observe that the self-improvement results of this paper also hold for randomized algorithms solv-
ing CIRCUIT SAT, #CIRCUIT SAT, and Q-CIRCUIT SAT. (As usual, we need our model of randomized
algorithms to have the property that for every T (n)-time algorithm, there is an equivalent T (n)1+o(1)-size
circuit for inputs of length n that can be generated in T 1+o(1) time. These resulting “randomized circuits”
will have n standard input bits, along with O(T ) auxiliary inputs to encode the randomness.) We begin by
proving the result for CIRCUIT SAT.

Theorem B.1. If there is a randomized CIRCUIT SAT algorithm running in 2βn+o(n) time on 2αn+o(n)-size
circuits, then for all ε > 0, there is a randomized CIRCUIT SAT algorithm running in 2(β−α+ε) time on
2o(n)-size circuits.

Proof. (Sketch) We sketch the simple modifications necessary to prove the result. Suppose there is a ran-
domized algorithm S that runs in 2βn+o(n) time on 2αn+o(n)-size circuits and solves CIRCUIT SAT.

First of all, we may assume without loss of generality that our randomized algorithms never make
a mistake when they report “SAT” (that is, all CIRCUIT SAT algorithms involved have one-sided error).
Using the self-reducibility of SAT (in particular, applying the standard proof that NP ⊆ BPP implies
NP = RP [Ko82]) by making O(n) calls to the randomized CIRCUIT SAT algorithm (where n is the number
of inputs to the circuit), we can force the randomized algorithm to compute a valid satisfying assignment,
whenever one exists. If the original algorithm runs in T time, the new algorithm runs in O(nT ) time. (For
all of our results, this factor of n is negligible, as the circuit size is always much larger than the number of
inputs.) Moreover, we may assume that the error probability of S can be made below 1/n (for example), by
simply repeating S for O(log n) trials, and outputting any satisfying assignment found during the trials.

We observe that the base case of our induction in Theorem 1.1 works with no modification: taking an
OR over all assignments to some fraction of the variables is a deterministic operation that doesn’t require
any randomness. However, the new SAT algorithm F1 for small circuits that we obtain in the base case will
be randomized (with one-sided error) and we will need to handle this property in the induction step.

Suppose that inductively, we have a randomized algorithm Fk for CIRCUIT SAT which takes the de-
scription of a circuit as well as some random bit-string r of length ℓ, and outputs a satisfying assignment
when one exists with probability at least 9/10. (Furthermore, if the given circuit is unsatisfiable, then Fk

always outputs 0.) In the inductive step, when we construct a circuit D that has (1 − δ)n inputs and calls
Fk on the remaining simplified subcircuit with δn inputs, our circuit D now chooses t = O(1) uniform
independent random strings r1, . . . , rt of length ℓ, calls Fk on each of the strings ri set as its randomness,
and outputs any SAT assignment that is output by Fk over the t calls. (The circuit D can now be viewed as
a distribution of circuits.) We have the following properties.

• If the original circuit C is satisfiable, then the (randomized) circuit D constructed is unsatisfiable with
probability at most 1/10t: each of the (independent) t calls to Fk has probability at most 1/10 of
failing to output a SAT assignment, so the probability that all of them fail is at most 1/10t.

• If C is unsatisfiable, then D is unsatisfiable: all settings to the random strings of Fk and all settings
to the input variables of D will result in a zero output, since Fk has one-sided error.

When we call the randomized algorithm S on the (randomized) circuit D, the algorithm S itself has an error
probability of at most 1/n. The probability of error overall for our new algorithm Fk+1 is therefore at most
1/n+ 1/10t, which can be made below 1/10 by setting t = 2 for sufficiently large n.
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In fact, the above proof outline can be applied to self-improvement for randomized algorithms solv-
ing Q-CIRCUIT SAT and #CIRCUIT SAT as well (extending Theorem 1.2), but we need to be a little
more careful. In particular, we do not know how to enforce one-sided error in a randomized algorithm for
Q-CIRCUIT SAT, nor do we know how to do it for randomized algorithms for #CIRCUIT SAT.

However, suppose instead of making t = O(1) calls to Fk as in the proof of Theorem B.1, the circuit
D takes the majority vote of t := cn calls to algorithm Fk with t independent random settings to the
randomness of Fk, where n is the number of input variables to the original circuit C, and c ≥ 1 is a
sufficiently large constant. The factor-of-n increase in circuit size resulting from making cn calls to Fk

is still negligible, compared to the overall circuit sizes (which are mildly exponential: 2δn size for some
δ > 0).

Fix a variable assignment a to the inputs of D. By a standard Chernoff-Hoeffding style tail bound, since
each call to Fk has probability only 1/10 of error, the probability that D returns an incorrect answer on a
is the probability that our majority vote (of cn calls to Fk) outputs an incorrect answer, which is at most
1/ exp(Θ(cn)). By a union bound over all possible 2(1−δ)n assignments to the (1− δ)n inputs of the circuit
D, the probability that there is some variable assignment a to D such that D returns an incorrect output on
a is still at most 1/ exp(n), by making the constant c ≥ 1 large enough. Therefore, our reduction from the
original circuit C to the randomized circuit D has probability of error only 1/ exp(n), and the rest of the
analysis works as before.
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