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In interactive coding, Alice and Bob wish to compute some function f of their individual private
inputs x and y. They do this by engaging in an interactive protocol to jointly compute f(x,y).
The goal is to do this in an error-resilient way, such that even given some fraction of adversarial
corruptions to the protocol, both parties still learn f(z,y).

Typically, the error resilient protocols constructed by interactive coding schemes are non-
adaptive, that is, the length of the protocol as well as the speaker in each round is fixed be-
forehand. The maximal error resilience obtainable by non-adaptive schemes is now well under-
stood | , , |. In order to circumvent known barriers and achieve higher error re-
silience, the work of | | introduced to interactive coding the notion of adaptive schemes,
where the length of the protocol or the speaker order are no longer necessarily fixed.

In this paper, we study the power of adaptive termination in the context of the error resilience
of interactive coding schemes. In other words, what is the power of schemes where Alice and Bob
are allowed to disengage from the protocol early? We study this question in two contexts, both for
the task of message exchange, where the goal is to learn the other party’s input.

e The first setting is the full termination model, where Alice and Bob’s order of speaking is
fixed but they may terminate at any point. Errors are counted as a fraction of the total
number of rounds until the second party has terminated. This is a strengthening of a model
proposed by | | that counts errors relative to the last round in which a party speaks:
our model disallows the usage of silence to freely communicate information. We construct a
protocol achieving a2 0.293 error resilience in this model and show an upper bound of 0.358.
We also demonstrate that in the weaker model of | |, one can utilize silence in a key
way to communicate information to obtain a protocol resilient to ~ 0.3625 fraction of errors,
improving upon | |’s construction achieving % error resilience.

e We also consider communication over channels with feedback. In this setting, Alice and Bob
both learn at every point what has been received by both parties. This allows Alice and Bob
to use the feedback to agree on a speaking order and agreed termination point for the protocol.
In this model, we construct a protocol resilient to % fraction of errors using just a ternary
alphabet, which has a natural matching upper bound. In the case of a binary alphabet, we
extend the upper bound of % due to | | for protocols with adaptive speaking order to

protocols that have adaptive termination as well.
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1 Introduction

Interactive coding is an interactive analog of error-correcting codes | , |, that was in-
troduced in the seminal work of Schulman | , , | and has been an active area of
study since. While error-correcting codes address the problem of sending a message in a way that
is resilient to error, interactive coding addresses the problem of converting an interactive protocol
to an error resilient one.

In this work, we will be interested in the more specific task of message exchange. In message
exchange, Alice and Bob each have a private input denoted x and y respectively. The goal is for
both parties to learn the other party’s input, over the course of an interactive protocol. We will
be interested in noise resilient protocols for message exchange, namely, both Alice and Bob should
be able to learn the other party’s input despite some fraction of the symbols communicated being
(adversarially) corrupted. We remark that any interactive protocol can be simulated by message
exchange, though not necessarily efficiently.

Usually, interactive coding is studied in the context of non-adaptive schemes, which are protocols
where the order of speaking and the total length of the protocol are fixed beforehand. It is known
that the maximal possible error resilience of any non-adaptive protocol is i if the protocol is over
a large alphabet | | and % if the protocol is over the binary alphabet | , |. However,
in many applications, there’s no reason that a protocol has to be a specific length. Indeed, one
can often save time by adaptively choosing when to disengage with a protocol, after obtaining the
needed information. In this paper, we ask the following question: What is the power of adaptive
termination? In particular, can the choice of when to terminate alone increase the maximal error
resilience?

We study this question in two settings: in the full termination model, which is a formalization
where two parties speak in a fixed order but may each adaptively choose when to disengage, and
in the context of feedback, where both parties know at every point every symbol received by either
party. In the latter setting, feedback allows the parties to come to a consensus on a speaker each
round, and when to terminate, based on a shared transcript of the protocol thus far. This is in
contrast to the full termination model, where the views of the two parties may differ so that they
cannot sync their termination strategy.

1.1 The Full Termination Model

We first discuss the full termination model. We consider the case where the order of speaking is
non-adaptive, that is, in every round there is a pre-specified speaker and listener, so that we can
focus on the difficulties introduced by the ability to adaptively terminate.

We believe that a good model should satisfy the following properties:

e The adversary’s budget should be based on the number of symbols sent /received
containing information. Our overarching goal is to design a model where the adversary’s
budget is determined by the number of meaningful symbols transmitted throughout the pro-
tocol.

e No free information. Silence should not be used to communicate information, or it should
count towards the adversary’s budget.

Since the parties have a fixed order of speaking, each party only needs to make the adaptive
decision of when to terminate.



The no free information property ensures that as long as any party has not terminated, each
round should count towards the adversary’s budget. This is true even if the other party has already
terminated. In particular, (1) the rounds where the other party listens should still count towards
the budget because they are gaining information that the other party has terminated, and (2) the
rounds where the second party speaks still count towards the adversary’s budget because they have
a chance of communicating meaningful information in the sender’s eyes.

Also, as exactly one symbol is sent per round, each round can count equally towards the adver-
sary’s budget.

This results in the following model for adaptive termination, which we call the full termination
model.

Model: Alice and Bob follow a fixed order of speaking. In each round, each player may inde-
pendently make an irreversible decision to terminate. When a party terminates, he/she gives an
output and stops participating in the protocol. From that point on, assuming that the other party
has not yet terminated, a () is automatically sent in each round in which the terminated party is
the speaker. The adversary may corrupt any round, including rounds in which a () is sent.

e Correctness. We will be interested in the message exchange protocol, in which Alice’s goal
is to tell Bob her input 2 and Bob’s goal is to tell Alice his input y. A run of the protocol is
correct if Alice and Bob both output (z,y).

e Adversarial Noise Budget. The noise rate of a rendition of the protocol is the fraction of
corrupted rounds out of the total number of rounds until the second party terminates. We
will refer to this as noise rate relative to full (both parties’) termination.

Our thesis is that the full termination model is the right model for adaptive termination.

1.1.1 Comparison to The Model of | | (Speaker Termination Model)

The work of | | defines an adaptive termination model, which we call the speaker termination
model, in a similar vein to ours: the order of speaking is fixed, and the parties are allowed to
terminate at any point, at which point they must output and completely disengage from the protocol.
The difference is that the noise budget they allow the adversary is a fraction of the number of
rounds that either party speaks, as opposed to of the total number of rounds until both parties have
terminated. Under the speaker termination model, | | constructs a protocol that remains
correct even when % of the sent bits are corrupted. We remark that here we are concerned with
schemes over a large alphabet.

However, this speaker termination model does not satisfy the no free information clause as we
have stated it. In particular, we show that it is possible to abuse this early termination and resulting
silence to send information about one’s input. We improve upon this noise resilience and construct
a protocol resilient to a noise rate of ~ 0.3625 errors in their model. Our protocol crucially uses the
free “silence” symbols to communicate useful information.

Theorem 1.1. There is a protocol in the speaker termination model that is resilient to a noise rate
of % ~ 0.3625 relative to the time of the last sent message.

Our construction exploits the weakness in the adaptive termination model of | |, that
silence can communicate information but not count towards the adversary’s budget. We thus prefer



our model, in which noise is counted relative to the full termination of the protocol, where silence
cannot be used as a mechanism for free information.

1.1.2 Our Results in the Full Termination Model

Thus, we move to the full termination model. We show that the adaptivity provided by the full

termination model provides us with a benefit over non-adaptive models. Specifically, we show

that the full termination model can achieve a higher error resilience than i: in particular, there

is a scheme that achieves error resilience 2+1 7 ~ 0.2929. We remark that these results are for

communication over large alphabets.

Theorem 1.2. For any € > 0, there is a protocol in the full termination model that is resilient to
a noise rate of —— — € relative to the total number of rounds.

2+v/2
Furthermore, we establish that the condition in the full termination model is indeed stricter
than the condition in the speaker termination model of | |. Specifically, we prove that the

highest possible error resilience of any protocol in the full termination model is strictly lower than
what can be achieved in the speaker termination model, (= 0.3625). Consequently, the additional
stipulation of full termination prevents the parties from attaining error resilience on par with the
speaker termination model. This distinction is necessary to prevent the parties from exploiting
silence as free information.

Theorem 1.3. No protocol in the full termination model is resilient to a 0.358 fraction of the total
number of rounds.

1.2 Schemes with Feedback

Next, we pivot our discussion to a different setting of interactive coding, namely interactive com-
munication protocols with feedback. In a scheme with feedback, the sender of a message learns
the value of the message as received by the other party after every round of communication. One
exceptional property of such schemes is that the order of speaking need not be fixed beforehand,
yet the parties can still agree on a speaker for each round based on their shared knowledge of the
messages received by both sides.

In | ], they studied the maximal noise resilience of protocols' with feedback and a non-
fixed order of speaking, yet with fixed protocol length. They showed that for binary (and large)
alphabets, there exists a protocol in this model that is resilient to a % — € fraction of errors (as a
fraction of the total protocol length). They also showed that % is an upper bound on the maximal
noise resilience, assuming fixed length.

We observe that in the feedback setting, the parties are not only able to agree on a (non-fixed)
speaker for each round but in fact, are able to coordinate a mutual (possibly early) termination
based on the transcript. A coordinated early termination was not studied by | |.

We show that for ternary (and larger) alphabets, allowing early termination circumvents the %
upper bound on noise resilience, at least for the task of message exchange. In particular, there exists
a message exchange protocol in the feedback model with non-fixed speaking order and termination

that is resilient to a % — € fraction of corruptions. This is matched by a natural upper bound of %

!This was done in the general interactive coding setting, where the goal is to make protocols noise resilient, as
opposed to simply message exchange.



Theorem 1.4. There is a variable-length protocol for the task of message exchange in the feedback
model with a ternary alphabet that is resilient to a % — € fraction of errors.

We leave open the question of constructing or disproving a protocol resilient to % errors for
general protocols, as opposed to simply message exchange. In the binary case, however, we show
that non-fixed termination does not improve the error resilience and prove an upper bound of %

Theorem 1.5. No wvariable-length protocol in the feedback model with a binary alphabet is resilient
to a % fraction of corruptions.

1.3 Summary of Results

Below, we summarize our results along with existing state-of-the-art.

Model Alphabet Size Protocol Impossibility Bound
Full Termination Large 2+1\/§ ~0.2929 =~ 0.358

Speaker Termination Large Q_T‘/ﬁ ~0.3625 3 | |

Adaptive with Feedback Binary e | 3

Adaptive with Feedback Ternary & larger % % (folklore)

Figure 1: Variable length interactive coding schemes

1.4 Open Problems and Discussion

Our work raises many interesting open questions. To start, one immediate open question pertaining
to the full termination model is the optimal error resilience.

Open Problem 1.6. Find the largest constant ¢ so that there is a protocol in the full termination
model that is resilient to a noise rate of =~ ¢ relative to the total number of rounds.

Secondly, in our discussion of both the full termination model and the adaptive feedback model,
the protocol constructions we provide are for message exchange. We ask if our protocol constructions
can be translated to the general setting for any interactive two-party computation. The challenge
here would be to simulate any noiseless protocol in an efficient manner, resulting in a protocol whose
maximal length is proportional to the length of the original protocol.

Open Problem 1.7. Does there exist a constant ¢ > i so that there is a noise resilient protocol
for every noiseless protocol my, where |mo| = O(|r|), that is resilient to a noise rate of ~ c relative
to the total number of rounds in the full termination model?

Open Problem 1.8. Is there a variable-length protocol m for every noiseless protocol g in the
feedback model with a ternary (or larger) alphabet that is resilient to a % — € fraction of errors, with
the condition that the mazimal length of w is at most a constant times larger than my?

Finally, we revisit combining the notions of adaptive length and adaptive order of speaking. A
multitude of works, for example, | | discuss protocols with an adaptive order of speaking. We
ask what is the most appropriate model that combines both modes of adaptivity in light of our new
model of adaptive termination, and what is the optimal resilience of this model.



1.5 Related Work

Coding for Interactive Communication. Non-adaptive interactive coding (when the pro-
tocol is fixed length and fixed speaking order) was studied starting with the seminal works of

Schulman | , , | and continuing in a prolific sequence of followup works, includ-

ing [ ) k) ) ) ) ) b ) ) ) ) b
) } ]

We refer the reader to an excellent survey by Gelles | | for an extensive list of related work.

Adaptivity in Interactive Coding. The work of | | introduces the idea of adaptivity into

interactive coding, suggesting that Alice and Bob do not need to fix the order of speaking and
length of m beforehand. This could potentially allow for a larger error resilience than i and in
fact, | |, followed by | , , |, show a variety of schemes achieving resilience
greater than i. In a practical sense, there is not much reason to impose that Alice and Bob should
choose their order and length of speaking beforehand, so this is the more natural model to consider.

There are essentially two aspects of adaptivity that the model needs to deal with. These are (1)
adaptivity in the order of speaking and (2) adaptivity in the length of the protocol. Both aspects
were brought into consideration by | .

The first aspect is adaptivity in the order of speaking. Here, the speak-or-listen model has
generally been accepted, where in each round a party can choose beforehand whether they will
speak or listen in a given round. There is a special silence symbol that a party hears if the other
party did not speak. The adversary’s budget is a fraction of the total number of rounds in the
protocol. The work of | | shows the optimal error resilience of 1% in this setting. The second
type of adaptivity is in the length of the protocol. This was addressed in the speaker termination
model | |, which as we discussed has its own shortcomings.

In the feedback setting, the work of | | introduces and analyzes the optimal error resilience
of protocols with an adaptive order of speaking. Adaptivity is especially natural in this setting,
because the parties have a shared transcript and thus can agree on an order of speaking. The work
of | | discusses adaptivity in the multi-party setting. In this setting, they are able to provide
a transformation from adaptive protocols to noise-resilient adaptive protocols, rather than from
non-adaptive protocols to noise-resilient adaptive protocols.

With the exception of | |, past work has focused largely on protocols with an adaptive
order of speaking, while we focus on protocols with an adaptive order of termination.

1.6 Outline

The rest of the paper is organized as follows. In Section 2, we describe the methods used to show
each of our results at a high level. In Section 3, we formally define the full termination, speaker
termination, and adaptive feedback models. In Section 4, we present our protocol construction
and impossibility bound for the full termination model. In Section 5, we present our protocol
construction for the speaker termination model. Finally, in Section 6, we present our protocol

constructions for the adaptive feedback model, and discuss the related open questions.



2 Technical Overview

In this section, we explain the main ideas behind the results in this paper. Specifically, we outline
our protocol and impossibility bound for the full termination model (Theorem 1.2 and Theorem 1.3
respectively), the protocol for the speaker termination model (Theorem 1.1), and the protocol for
the adaptive feedback model (Theorem 1.4).

We refer the reader to Section 3 for a detailed definition of each model. In all the models in this
paper, Alice and Bob, both with inputs in {0,1}" wish to communicate their message to the other
party (so the other party can communicate some joint function f(x,y)) and may use a protocol
with a fixed order of speaking but adaptive length and large constant-sized alphabet.

2.1 Protocol in the Full Termination Model (Theorem 1.2)

In the full termination model, Alice and Bob engage in an interactive protocol with a fixed speaking
order, with the caveat that either party may decide to terminate their engagement at any point.
The adversary’s corruption is measured as a fraction of the total number of rounds until the last
party has terminated.

Our protocol achieves a resilience of 2+1 7 > 0.2928 > i, where i is the maximal fraction of

noise tolerated by a non-adaptive protocol.

At a high level, the protocol consists of two parts: in the first part, Alice sends a length N
encoding of her input z, and then in the second part Bob speaks for some number of rounds until
he decides to terminate. Both Alice and Bob may decide to terminate early before all of Bob’s
allotted rounds have passed. Following the framework of | |, Bob speaks for a number of
rounds that scales with the number of corruptions he saw in Alice’s rounds. More precisely, if Bob
saw t corruptions among Alice’s N bits, he sends an encoding of y of length v/2N — 2v/2t. The idea
is to choose the length of the protocol as to guarantee that either too many corruptions occurred,
or both parties must learn the other’s input.

The difficulty is in deciding Alice’s policy for terminating. Since she doesn’t know the length
of Bob’s encoding, she doesn’t know when to stop listening. Since the adversary is permitted to
corrupt messages into silence symbols, she cannot accurately assess the length of Bob’s message.
Instead, she only terminates when she can prove that Bob has already terminated, or there would
have been too much corruption. More formally, she computes E, the minimum amount of corruption
possible if Bob has not yet terminated, and terminates if either £ > \% or she has received /2N
symbols (the most Bob could have sent).

We refer to Section 4.1 for an in-depth analysis of the parameters. We remark that Proposi-
tion 4.2 shows that for two-round protocols (that is, every round where Alice speaks occurs before
every round where Bob speaks), our construction is optimal.

2.2 Impossibility Bound in the Full Termination Model (Theorem 1.3)

In this section, we will outline the impossibility bound that no protocol can have resilience more
than 0.358. Specifically, we need to show that the adversary always has an attack when she is
permitted 0.358 fraction of corruption.

First, recall that Alice and Bob have a fixed speaking order and that their only adaptivity is
when they terminate. We'll start by describing an attack that uses = 0.5 corruption but show that
in order for this attack to actually require ~ 0.5 (or even closer to & 0.358) corruption, the order of



speaking in the protocol must follow a very specific structure. Then, we’ll show that if the order of
speaking follows such a specific structure, there are different attacks that work with less corruption.

For the simple attack using ~ 0.5 corruption, let’s look at the case where Alice’s input is known
to be x and Bob’s input is known to be one of two options, y; or yo. The adversary can perform
the following attack: corrupt no messages from Alice to Bob, and for the messages from Bob to
Alice, alternate between sending messages as though Bob had y; or ys. In each case, this requires
corrupting half of Bob’s messages until Alice’s termination point, which we call A. The “bad case”
here is where Bob has done all (or in general to require more than § corruption, Bob has done more
than 2§ fraction) of the talking up to this point. We will try to exploit this structure to devise a
different attack for the adversary.

Let us (separately) note the following: at any point where it is possible for Bob to terminate,
the adversary has an attack corrupting § fraction of the messages, where Alice has spoken ¢ fraction
of the messages until that part. This is because regardless of the input Alice had, the adversary
could corrupt the messages to those forcing Bob to terminate at that point, giving him no way to
discern Alice’s input.

Now, let us combine these ideas. In the attack that we were discussing earlier, to be resilient to
0 corruption, at point A, Bob must have spoken at least 26 of the messages. Now, we divide the
argument into cases based on where Bob terminates in the protocol. This point can be different
based on whether he has y; or yo, so let’s define B; to be the point he terminates at given y; in
this attack, and By to be the point he terminates at given ys.

If it holds that By = By = A and the protocol is resilient to ¢ fraction of error, then Bob must
have spoken more than 20 of the time, but also by the second argument, Alice must have spoken
more than § of the time. This is a contradiction when 6 > 1/3 so no protocol can be resilient to
that much error.

It turns out that if B;, By < A, the same argument works: after By (wlog, let By > Bj),
regardless of whether Bob has y; or o, he will send silence symbols. As such, the adversary need
not corrupt his messages after Bs in either case. At By, Alice must have spoken more than § of the
time, but also the corruption required for the second attack is at most half of what Bob has spoken
until By. Then, one of the two attacks requires at most % corruption.

When B, By > A, one can use a similar argument to show that no protocol is resilient to more
than % of errors. The difficult case is the one where Bob terminates before B when he has y; and
after when he has yo. In this case, we are not able to achieve a bound of % but rather only 0.358.

At a very high level for this case, we introduce another attack for the adversary that works as
follows. Previously, we used an attack that corrupted all the messages spoken by Bob until Alice
terminated, thus disclosing no information about Bob’s input. Now, we find an attack where Bob’s
messages need only to be corrupted up to a certain point — afterwards, he will send silence symbols
regardless of his input and so the messages do not need to be corrupted. We refer the reader to
Section 4.2 for a thorough explanation of the argument in this case.

2.3 An Improved Protocol in the Speaker Termination Model (Theorem 1.1)

The speaker termination model, introduced by | |, counts corruptions as a fraction of the
rounds until both parties stop speaking (as opposed to until both parties have also stopped listen-
ing and have completely disengaged with the protocol). Our main result is a protocol that achieves
9—+/57

=2t ~ 0.3625 error resilience in this setting, beating the previous construction of | | achiev-
ing a resilience of % Our construction crucially uses silence as a means to communicate information.

7



Here we will outline a simpler protocol achieving 2—70 error resilience. This simpler 2—70 protocol will
be discussed in length in Section 5.1, while the more complicated ng\/ﬁ protocol will be discussed
in Section 5.2.

In contrast to the scheme of | |, which can be broken into two parts (Alice sends ECC(z),
then Bob sends a variable length encoding of y), our protocol is broken into three parts: Alice first
sends ECC(x) for N bits, then Bob sends a length %N encoding of y that depends on the result of
decoding Alice’s first message, and finally Alice responds with a variable length message where the
length is based on whether she believes that Bob decoded to = correctly in her first message.

More specifically, Alice first sends Bob ECC(x) of length N and of distance % Bob decodes this
to a guess Z. Then, Bob sends Alice ECCy(Z, y) where ECCs is a length %N code of relative distance
~ % Alice decodes this to ' and 7.

At this point, both parties have conveyed their input to the other party. Alice always outputs g.
Now, she can fully control the adversary’s budget for the protocol — the length is determined by how
long she speaks in the third part. We will have Alice speak for a number of rounds scaling inversely
with the number of corruptions she’s witnessed in Bob’s message, which guarantees that Alice’s
output ¢ is correct as long as the total number of corruptions is below budget. Specifically, if Alice
sees t corruptions in Bob’s message, she is permitted to send a message up to length m = %N — 2—7015.

Unfortunately, if she employs this strategy, sending Bob z in a code of length m, then the
adversary may perform the following attack to confuse Bob. The adversary corrupts Alice’s messages
in the first and third parts to be halfway between what she’d send if she has x or a second input
z’, and does not corrupt the second message at all. Then, Bob cannot tell if Alice had = or 2’
Since Alice witnesses t = 0 corruptions in Bob’s message, Alice’s message in the third part has
length m = 13—0N . This means that the total number of corruptions performed by the adversary is
$(N +m) = 2N, which is 2 < & fraction of the protocol.

Thus far, Alice has not made use of the fact that in the second round, Bob told her his guess for
# (which she recorded as x’). As explained earlier, as long as she doesn’t send more than m symbols,
Alice can fully trust that 2’ = #. If this guess is correct (that is, & = x), Alice simply terminates the
protocol immediately instead of sending m more symbols. Then, Bob interprets silence symbols to
mean that & was correct and outputs that guess if he receives many silence symbols. If the adversary
tries the same attack as before, where she corrupts half of the first NV symbols and then half of the
third round of %N symbols, this no longer works because in the case where Alice truly had z, the
protocol’s length is only %N , so the corruption budget is much smaller than before. Essentially,
the silence symbols serve as evidence of the statement “Z was correct” without the parties paying
budget for these messages.

2.4 The Adaptive Feedback Model (Theorem 1.4)

Alice and Bob have inputs z,y € {0,1}". In the model with feedback, when a party sends a
message, they immediately learn what the other party actually received. This means that Alice and
Bob have a shared view of the transcript thus far, and can make shared decisions about who speaks
each round and when to terminate. Our model captures both these properties.

In this model, we construct a protocol for message exchange using a ternary alphabet that
achieves % error resilience. This is optimal: one can imagine an adversary who corrupts half of the
bits Alice’s sends, corrupting her bits exactly half the time to look like she had a different input, so
that Bob cannot determine which of the two inputs she has.



At a high level, our protocol consists of Alice first sending her input x to Bob over a variable
number of rounds, then Bob sending his input to Alice over a variable number of rounds. In order for
a party (say Alice) to send her input to Bob, she send symbols 0, 1, or <— one at a time to build this
guess from scratch. Bob tracks a guess & for Alice’s input, and at every step, Alice communicates
either 0 or 1 to indicate that is the next bit of her input, or + to indicate that his current guess & is
an incorrect prefix for her input and he should rewind by 1. We remark that this “rewind-if-error”
procedure for building a guess has shown up before, e.g. | , ].

The number of rounds Alice spends to communicate her input is variable. Specifically, she stops
communicating when % reaches a certain length rather than after a specific number of rounds. At
this point, Alice and Bob will switch and now it becomes Bob’s turn to communicate y to Alice via
the same method.

One can show that in this protocol, the first € fraction of the bits of & and § must be correct
when the adversary is allocated % — ¢ budget for corruption. To ensure that the entirety of x is
conveyed correctly, Alice will instead aim to communicate x concatenated with = % of 0’s instead
of just x, so if the first € of Bob’s guess for that is correct, he’ll know all of z.

We also prove an upper bound of % on the maximal possible error resilience over the binary
alphabet. This argument follows similar techniques to the upper bound on the error resilience of
non-adaptive feedback protocols | |. The main idea is to consider three possible inputs for
both Alice and Bob, and have the adversary corrupt each bit to the “majority” bit.

3 Model Definitions

We define the interactive communication models used in this paper. We note that all models, both
for lower and upper bounds in this paper are deterministic.

Definition 3.1 (Speaker Termination Model). A two-party interactive coding scheme in the speaker
termination model w for a function f(z,y) : {0,1}" x {0,1}"™ — {0,1}° is an interactive protocol
defined as follows. In each transmission, a single party fized beforehand sends a single symbol in
some alphabet X to the other party. At any round, a party can opt to terminate and output a guess
€ {0,1}°, at which point they can neither speak or listen for the remainder of the protocol.

We say that w is resilient to « fraction of adversarial errors if the following holds. For all
x,y € {0,1}", and for all adversarial attacks where the last party to speak does so at round R, if the
number of errors is at most aR, then Alice and Bob both output f(x,y) at the end of the protocol.

Definition 3.2 (Full Termination Model). A two-party interactive coding scheme in the full ter-
mination model m for a function f(z,y) : {0,1}"™ x {0,1}" — {0,1}° is an interactive protocol
defined as follows. In each transmission, a single party fized beforehand sends a single symbol in
some alphabet X to the other party. At any round, a party can opt to terminate and output a guess
€ {0,1}°, at which point they can neither speak or listen for the remainder of the protocol.

We say that w is resilient to « fraction of adversarial errors if the following holds. For all
x,y € {0,1}", and for all adversarial attacks where the last party to terminate does so at round
R, if the number of errors is at most aR, then Alice and Bob both output f(x,y) at the end of the
protocol.

In general, when we discuss the error resilience of schemes in these two models, we view |X| as
large but constant; i.e. O(1) when we are trying to achieve an error resilience of a — e.



Definition 3.3 (Adaptive Feedback Model). A two-party interactive coding scheme in the full
termination model © for a function f(z,y) : {0,1}" x {0,1}"™ — {0,1}° is an interactive protocol
defined as follows. In each transmission, a single party sends a single symbol in some alphabet
to the other party. The party sending the symbol learns what the other party received, allowing the
parties to construct a shared transcript T of received bits. In every round, the party who speaks is a
function of T (so the parties both agree on the speaker), and whether the parties terminate (which
they may do at any time) is a function of T

We say that w is resilient to o fraction of adversarial errors if the following holds. For all
x,y € {0,1}", and for all adversarial attacks where the parties terminate in round R, if the number
of errors is at most aR, then Alice and Bob both output f(x,y) at the end of the protocol.

4 Error Resilience in the Full Termination Model

4.1 1/(2+v/2) Construction

In this section, we present a protocol resilient to 2+1

5 €ITors in the full termination model. This

scheme illustrates that even in the full termination model, the parties can bypass the lower bound
of i resilience of non-adaptive schemes.

Protocol 2 : Scheme with Resilience 2+1 7 in the Full Termination Model

0. Alice and Bob decide on two codes. ECCy : {0,1}"4 — BV with |2| = O.(1) and a relative
distance of 1 — Je, and similarly ECC sy : {0,1}"7 — nVIN,

1. Alice encodes = with ECCp of length IV and sends the encoding & to Bob.

2. Bob receives word 4 and computes ¢ = A(#, ECCy(DEC(#)). If t > 15 - N, he terminates.
Otherwise, let L = 2N — 21/2t Bob sends Alice the first L letters of ECC 5y ().

3. After Bob finishes sending ECCy (y), he outputs (DEC(%),y) and terminates.

4. Define T'(x,n) to be the first n bits of z if z is longer than n, and if shorter, let it be 2 padded
with 0’s at the end, so the length is n.

When Alice has so far received R bits, call her received string yr. Let
Er = A(yr, T(ECC, 5 (DEC(T(yr, V2N))), R)).

Alice keeps listening until Erp > % or she has received v2N bits. She outputs
DEC(T(yr, V2N)).

Theorem 4.1. Protocol 2 is resilient to a (2+1ﬁ — 46) -fraction of noise relative to full termination.

Proof. In this protocol, Alice sends a single (many round) message, Bob sends a single message and
terminates, and at some point during or after Bob’s message, Alice terminates.

Let us first assume that Bob calculates ¢ > 156 - N and immediately terminates. Then, the
adversary corrupted at least ¢ bits of Alice’s message. By default, Alice terminates immediately
after round N ++v/2N —2v/2t+ @N rounds, and the adversary can only increase this number by one
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per corruption introduced after Alice’s first message. Accordingly, we let the number of corruptions
after Alice’s first message be §. Then, the total fraction of corruption by the adversary is at least
l—¢
t+06 S 7N
N+ V2N =22t + 2N +8 N+ V2N —(1—¢)- V2N + N
(I—e)

~ 2N + V2N + V2N
LN

— €.
T 2442

Next, let us assume Bob decoded Alice’s message incorrectly. Then, the adversary corrupted
(1—¢)- N —t symbols. Bob terminates after round N ++/2N —21/2t. As before, Alice terminates at

the latest after N + V2N — 24/2t + QN + d rounds, where the adversary introduces § corruptions
after Alice’s first message. Then, the total fraction of corruption by the adversary is at least

(1—€¢-N—-t+0 < (1—¢)-N—t >(1—e)
N+V2N —2V2t+ 2N +6 N+ V2N —2V2t+ 2N 2+V2

where the last inequality uses that ¢ < % -N.

Finally, let us assume Bob correctly decodes Alice’s message. If Alice terminates before Bob,
the adversary must’ve corrupted at least @N symbols so Alice detects this much "noise" and
terminates. The procedure is never longer than N + /2N so this already suffices.

If Alice terminates after Bob, we assume she learns the wrong value of y. The adversary’s
corruptions were as follows: a information symbols were turned into incorrect symbols, b into
termination symbols. Also, ¢ termination symbols were turned into information symbols, correct
or not. Since Alice decoded incorrectly, by default she would terminate by round N + QN + €eN.
For every type a or ¢ corruption, the adversary can increase this termination point by 1. Most
type b corruptions do not increase Alice’s termination point, except the ones that overlap with her
perceived decoding at the step she terminates, of which there are at most 2e N. Total corruption is
therefore at least

t+a+b+c

N+2N+a+ct3eN

Also, for Alice to have decoded wrong, we must have a + ¢ + 2eN > (V2N — 2v/2t — a — b) where
the right-hand side represents the contributors to the wrong decoding and the left-hand side to the
correct decoding. This implies that

1 1 b 1
I S
V2 2v2 22

Then, the quantity of corruption is at least

1
tng— c—eN.

(3N +(1—J5)a+ (-5 b+c)
N+§N+a+c+3eN

In order to show this expression is larger than —= — 4e, t suffices to notice that each of the

2+v2
following terms individually is larger than that.

11



(A —eN (1- %)a (1-55)c 1
N+¥N+43N ¢ ¢ T 242

O

The following proposition shows that this noise resilience is optimal for protocols where

1
2+v/2
Alice speaks first contiguously, and then Bob speaks.

Proposition 4.2. No adaptive termination protocol, with the structure that every round where Alice
speaks occurs before every round where Bob speaks, is resilient to a rl\ﬁ—fmction of noise relative

to full termination with probability greater than %

Proof. Let N be the number of rounds where Alice is the speaker, so she speaks for the first NV
rounds and Bob speaks thereafter. Note that the earliest termination point for either Alice or Bob
must be after round N, since otherwise Bob has no spoken and Alice cannot know Bob’s input.
For each possible value x of Alice’s input, let £(x) be the least number of rounds that Bob speaks
after which Alice can terminate (over all possible messages Alice receives). For two inputs zg, z1,
let ¢y = €(xg) and ¢; = ¢(x1), and suppose that ¢y < ¢;. Also, let L(y) be the number of rounds
that Bob speaks if Alice’s first N messages all correspond to if she has input x = 0. Let L; = L(y;)
for i € {0,1,2}, and suppose WLOG that Lo < L; < Lo.
We consider three attacks:

e First, consider when the adversary corrupts half of Alice’s N messages so that Bob receives
messages that Alice would have sent with input xg or x1, each with frequency N/2. Since
Alice terminates at the earliest at round N + £, the corruption rate of this attack when

< I\JT\ZZ)’ and when z = z7 it is < ]\],V ﬁl. This attack requires
N/2 N/2\ _ NJ2 .
< max( {7 Noz) = Nogg corruptions.

e Now, consider when Alice has input zg, and Bob has either y; or yo. The adversary corrupts
none of Alice’s messages so that Bob sends Ly or Lo messages respectively, and she corrupts
the first ¢y of Bob’s messages so that Alice terminates after N + ¢y rounds. Notice that Alice

cannot tell which input Bob has. This attack requires < L corruptions, which is at most

Lo
N+Lq:

e Finally, consider where Alice has zg and Bob has either gy or y1, and the adversary corrupts
Bob’s messages so that Alice receives messages as if Bob had yg or y; alternatingly until Alice

terminates. If Alice terminates after 6 < L rounds of Bob speaking, this attacks requires
< maX( 5/2 5/2 ) _ 92 o Lo/2 - Ly/2

corruptions. If Alice terminates after § €

6/2 5/2 \ _ 8/2 _ L2

N+6°' N+L1 )] = N+6 — N+L;

corruptlons Fmall/y if Alice terminates after 6 > L1 rounds of Bob speaking, the attack
/2

requires Nl 5 < Ny, corruptions. Thus, this attack will always require < Li/2 corruptions.

N+L1q

N+Lg’ N+1Lq - N+Lyg — N+Lyg — N+ILq

(Lo, L1) rounds of Bob speaking, then the attack requires max (

Combining all three attacks, we see that if the adversary is permitted

i N/2 by Li/2
o N+4y N+ L' N+ L
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corruptions, she has a way to attack the protocol and ensure that at least one party outputs

. . .1 1 . 1
incorrectly with probability at least 5. We claim that r < YY1

Suppose otherwise, so that A],Vﬁo, N_‘le, ]\l/j'li‘/fl > 2+1\/§ =: A\. From ]\J,VT/?O > )\, we get that
1/2)\_)‘ - N > {3. Combining this with Nﬁh > A, we get that 1/2;\# - N > L. Finally, this means
that

A 1/2—A—\2 2
Ly/2 - == - N/2 C12=-X-A _
N+ Ly N—|—1/2;\+)‘2-N_ -2 7

which is a contradiction. Therefore, if the adversary is permitted 2+1 7 corruptions, at least one of

Alice and Bob will output the wrong value with probability at least % O

4.2 Upper Bound on Resilience of Full Termination Protocols

In this section, we show an upper bound of 0.358 of error resilience of protocols in the full termination
model. We begin with a simpler upper bound of 0.4 since this still improves upon the bound of 0.5
while being simpler to understand.

We start by showing a lemma that will be used in the proof of both upper bounds.

Lemma 4.3. For a protocol to be resilient to a noise rate of §, at any point where a party P can
terminate, party P must have spoken at most 1 — § of the time before that point.

Proof. Let us say some party P given some input x can terminate at a point N. The adversary can
send P the bits needed to terminate at that point in the protocol while only corrupting the bits the
other party speaks, i.e. only 1 — (1 —§) = ¢ of the bits regardless of the other party’s input. Then,
P cannot distinguish between any of the inputs the other party may have had. O

Claim 4.4. No adaptive termination protocol is resilient to a %—fmctwn of noise in the full termi-
nation model with probability greater than %

Proof. Let Alice have input x, and Bob have input y;, y2 or y3. Have the adversary never lie to
Bob, and send Alice alternating bits from Bob, as though he had ¥, y2 or y3 (so in each case, the
adversary would have to corrupt % of the bits). Let Alice’s termination point receiving these bits
be T'. If Bob has yi1, he terminates at 57, if xo, then S5, and if x3 then S3. Two of these are on
the same side of T'; without loss of generality let us suppose these are the options where Bob has
x1 and Bob has xo. We show that the proposed attack does not allow Alice to distinguish between
Bob having x; and zs.

If both Sy and S; are below T: At point S = max(Sp,S1), Bob has spoken at most 0.6 of the
time by Lemma 4.3. Therefore, at most %0.65 = 0.45 bits are corrupted up to this point with the
adversary’s attack. No bits need to be corrupted after this point. Because T" > S, Alice hasn’t
terminated at this point, so the total rate is at most 0.45/S = 0.4.

If both Sy and S; are above T": At point S = min(Sp, S1), Bob has spoken at most 0.6 of the
time by the lemma. The adversary’s attack only corrupts Bob’s bits, and therefore only corrupts
at most %0.65 = 0.4S bits. The adversary never needs to corrupt between Sy and S; since Alice is
guaranteed not listening anymore, so the adversary corrupts at most 0.45 bits total. The length of
the protocol is at least S in either case, so the adversary stayed within budget. O
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Theorem 4.5. No adaptive termination protocol is resilient to a 0.358 fraction of noise in the full
termination model.

Lemma 4.6. Let Alice have any possible input x and Bob have any two possible inputs y1,y2. Given
any é <0< %, in any adaptive termination protocol resilient to & fraction of errors, it must be
possible for Alice to terminate at a point A where Bob has spoken at least 26 fraction of the time
and for Bob to terminate before A if he has one of y1 or ys and after A if he has the other.

Proof. Let Alice have input = and Bob have two possible inputs y1, yo. The adversary corrupts none
of Alice’s messages and alternates Bob’s messages as though he has y; and ys, corrupting half the
symbols in each case (sending odd-numbered messages as though he has y; and even-numbered as
though he has y2). At the point where Alice terminates, Bob must have spoken at least 26 fraction
of the time otherwise this process resulted in only § corruption regardless of which input Bob had.

If in both cases y; and ys, Bob terminates before Alice, by Lemma 4.3 the later of the two points,
which we call B, falls at a location where Bob has spoken at most 1 — ¢ of the time. Then, between
B and A, the adversary does not actually need to make any corruptions to alternate Bob’s messages
to alternate as though he has y; and ys, since either way he is sending only the termination symbol.
Then, the adversary corrupts at most % - (1 —=¢) < 0 fraction of the protocol in either case.

If in both cases y; and ¥y, Bob terminates after Alice, we can use a similar argument. By
Lemma 4.3 the earlier of the two points, which we call B, falls at a location where Bob has spoken
at most 1 —  of the time. Then, to alternate Bob’s messages up to the point B, the adversary
corrupts at most % - (1 —=9) < 0 fraction of the protocol in either case.

Therefore, in one case Bob must terminate before Alice and in the other case Bob must terminate
after Alice. O

Proof of Theorem J.5. Let Alice and Bob have either inputs (z1,{y1,v2}), (z2,{ys3,v4}),
(x3,{ys,v6}), {xa,25},y7), {we,27},us8), ({xs,29},y9). In the first three cases, let Aj, As, A3
be Alice’s termination points from Lemma 4.6, and in the last three cases let Bob’s termination
points from Lemma 4.6 be By, By, Bs. One of these values is smaller than two values from the other
set; i.e. without loss of generality, A; < By < Bs.

At Ay, Alice with input z; has spoken at most 1 — 2§ fraction of the time, and by Lemma 4.6
there is a point B’ < A; where Bob can terminate given a specific one of y; or y, where Alice has
spoken at least § fraction of the time.

Also, Bob with y7 has spoken at most 1 — 2§ by point Bj, so By > 13—526141.

Finally, let A’ > B; be the point at which Alice can terminate given one of x4 or x5 that falls
after By by Lemma 4.6. At A’, it holds that Alice has spoken at most 1 — § fraction of the time.
Then, it holds that A’ > %Bl. Similarly, define A” > By, and since B; < Bs, the same argument
asserts that A” > 12;5631.

Getting Bob with input y; or y2 to terminate at B’ requires at most (1 — 2§)A; corruption, and
getting Alice to terminate at A’ or A” (depending on what input she has x4 or x5 versus zg or x7)
requires (1 — 20) By corruption. The protocol length is at least min(A’, A”) > %Bl. In total, the
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fraction of corruption is at most

(1—26)A; + (1-26)B,

5B
(1-26)- 528, + (1 - 28) By
(1-20)- 152 + (1 -20)
- 20
1-9
1 — 36 + 262

442

The amount of corruption that Eve must use (assuming § > % so the assumptions for Lemma 4.6

held) is
_ 2
min (5, 1:155;_25> < 0.358

5 Error Resilience in the Speaker Termination Model

5.1 7/20 Construction

In this section, we present two protocols that achieve resilience higher than the % construction shown
by | | in the Speaker Termination Model. The second protocol construction achieves a higher
resilience than the first, but we present the first as well for its simplicity.

Protocol 3 : Scheme with resilience 7/20 — ¢ in the Speaker Termination Model

Let L = IN and M = L N. Alice and Bob decide on a code ECCp : {0,1}"47"5 — B with relative
distance 1 — ¢, with decoding algorithm DECp. Let ECC* : {0,1}"4 — ©N*+M be an error-correcting
code with distance 1 — e with the property that restricting its output to the first J characters is
also an error-correcting code with distance 1 —e. Let ECC4 : {0,1}"4 — XV be the restriction of
ECC"’s output to the first NV characters, and let DEC 4 be the corresponding decoding algorithm. For
K € [M], let ECCk : {0,1}"4 be the restriction of its output to the slice consisting of all indices
between N +1 and N + K, i.e. ECCx = ECC*[N +1, N + K].

On Alice input z and Bob input y, the parties do the following;:
1. Alice sends Bob ECC4(z).

2. Bob receives word my4 € XV and decodes & = DEC4(ma). He also computes t =
A(ma,ECC4(%1)). He sends Alice ECCp(21,y).

3. Alice receives word mp € %L and decodes (z/,9) = DECp(mp). She also computes s =
A(mp,ECCp(a/,9)). If 2’ = z or s > 2N, she terminates immediately. Otherwise, she sets
K=232N-205=M — 2s and sends ECCx (). She then terminates and outputs §.

4. Bob listens for M rounds and obtains word m’y € ({L}UX)M. He computes d, = |supp(m’y)| =
#{i € [M] : my, #L}. Ifép < %N — t, he outputs ;. Otherwise, he computes &5 =
arg mingz, A(mallm’y, ECC*(£)) and outputs &».
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Explanation. In summary, there are four steps in this protocol.
1. Alice sends Bob an encoding of z of a fixed length N.

2. Bob decodes Alice’s message to 1 and sends Alice an encoding of y and & of a fixed length
7
£N.
3

3. Alice stops immediately if it appears that Bob has already learned = or she can prove there
was a lot of corruption. If not, she sends an encoding of x again, with a variable length capped
at %N . (She outputs the guess for y closest to Bob’s message.)

4. Bob always listens for M rounds since listening is costless. If he witnesses a lot of termination
symbols (meaning Alice’s message was short or nonexistent), he outputs his original guess 1.
Otherwise, he combines the encoding he received in Step 2 with the new one, and outputs the
decoding of this combined message.

We argue that in Step 4, Bob is making use of the termination symbols for free information.
Alice sends him a new message (rather than termination symbols) only if she believed he previously
decoded incorrectly. As such, termination symbols from her end emphatically say “your previous
decoding was correct; stick with it.” They aren’t just telling Bob to terminate, they are actively
telling him that his previous decoding &; was correct, and as such, are acting as evidence towards
Z1. Indeed, Bob makes explicit use of this when he outputs his original guess 1 upon hearing a lot
of termination symbols. These termination symbols are essentially Alice sending the message: “Z
was correct,” without paying any corruption budget to do so.

In the full termination model, Alice and Bob must pay corruption budget to the adversary for
Bob to hear these messages.

Theorem 5.1. Protocol 3 is resilienct to a 7/20 — € fraction of errors relative to the total number
of messages sent.

Proof. We split the possible attacks that the adversary can make in three categories and show that
in each, the adversary must corrupt at least % — € of the messages sent.

First, suppose the adversary corrupts messages so that Alice outputs incorrectly. This
means that the adversary corrupted > (1=9 . I of Bob’s messages to Alice. Recall that s =
A(mp,ECCp(2,9)), where (2',9) # (&,y). If s > 1< Ll(in fact, if s 72 2N), then Alice immedi-
. . . =< —€)- =N .
ately terminates, so the total corruption rate is at least 2 Hf = a %E)Af = % — 2—706. Otherwise,
s < - L, and the adversary must’ve corrupted at least (1 — €) - L — s messages. Alice then
speaks < 1—30]\7 — 2—703 more times, so that the total number of messages sent in the protocol is

<N+L+ %N — ?s. Then, the adversary must’ve corrupted a fraction of

l—¢

. (-9 L-s _f1-9 N-s fl-¢g N—gN 7 7
- 10 20 20 20 20 20 7
N+L+9N-2s 2N -20s FN-—7-N 20 10

messages, using the fact that s < % L < %N .

Now, suppose that the adversary corrupts messages so that Bob outputs incorrectly. We also
assume that the adversary corrupts fewer than %N of Bob’s messages to Alice: First, we consider
the case that the adversary corrupts k > 156 - L of Bob’s messages. If s > 156 - L, then there
must’ve been at least s corruptions, and Alice terminates immediately, giving an error rate of
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l—e¢,
> N+f > 270 2706 Otherwise scl(l—¢€-L -k L), withs>(1—¢)-L—Fk, and Alice
1

2
additionally speaks < 2N — 205 < 10y — 20(1 —¢) . %N D = Df — 19=20¢ . N more rounds,
for a total of N + L + gok 15 206 -N = %N + %k extra rounds. Then, the adversary must’ve
corrupted a fraction of

1—¢ 7
= 20 . kQOe Z 3 1—62 : 20e nT 6(110+1§e) a z l(l —2¢) = s - 15
Dy ey = D Loep 4 Bey LN 20 20 10

messages. Otherwise, in the case k € [%N , %L) of Bob’s messages are corrupted, Alice terminates
immediately and has learned Bob’s input correctly. Bob will also learn Alice’s correct input unless
IEEN of Alice’s messages are corrupted, including messages in the last chunk where Alice

does not actually speak. This gives a rate of

at least

k+ 15N 2N+ LN 73
>
- N+L — YN 20 20

Now, assuming that fewer than %N of Bob’s messages are corrupted, there are three cases where
Bob outputs incorrectly. The first is that £; = = but Bob outputs (#2,y). In this case, since we
assumed that fewer than %N < 156 - L of Bob’s messages are corrupted, then Alice terminates
immediately after Bob finishes speaking since she learns 2’ = 21 = z, so that the total number of
messages sent is N + L = 1ON But, in order for Bob to output %3 # %1, he must’ve heard at least
7N —t non-_| characters in Alice’ s last set of messages, for a total of ¢ + 7N —t= 7N corruptions.
ThlS gives a corruption rate of > 20

The second case is that &1 # x but Bob outputs Z;. This can only happen if Bob hears less
than 7N — ¢ non- 1 messages in Alice’s second chunk Suppose that the adversary corrupts s < %N
of Bob s messages, so that Alice speaks 10N s additional rounds Since Bob hears less than
7N —t non-_L messages, the adversary must ve corrupted > 10N - 73 — (EN —t) = 13N s +t
of Alice’s second chunk of messages. Combining with the > (1 —€)- N —t corruptions the adversary
must’ve made in the first chunk of Alice’s messages, and the s corruptions to Bob’s messages, this
is a total corruption count of > (1 —€)N —t) + s+ (BN - Bs+t) = (2 —¢). N — 5, giving a
corruption rate of

(9 —¢). N — 135 (%_6).N_L733>(%_6).N—f IN 81 21 T
= ————€> —.
N+L+9y_20,"  2y_Wy = Ay_W.2y T 200 100~ 20

The third case is that Z; # x and Bob outputs &3 # x, ;. Recall that t = A(ma, ECC4(Z1)).
Ift < %N, then the adversary must’ve corrupted > (1 —¢€) - N — ¢ messages in common between m 4
and ECC4(&1) as well as at least (3t — eN) + 155 - (2N — Zs) of Alice’s remaining messages (both
later messages and ones that are not consistent with #; in the first chunk). Then, the adversary
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made at least

sH((1—e) N=t)+ (3t —eN)+ 155 (ON - Dy) (3 -Ug.N-L.t-(3-1¢.
2

7 _ 3 i
10 20 - 0 20
G HO N LN
- 20 20
?N_78
(=4 N-(-%0-s
- 20 20
s N —7s
7 11
> — — —€
— 20 20

fraction of corruptions.

Alternatively, if ¢ > 2N, then in particular t = A(ma, ECCa(21)) < A(ma, ECCh(z)) =: ¢/, s0
there must’ve been at least ¢’ > t corruptions to Alice’s first N messages. Furthermore, at least
ht,t) = 15¢ (2N — ) — t/T*t of Alice’s later messages must have been corrupted, otherwise
more than (2N — 2s) — h(t,t') + (N — t) of Alice’s total messages are consistent with x, which
is more than the < e (2N — 22s) + h(t, ') + (N — t) messages that are consistent with 5. This
gives a total corruption rate of

Chst i3 (NP0 -5 i+ (G-f0 N-(F-79-s
N+L+3N-2s LN - Ds
(-39 N (3~ ¥q s
. 20 7 _ 20
3N TTS
71
20 4

5.2 %ﬁ Construction

Protocol 4 : Scheme with resilience 9’}1/? — ¢ in the Speaker Termination Model

Let L = 3+%;/EN and M = ”TmN. Alice and Bob decide on a code ECCp : {0,1}"atns — »nL
with relative distance 1 — ¢, with decoding algorithm DECp. Let ECC* : {0,1}"4 — SN*TM he an
error-correcting code with distance 1 — e with the property that restricting its output to the first J
characters is also an error-correcting code with distance 1 —e. Let ECCy4 : {0,1}"4 — XV be the
restriction of ECC*’s output to the first N characters, and let DEC4 be the corresponding decoding
algorithm. For K € [M], let ECCk : {0,1}™4 be the restriction of its output to the slice consisting of
all indices between N + 1 and N + K, i.e. ECCx = ECC*[N + 1, N + K].

On Alice input z and Bob input y, the parties do the following;:
1. Alice sends Bob ECC4(z).

2. Bob receives word ms € ¥V and decodes #; = DEC4(my). He also computes ¢t =

A(ma,ECCxo(21)). If ¢t > ‘9_47‘/5]\[, he terminates and outputs arbitrarily. Otherwise, he
sends Alice ECCp(&1,v).
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3. Alice receives word mp € LF and decodes (z',9) = DECg(mp). She also computes s =
A(mp,ECCp(z/,9)). If 2’ =z or s > @N, she terminates immediately. Otherwise, she
sets K (s) = ”TNN — %T\/ﬁs =M - ﬁs and sends ECCg (7). She then terminates and
outputs (z,9).

4. Bob listens for M rounds and obtains word m/, € ({L}UX)M. He computes 4 = [supp(m/y)| =
#{i € [M] : mly, #1}. If 64 < HT‘/EN — t, he outputs ;. Otherwise, he computes
&y = argming,z, A(ma||m’y, ECC*(2)) and outputs Zs.

9—57 _

7\ € = 0.3625 — € fraction of errors relative to the

Theorem 5.2. Protocol / is resilient to a
total number of messages sent.

Proof. We proceed by cases on the adversary’s succeeding attack.
First, consider any attack in which ¢ > 9_7‘/§N Bob immediately terminates and does not

speak. If at most L — ‘/i_lN 7+\ﬁ of Bob’s messages are corrupted to be non-1 characters,
then Alice also terminates after Bob s L rounds, so the total number of rounds in which someone
speaks is N. This gives an error rate of at least t = &= \ﬁ Otherwise, at least 7+‘ﬁ]\f of Bob’s
messages are corrupted, and Alice speaks at most M more rounds, so that the total number of
rounds in which a party speaks is N + M. This gives a corruption rate of at least

t—l—7+§/ﬁN 9*ﬁN+7+g/ﬁN 9— /57
> ~047> ———.
N+ M 11+4\/§N
Now, for the rest of this analysis, we assume that t < Q_T‘/WN .

Consider if the adversary corrupts messages so that Alice outputs incorrectly. This means that

at least % of Bob’s messages to Alice are corrupted. In this case, if Alice sees s errors, then there

were at least (1 —€)- L — s corruptions and Alice speaks at most M — gif/ﬁs more messages. Then,

the total corruption rate is at least

(1—€)-L—s (1—6)-L—s>9—\/ﬁ 9 — /57
- > _
N+L+M~—-=s s (L —s) 4 2

€

when s < é; if s > é then Alice terminates immediately (since s > é > ‘/ile ), and there

must’ve been at least s corruptions, for a rate of > N+L > ]\%_QL > 9= ‘ﬁ

Now, we consider if the adversary corrupts messages so that Bob outputs incorrectly. We may

assume that the adversary corrupts fewer than \ﬁle of Bob’s messages to Alice: otherwise, if
the adversary corrupts k > 15 =5<L of Bob’s messages to Alice, then if s > 6L Alice terminates
immediately after Bob’s L rounds and there must’ve been > s corruptions to Bob’s messages, for

= 9= *ﬁ 9= ‘ﬁe In the other case that s < 15¢L, it holds that

a total corruption rate of

N+L
4 7+W
s > (1 — €)L — k, meaning that Ahce speaks at most M — —— f s < 9_\/§k (1 —2¢)N
additional rounds. This gives a corruption rate of
= 4 - 7+/57 - k?ﬂf 2 9_4 57'
NA+M+ k- (1 -2 )N~ Ak +
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Next, if the adversary corrupts k& € [@N, 1EEL) of Bob’s messages to Alice, then s = k and
Alice terminates immediately at the end of Bob’s L rounds and has learned Bob’s input correctly.
Bob will also learn Alice’s correct input unless at least %N of Alice’s messages to him (including
the later rounds where Alice did not actually speak) are corrupted. In order for this to happen, the

adversary must’ve corrupted at least a

k+%N:(3+gﬁ—§)-N:9—\/5>7_ 2
N+ L THVST 4 7+ /57

fraction of total messages sent.

Thus, we assume that the adversary corrupted fewer than @N of Bob’s messages to Alice.
There are three ways that Bob may output incorrectly. The first is that &1 = x but Bob outputs
ZTo # &1. The fact that 1 = x and the adversary corrupted < % < %L means that Alice sees
x' = x, so she terminates immediately. This gives a total of N + L rounds where a party speaks. In

order for Bob to output Zs # 1, at least %N of Alice’s last chunk of messages must be non- 1

characters. This means that the adversary corrupted at least ?""T‘/‘EWN messages, for a corruption
rate of
HLIN 90— VET
- N+L 4
The second case is that &1 # x but Bob outputs Z1. This can only happen if Bob hears less

than %ﬂN — ¢ non-_L characters in Alice’s last chunk. Suppose that the adversary corrupts

5 < @N of Bob’s messages to Alice, so that Alice speaks 7+ﬁN — 9:\1/55 additional rounds.

Since Bob hears less than @N non-_| messages, the adversary must’ve corrupted > 7‘*'4@]\7 —

9_%/5*73 - (3+g/57N —t) = 11+8\/§N — g_il/ﬁs +t messages in Alice’s second chunk. Combining with

the > (1 — €)N — t corruptions the adversary must’ve made to Alice’s first chunk of messages, and
19+V57 _ .\ _ 3+V57
8 €) 6

the s corruptions to Bob’s messages, this is a total corruption count of > (
giving a corruption rate of

(19+8\/ﬁ—e)~N— 3+%/§S B (19+8\/ﬁ_6)_N_ 3+V/57 ¢

6
>
7+/57 4 7+/57 9+/57
N+ L+ 7} N—g_ﬁs 5 N — g
(19+8\/ﬁ — )N — 3+%/§ . \/i—lN
T++/57 9+/57  /57-1
+2 N - +6 T8 N
5V H7 — 37
= 00
9 — /57
> —.

4

The final case is that &1 # = but Bob outputs &2 # Z1,x. In this case, the adversary must’ve
corrupted (1 — €)N — ¢ messages in common between m4 and ECCa(21), as well as at least (3t —

eN) + L3¢ (M — 9_‘\1/58) of Alice’s other messages (in both the first and second chunks). This
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means that the adversary must’ve corrupted at least

s+ ((1—e)N—t)+ (3t —eN)+ 35 (M — —2—5)

9-V57
N+L+M-==s
(15+8\/ﬁ - 23+8\/§€) N — %t— (\/?2—3 . 9+1\§§6) s
7+%/ﬁN_ 9+%/ﬁs
| (AT BT N - g fPIN - (R - M) s
= 7+§/ﬁN_ 9+%/ﬁ5
(BT — BT N — (S — ) s

T4V5T nr 9457
5 NV 6 °

S 9 VAT VBT 13
-4 4

L 9— /5T
!

— 0.525¢.

6 Channels with Feedback

Another model in which adaptive length is natural is that of interactive communication protocols
with feedback. In a scheme with feedback, the sender of a message learns the value of the message as
received by the other party. One exceptional property of such schemes is that the order of speaking
need not be fixed beforehand, yet the parties can still agree on a speaker for each round based on
their shared knowledge of the messages received by both sides.

The work of | | studied the maximal noise resilience of protocols with feedback and a non-
fixed order of speaking, but with fixed protocol length. They showed that for binary (and large)
alphabets, there exists a protocol in this model that is resilient to a % — ¢ fraction of errors (as a
fraction of the total protocol length). They also showed that % is an upper bound on the maximal
noise resilience, assuming fixed length.

We note that in a scheme with feedback, the parties are not only able to agree on a (non-fixed)
speaker for each round, but in fact are able to coordinate a mutual (possibly early) termination
based on the transcript. A coordinated early termination was not studied by | |.

In the binary case, we show that non-fixed termination does not improve the error resilience and
prove an upper bound of %

However, for ternary (and larger) alphabets, allowing early termination circumvents the % upper
bound on noise resilience. In particular, there exists a message exchange protocol in the feedback
model with non-fixed speaking order and termination that is resilient to a % — € fraction of cor-
ruptions. This is matched by a natural upper bound of % We note that our protocol does not
efficiently simulate an arbitrary noiseless protocol with error resilience approaching %, but rather
only the message exchange protocol (which permits simulating an arbitrary protocol with exponen-
tial blowup in communication). The question of whether allowing early termination circumvents the
% upper bound for ternary or larger alphabets to efficiently simulate an arbitrary protocol (instead
of just message exchange) remains open.
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6.1 Schemes with Feedback and a Ternary Alphabet

We construct a protocol for the message exchange procedure that is resilient to a % — ¢ fraction of
errors.

Protocol 5 : Scheme with resilience % — ¢ in the Adaptive Feedback Model

Let n = |z| = |y| be the length of both Alice’s and Bob’s inputs (if one is shorter than the other,
we can pad it with 0’s). Let 2’ = z||0™/ ™™ and y’ = y||0™/~™. The protocol consists of up to n/e?
rounds (the parties terminate after round n/e? if they have not already terminated).

e The first rounds consist of Alice speaking contiguously. Her goal is to communicate x’ to Bob,
using the symbols 0, 1, <. To do this, both parties keep track of the currently built value of 2,
denoted by #, which is initially the empty string (). If £ is a prefix of z’, Alice sends the next
bit of 2’. Otherwise, she’ll send < to ask Bob to remove the last bit of #. The parties update
% based on the messages Bob has received from Alice, as follows: # is initially set to (. For
any bit 0 or 1 received by Bob, both parties append that bit to &. For any < received by Bob,
both parties remove the last bit of . If Z reaches length n/e, it becomes Bob’s turn to speak.

e Bob sends vy’ to Alice, one bit at a time. Both parties keep track of a string § equal to the
currently built value of ¢’ based on the messages received by Alice. If § reaches length n/e,
both parties terminate.

Theorem 6.1. Protocol 5 is resilient to a % — € fraction of error.

Proof. Suppose that the adversary corrupts messages so that either Alice or Bob outputs incorrectly.
We will show that they corrupted at least % — € of all the messages.

First, note that if p of a party’s messages are uncorrupted and ¢ are corrupted, then the other
party learns the correct value of their enlargened input (either 2’ or y') as long as p — ¢ = n/e.
On the other hand, the other party will learn the incorrect value only if ¢ — p > n/e —n+ 1. In
particular, this means that if a party speaks for at least k£ rounds, then at least k_; /¢ rounds were
corrupted. If the party speaks for exactly k rounds, then the other party learns the incorrect value
when at least w rounds are corrupted.

This means that if the adversary corrupts messages so that the parties have not terminated by

2_
round n/e?, then at least %

rounds are corrupted. In particular, this means that at least

% — ¢ of the total n/e? rounds are corrupted.
Otherwise, suppose that the parties terminate earlier than round n/e?. Let k4 be the number of
rounds that Alice speaks, and let kg be the number of rounds that Bob speaks so that k4 +kp < n/e?

and ka,kp > 7. If the adversary corrupts messages so that Alice outputs incorrectly, then they

must’ve corrupted at least kA_Qn/€ + k3+n/26_"+1 = kA+k32_(n_1) rounds, which is a § — 2(,&7;1,93) >
% — 7 fraction of the k4 + kp rounds in which the parties participate. The case where the adversary
corrupts messages so that Bob outputs incorrectly is similar. O

6.2 Schemes with Feedback and a Binary Alphabet

Theorem 6.2. Any feedback protocol with adaptive termination that computes the identity function
f(z,y) = (z,y) over a feedback channel with an error rate of %, cannot be guaranteed to succeed.
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Proof. Let Alice have possibilities x1, x2, 3 and Bob have y1, yo2,y3. At every step in the protocol,
regardless of who speaks, the adversary will choose to send the majority bit among the 3 possible
inputs. Thus, the transmission will be the same regardless of what inputs each person actually has.

It remains to show that at any point N in the protocol, for some choice of input that one party
has, there are two options for the other party that both have resulted in less than %N corruption
so far. For i € {1,2,3}, let X; (resp. Y;) denote the number of times Alice’s (resp. Bob’s) message
was corrupted in the case that she had x; (resp. y;) so far.

Since only one of the six corruptions can occur in each round, we have that

X1+ Xo+ X3+ Y1 +Yo+ Y3 <N
Then, without loss of generality, we can let
(X1+Y) < (Xo+Ys) < (X3+Y3)

which implies that
2
X1+ Xo+Y14+Ye < gN-

Without loss of generality, let X1 < X5 and Y] < Y5. The previous equation shows that one of
X1+ Yy and Y7 + X5 is at most %N . In the former case, Alice corruption was within the budget
regardless of whether Bob had y; or yo when she has 1 (because X;+Y; < %N and X1+Y; < %N)
In the latter case, Bob can’t distinguish between z; and xo when Alice has y;. O
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