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Abstract

Spurred by the influential work of Viola (Journal of Computing 2012), the past decade has
witnessed an active line of research into the complexity of (approximately) sampling distribu-
tions, in contrast to the traditional focus on the complexity of computing functions.

We build upon and make explicit earlier implicit results of Viola to provide superconstant
lower bounds on the locality of Boolean functions approximately sampling the uniform distri-
bution over binary strings of particular Hamming weights, both exactly and modulo an integer,
answering questions of Viola (Journal of Computing 2012) and Filmus, Leigh, Riazanov, and
Sokolov (RANDOM 2023). Applications to data structure lower bounds and quantum-classical
separations are discussed.
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1 Introduction

Historically, complexity theory has been dominated by research determining the complexity of
computing particular functions. Following the seminal work of Viola [Viol12b], the past decade has
seen a rise in study on the complexity of sampling particular distributions [Viol2b, LV11, BILI12,
DW12, Viol6, Vio20, GW20, CGZ22, Vio23, FLRS23]. In this setting, the goal is to construct a
circuit whose input is an infinite string of unbiased, independent random bits and whose output is
a distribution close in total variation distance to a specified distribution.

As a standard motivating example, consider the parity function. Hastad’s flagship result [Has86]
shows that ACO circuits need exponentially many gates to compute parity. However, one can easily
sample pairs of the form (X, PARITY(X)), where each output bit depends on just two input bits:
output (1 ® 29,72 ® 3,...,Tn_1® Tn, Ty © 1) o input 1, x9,... [Babs7, BL87]. In fact, AC°
circuits can even sample (X, f(X)) for more complicated functions, such as inner product [IN9G]
and symmetric functions [Viol2b].

Despite these examples illustrating the difficulty of sampling lower bounds, the challenge has
been rewarded with results providing intuition for and applications to succinct data structures
[Viol2b, LV11, BIL12, Vio20, CGZ22, Vio23], pseudorandom generators [Viol2a, LV11, BIL12],
and extractors [Viol2c, DW12, Viol4, CZ16, CS16].

Let f: {0,1}™ — {0,1}" be a Boolean function of n output bits. Additionally, let ™ be the
uniform distribution over {0, 1} and f(U™) be the output distribution of f given a uniform input.
We say f is d-local if every output bit of f depends on at most d input bits. For constant d, this
captures NCO circuits, and more generally, d-local functions encompass circuits of depth log(d) and
bounded fan-in. In his influential paper, Viola [Viol2b] considered the problem of determining
locality lower bounds for Boolean functions f where f(U™) approximates one of the following
distributions:

1. Dy, — the uniform distribution over z € {0,1}" of Hamming weight k = ©(n).

2. M,, — the uniform distribution over = € {0,1}" conditioned on MODMAJ,(x) = 0 where

MODMAJp(z) == 1[(x1 + - - + x,) mod p > p/2] for some prime p = O(log(n)).

In particular, an Q(log(n)) locality lower bound was proved for both distributions®, conditional
on f’s input domain being sufficiently small (m = (1 + o(1)) - n). Additionally, Viola gave results
without this restriction, but with a worse distance bound decaying exponentially in the locality d.

Towards a full locality-distance trade-off, Viola asked whether lower bounds could be obtained
with strong error bounds and no input length restriction. Later, the similar bound Q(log(n/k))
was discovered for Dy by Filmus, Leigh, Riazanov, and Sokolov [FLLRS23], answering the question
for small k. To complement this result, Viola proved an Q(log(n)) bound in the case of non-dyadic?
k/n [Vio23].? However, Viola’s question in the general regime remained open.

More recently, building on Viola’s results on the distribution M,,, Watts and Parham [WP23]
proved an input-independent separation between QNC® and NC° circuits of restricted domain size.
Such domain conditions boil down to the exact domain conditions of the locality bounds for M,,
in Viola’s analysis, rendering their result only a partial separation.

'Viola actually considered the uniform distribution over (X, MODMAJ,(X)) pairs, but these are essentially equiv-
alent (see, e.g., [Viol2b, Lemma 4.3]).

2Recall a number is dyadic if it can be expressed as a fraction whose denominator is a power of two.

3The bound was originally implicit in [Vio23] with many of the ideas appearing earlier in [Viol2a]. Very recently
and after the submission of our paper, Viola posted an update making the bound explicit — see Section 9 of https://ec
cc.weizmann.ac.il/report/2021/073/. All our bounds, including the non-dyadic case, were proven independently.


https://eccc.weizmann.ac.il/report/2021/073/
https://eccc.weizmann.ac.il/report/2021/073/

1.1 Our Results

We resolve Viola’s question in the affirmative by providing nontrivial locality lower bounds on Dy
in the k = ©(n) regime, as well as for M,,, with no restrictions on the domain size.

Formally, we say a distribution P is o-far (resp., d-close) from a distribution Q if the total
variation distance is at least § (resp., at most d). Our results provide a wide range of trade-offs
between locality and distance. For readability, we present them here with some particular parameter
choices.

Theorem 1.1 (Consequence of Theorem 5.10). Let f: {0,1}™ — {0,1}" be a d-local function, and
let 1 <k<n-—1. Ifn is sufficiently large and

g<loglog’m) o 1 k_, 1
60 log*(log*(n)) — n log* (log™(n))
then f(U™) is (1 — %) -far from Dy, where log™(-) is the iterated logarithm with base 2.

By a different application of Theorem 5.10, we obtain the following sharp bound. The tightness
of Theorem 1.2 is discussed in Subsection 5.3.

Theorem 1.2 (Consequence of Theorem 5.10). Let f: {0,1}™ — {0,1}" be a d-local function and
1<k <n-—1. If both d and k/n are constant, then f(U™) is (1 — O (1/y/n))-far from Dy.

We remark that the above theorems hold in a stronger setting where f is fed with some arbitrary
binary? product distribution as an input. Taking advantage of the fact that the input is actually
unbiased coins, we prove the following bound.

Theorem 1.3 (Consequence of Theorem 5.7). Let f: {0,1}"™ — {0, 1}" be a d-local function, where
n is a multiple of 3. Then f(U™) is (1 — exp {—n . 2_O(d2)})—far from Dy, /3.

The above theorem (as well as a version with adaptivity) appears with the bound 1-2.2-vn/20@
in [Vio23] (see Footnote 3), which for sufficiently large d eclipses our result (as well as Theorem 1.1
and Theorem 1.2 when k/n is non-dyadic). However, the proof in [Vio23] notes the y/n term can
be optimized, so the exact trade-off between bounds depends on the extent this optimization is
possible. Given these similar bounds, we view our primary contribution here to be the generality
of our statements, as they have no dyadic restrictions.

Towards lower bounds for the distribution M,,, we introduce the following notation. Let ¢
be an integer and let A C Z/qZ be a non-empty set, where Z/qZ = {0,1,...,q— 1}. We define
the distribution D, A to be the uniform distribution over x € {0,1}" conditioned on (z1 + --- +
xn) mod q € A.

Theorem 1.4 (Consequence of Theorem 5.17). Let f: {0,1}"™ — {0,1}" be a d-local function. Let
3 < q<y/n/log*(n) be an integer, and let A C Z/qZ be a non-empty set. If n is sufficiently large
and d < log*(log*(n))/20, then f(U™) and Dya have distance at least
{ n } |A|/q q 18 odd,
L—expy——5—F———~r— .
q* - log*(n) 2 - max {|Aeven|, [Aodal} /a q is even,

where Aeven s the set of even numbers in A and Ayqq is the set of odd numbers in A.

4In fact, it works even in the case where the product distribution is not binary, as long as the alphabet is a constant
(or slightly superconstant). This will be clear in the proof, and we will discuss it in Section 2.



Taking ¢ = p and A = {c € Z/qZ: ¢ > p/2}, we recover Dy = M,. By setting A = {0},
Theorem 1.4 also answers an open problem in [FLRS23] for locality lower bounds for the uniform
distribution over binary strings of Hamming weight 0 mod gq.

We highlight that Theorem 1.4 is essentially tight for any choice of ¢ and A, and direct interested
readers to the discussion in Subsection 5.4.

1.1.1 Data Structure Lower Bounds

It is an active line of research to determine optimal bounds for succinct data structures: structures
that store their data close to the information theoretic limit, while still including sufficient redun-
dancy to allow for efficient and meaningful queries [GMO7, Viol2a, Viol2b, LV11, BIL12, Vio20,
PY20, LPPZ23]. We will focus on the following setting of a binary alphabet and bit probes.

Definition 1.5 (Dictionary Problem). Let H C {0,1}" and s,q € N. The dictionary problem of
‘H with parameters s and ¢ asks for a pair of algorithms A and B such that the following holds:

e Given an arbitrary a € H, A produces a data structure str, € {0, 1}*.

e Given access to str € {0,1}*, for every query i € [n], B produces an answer b; € {0, 1} with ¢
(adaptive / non-adaptive) bit probes (i.e., number of bits read) to str.

e When str = str,, we have b; = a; for all i € [n].

We remark that this setting is static, in contrast to the dynamic setting where the data structure
needs to support updates to the underlying input a. As a weaker model, proving static lower bounds
has traditionally been much more difficult than dynamic lower bounds. The locality-distance trade-
off provides a useful tool in establishing trade-offs between parameters in the static dictionary
problem.

Claim 1.6 ([Viol2b, Claim 1.8]). Suppose we can solve the dictionary problem of H C {0,1}"
with parameters s, ¢ and non-adaptive (resp., adaptive) queries. Then there exists a g-local (resp.,
(29 — 1)-local) function f: {0,1}* — {0,1}" such that f(U®) is (1 — |H|/2°)-close to the uniform
distribution over H.

Combining Claim 1.6 with our results, we obtain a number of lower bounds. Here we highlight
the most interesting ones, and interested readers are encouraged to instantiate more on their own.

Corollary 1.7 (Via Theorem 1.4). Let H = {a € {0,1}": (a1 + -+ + a,) mod r = 0} where r > 3
is an odd constant. The dictionary problem of H needs either s = n bits of storage or ¢ = w(1) bit
probes per query.

Note that the information theoretic limit is [log(|#|)] = n — [log(r)]. On the other hand, the
trivial data structure that simply stores a in n bits can support every membership query by a single
bit probe. Hence Corollary 1.7 shows that the only efficient data structure using constant probes
is the trivial one. We can obtain a similar sharp trade-off for even r by adding a modulus to reflect
Theorem 1.4’s different quantitative behavior for odd and even moduli.

Corollary 1.8 (Via Theorem 1.4). Let H = {a € {0,1}": (a1 +---+a,) mod r € {0,1}} where
r > 3 is an even constant. The dictionary problem of H needs either s = n bits of storage or
q = w(1) bit probes per query.

In the case of H = {a € {0,1}": a1 + -+ + a, = n/k} where n/k is non-dyadic, the results of
[Viol2a] are superior to those we can obtain via our techniques. Specifically, they show that the
dictionary problem of H with ¢ (adaptive) queries requires at least log(|H|) +n2~9@ —log(n) bits
of storage. However, our generality allows us to prove bounds in the dyadic setting.



Corollary 1.9 (Via Theorem 1.2). Let H = {a € {0,1}": a1 + - - + a, = n/2} where n is a mul-
tiple of two. The dictionary problem of H needs either s =n — O(1) bits of storage or ¢ = w(1) bit
probes per query.

The previous best result in the setting of Corollary 1.9 is [Viol2b], which gives an s = n —
0.011og(n) versus ¢ = Q(log(n)) trade-off. Our Corollary 1.9 improves the storage bound to optimal
(ignoring the hidden constant in O(1)) at the cost of a worse bit probe bound. It remains an
interesting question whether one can get the best of the two results that further improves our bit
probe bound to Q(log(n)) without weakening the n — O(1) storage bound.

Meanwhile we note that it is impossible to get an n-vs-w(1) trade-off as in Corollary 1.7 and
Corollary 1.8. Here is a simple data structure of s = (n—1)-bit of storage and using ¢ = 2 bit probes
per query for H in Corollary 1.9: for each i € [n — 1], store the prefix sum stry[i] = a1 & --- @ a;.
For i = n, the prefix sum is precisely n/2 mod 2 that we do not need to store. Then every query
i can be answered by the parity of the prefix sum up to ¢ and i — 1. It would be interesting to
determine if a similar structure exists with fewer than (n — 1)-bits of storage while maintaining
O(1) bit probes per query.

The results compared here are by no means a complete list of data structure lower bounds for
the dictionary problem. In particular, there are many results on cell probe lower bounds (e.g.,
[PY20]), the dynamic dictionary setting (e.g., [LLYZ23]), and other natural choices of H (e.g.,
[Viol2a]). We refer interested readers to [Viol2b] for a detailed discussion.

1.1.2 Input-Independent Quantum-Classical Separation

A driving research direction in quantum computing is exhibiting separations between quantum and
classical complexity. In the theme of our paper, we consider the problem of devising distributions
that quantum circuits can efficiently sample, whereas classical circuits cannot. Note that such a
separation does not rely on a particular input. Instead, the quantum circuit is fed with a fixed
initial state (ideally |[0)"), and each qubit is measured in the computational basis at the end to
produce the desired distribution over {0,1}". Meanwhile, a classical circuit, which has n output
bits, has access to unbiased coins and aims to reproduce the distribution.

The problem of establishing such an input-independent separation between circuit classes QNC°
and NC° was first proposed by Bravyi, Gosset, and Konig [BCIK18], and was later found to be
connected to the complexity of quantum states [WP23] as well. Using ideas from [Viol2b], Watts
and Parham [WP23] gave a family of distributions over {0, 1}" that constant-depth quantum circuits
can produce within distance 1/6 + o(1), but any NC® circuit’s output is at least (1/2 — o(1))-far
from, assuming the total number of random bits the NC° circuit could use is (1 + o(1)) - n. The
exact distributions are variants of the M,, distribution above.

However, an ideal separation result should have no restriction on the number of classical random
bits, as well as a maximal quantum-classical distance gap of 1 — o(1) or even 1 — e 8n)
this goal, [FLRS23] suggested determining locality lower bounds for M,, and related distributions.
Without diving into detail, we remark that our Theorem 1.4 resolves this open problem, and we
can lift the domain size assumption in [WP23, Theorem 5] while still preserving the separation.

Aside from directly improving previous analysis, we note that there is a simpler distribution
that produces an optimal separation. Let Z/{{‘/3 be the 1/3-biased distribution over n bits, where

. Towards

each bit is independently set as 1 with probability 1/3.

Theorem 1.10 (Consequence of Theorem 5.3). Let f: {0,1}" — {0,1}" be a d-local function.
Then f(U™) is (1 — exp {—n . 2_O(d2)}) -far from Z/lln/3.



Observe that, starting with [0)", a QNCO circuit can perfectly simulate Z/{f/3 using just one layer

of single-qubit gates each mapping |0) to 1/2/3]0) + 1/1/3|1). Thus we obtain the following ideal
input-independent quantum-classical separation.

Corollary 1.11. There exists a distribution that QNC® circuits of depth one can sample without
error, but any NC° circuit is (1 — exp {—Q(n)})-far from.

We suspect this result may be folklore, especially after a reviewer pointed out that Theorem 1.10
is implicit in [Viol2a, Vio23] (with a stronger bound in at least some parameter regimes). However,
it does not seem to explicitly appear in the literature, so we hope our statement will be beneficial
to future researchers.

Remark 1.12. The quantum-classical separation result obtained in Corollary 1.11 seems a bit
dishonest, as it takes advantage of precision issues arising from the classical binary representation.
One may desire a separation where the quantum circuit is also restricted to “binary operations” to
rule out distributions like 1/3-biased. One natural candidate is Clifford circuits where non-Clifford
gates are not allowed. However, the sampling task there sometimes can be reduced to the search
task with a constant depth overhead [GS20, Section F], where the latter is trivial in the input-
independent setting. Hence one must be careful in formulating such a restriction on the quantum
circuit.

A different way to compensate for the precision issue is to give NCO circuits access to arbitrary

binary product distributions. Then NC° circuits can certainly generate Z/l{’/g by simply receiving

1/3-biased coins. We remark that our proof of Theorem 1.4 still holds in this setting.® Thus, even
giving NCO this extra power, we have a separation combining Theorem 1.4 and [WP23, Theorem 5].
One caveat here is that the QNCO circuit needs to start with the GHZ,, state. If it is forced with |0)"
as the initial state, one may want to prove locality lower bounds (without the domain assumption)
for a more complicate distribution designed in [WP23, Theorem 3]. Due to its similarity with the
M, distribution, we believe our techniques can be used there, and we leave this as a future work.

1.2 Future Directions

Beyond considering specific distributions, Filmus, Leigh, Riazanov, and Sokolov [FLRS23] conjec-
tured a classification of when NC? circuits can approximately sample Dy, where Dy is the uniform
distribution over binary strings with Hamming weights in A. They hypothesized that if f is O(1)-
local and f(U™) is e-close to Dy, then f(U™) is O(e)-close to Dy for A’ being one of the following:

{0}, {n}, {0,n},{0,2,4,...},{1,3,5,...}, [n].

Our Theorem 1.1, combined with their main results, rules out all the singleton A’ other than {0}
and {n}. In addition, our Theorem 1.4 rules out all the g-periodic A’ for 3 < ¢ < nl/2=e()  With
a number of new ideas, in an upcoming paper [[KOWar| we are able to resolve this conjecture (and
a strengthening of it) affirmatively.

One question we are not able to resolve concerns the quantitative bounds derived. While our
distance bounds are asymptotically optimal when locality is constant, the locality-distance trade-
offs deteriorate quickly when locality becomes superconstant. We believe our trade-offs can be
further improved, especially in light of the best known upper bounds (see Section 6). However, in
Appendix A we give examples to show the tightness of the parts in our analysis that create such
inevitable blowup. This suggests that new ideas may be needed to get substantial improvements.

"Theorem 1.4 works in the case where the input distribution is a product distribution with constant (or slightly
superconstant) alphabet. This will be clear in the proof, and we will discuss it in Section 2.



Paper Organization. An overview of our proofs is given in Section 2. In Section 3, we define
necessary notation and list standard inequalities. In Section 4, we prove additional useful inequal-
ities for total variation distance and bipartite graph structures. In Section 5, we prove sharp lower
bounds for specific distributions including biased distributions, uniform strings of a fixed Hamming
weight, and uniform strings of periodic Hamming weights. Upper bound constructions are pre-
sented in Section 6. Missing proofs can be found in the appendices. In addition, in Appendix A,
we give examples to explain the barriers of improving our analysis to obtain better locality lower
bounds.

2 Proof Overview

Let f be a d-local function with n output bits, and let D be a distribution over {0,1}". The goal
is to prove that f, fed with uniform inputs, cannot generate a distribution close to D. The general
recipe of establishing such a bound is as follows:

1. First, we consider a simpler setting where not only does every output bit of f depend on few
input bits, but every input bit of f influences few output bits as well.

In this case, we can find many output bits that depend on disjoint sets of input bits. Now if the
desired distribution D has long-range correlation (e.g., the Hamming weight must equal k),
we would expect a large error, since these output bits are independent and cannot coordinate
with each other.

2. Then, based on the error bound established in the first step, we aim to reduce the general case,
where we may have popular input bits that many output bits depend on, to the structured
case above.

At this step, we shall prove certain graph elimination results, showing that the desired struc-
ture in the first step can be obtained after deleting some input bits.

The above description is an oversimplification of our analysis, and for each of our results in Sub-
section 1.1 we face different issues, which we elaborate on below. For convenience and simplicity,
we will hide minor factors when stating bounds.

The framework of viewing f as a convex combination of specific, easier-to-handle restrictions
was largely developed in [Viol2b, Vio20] and applied in [FLRS23]. Thus, our primary contributions
are the specific choices of structure we reduce to and the corresponding technical analysis.

The 1/3-Biased Distribution. We first consider the toy example D = {‘/3, the 1/3-biased
distribution. The idea here works equally well for any ~-biased distribution where - is non-dyadic.
Observe that 1/3 can only be approximated up to error ~ 2~% using integer multiples of 27
Therefore the marginal distribution for every output bit of f is doomed to be 27 %-far from a 1/3-
biased coin. Since total variation distance is closed under marginal projections, this already implies
a 2~¢ bound.

To further boost it to 1 —o0(1), we first assume that we can find r non-connected output bits, i.e.,
they do not depend on common input bits, which means they are independent. Since each one of
these output bits incurs 2~¢ error, intuitively their error should accumulate. We prove (Lemma 4.2)
that this is indeed the case. If we have r pairs of distributions (P1, Q1),..., (P, Q,) where each P;
is e-far from Q;, then their products Py x --- x P, and Q1 X --- X Q, are (1 — 2_52T)—far from each
other. We briefly sketch the proof: each weak distance bound implies an event &; that happens ¢
more often in P; than Q;. Then by independence and standard concentration, the number of total



events happening in P; x - -+ x P, is typically r - £/2 larger than the number in Q; x --- x Q,, thus
establishing the bound. Applied here, each P; corresponds to a selected output bit, and each Q; is
a 1/3-biased coin. Hence we get (Proposition 5.5) a 1 —exp {—r-27¢} bound.

Now back to reality, we may not immediately find non-connected output bits, since the degrees
of input bits can be unbounded. For example, there could be one input bit that all outputs depend
on, and therefore no two output bits are independent. However, conditioning on this one bit would
decrease the degree to d — 1 and also fix the problem, at the cost of changing the distribution by a
factor of 2. Since the distance bound above is sufficiently strong, we can indeed pay some loss to
condition on input bits.

In particular, we show (Lemma 4.3) that the convex combination of distributions Py, ..., Py, is
(1 — m - e)-far from a distribution Q, provided that each P; is (1 — ¢)-far from Q. This is proved
as follows: each distance bound implies an event & happening with probability at least 1 — ¢ in
P; but at most € in Q. Then their disjunction will inherent the 1 — ¢ probability in any convex
combination of P;’s, but still happens with at most m - & probability in Q by the union bound,
which gives the desired statement. Applied here, each P; corresponds to the distribution of output
bits conditioned on a specific assignment of ¢ = log(m) input bits. This will add a 2¢ overhead on
top of the distance bound for the distribution after each conditioning. Given this observation and
the 1 — exp {—r . 2*d} bound above, we can afford to delete roughly r - 2=¢ input bits as long as
we can find r non-connected output bits after this.

At this point, the problem is graph theoretic: given a bipartite graph GG where each left vertex
(representing an output bit) has degree bounded by d, we are allowed to delete a few right vertices
(representing input bits) to get many non-connected left vertices, where we say two left vertices
are non-connected if they are not both adjacent to the same right vertex. More precisely, we are
allowed to delete at most r - 27¢ right vertices to get at least r non-connected left vertices. In
addition, we would like to maximize r, since the final bound will be roughly 1 — exp {—r . 2_d}. It

turns out that this can be achieved (Proposition 5.6) with r = n/ 24” which explains our bounds
in Theorem 1.10. The starting point of the proof is the following naive attempt: if we remove all
right vertices of degree at least ¢, then we obtain a bipartite graph with left degree d and right
degree ¢, which readily gives n/(d - ¢) non-connected left vertices. Hence if the desired bound does
not hold, the number of right vertices of degree at least £ is larger than r - 27% > n/(d2? - ¢). Then
summing over all £ up to roughly 22d, we will find the right-hand side of above will be a sum of
harmonic series and larger than d - n, whereas the left-hand side of above is still upper bounded by
the number of total edges, which is at most d - n. This forms a contradiction. By analyzing more
carefully, we can improve (Corollary 4.8) the 22% t0 2%° . This turns out to be sharp (Appendix A.1).

The Hamming Slice of Weight n/3. Now we move on to the single Hamming slice case D = Dy,
the uniform distribution over n-bit binary strings of Hamming weight k. A simpler case here is still
when k/n has precision issues — think of k = n/3 for now. Then every bit in D, /3 1s supposed to
be 1/3-biased, whereas every output bit in the produced distribution is still 2-4_far from it.
While we largely follow the analysis above, the caveat here is that being far from Z/{{L/3 does

not imply being far from D, 3, as the distance between f/g and D,, 3 is itself 1 — 1/y/n. More
precisely, this issue arises when we try to aggregate the errors from m independent output bits.
In the previous argument, we compared P; (representing the true output bits) and Q; = U, /3
(representing the desired marginal distributions), then showed that the weak individual error can
be boosted to 1 — o(1) between their product distributions, where the issue kicks in as the product
of Q;’s is U'); instead of (and actually far from) D, 3.

To get around this, we strengthen (Proposition 5.8) the above argument to use Q;’s as a proxy



between the actual distribution and the desired distribution. Notice that, despite being far in the

total variation distance metric, Z/lf/3 is close to D,, /3 in the pointwise multiplicative error sense. More

formally, every string in the support of D,, /3 has density (nq}g)*l, and has density (1/3)"/3(2/3)?"/3
under U{l/?). These two quantities are only off by a y/n multiplicative factor, which means every
event of probability at most € under Llln/B will have probability at most £y/n under D, /3- Therefore
we can modify (Lemma 4.2) the previous analysis to show that there is an event of probability at
least 1 — exp {—r . Z_d} under P; X --- X P, but of probability at most \/n - exp {—r . 2_d} under
D,, /3, thus establishing a strong distance bound between the actual and desired distributions. Since
later in the graph theoretic task we will set r ~ n/ 2d2, this poly(n) loss is affordable when d is not
particularly large.

The Hamming Slice of Weight n/2. The above analysis works well when individual output
bits have inevitable error against the marginal of the desired distribution. As such, we need new
ideas if we want to establish lower bounds for the general case. For simplicity let us focus on the
k =mn/2 case, as the analysis will generalize to any k that is not too close to 0 or n.

If we can find r independent output bits that are e-far from being unbiased, then we can use
the same argument to boost them to a 1 — exp {—527“} bound. Otherwise we need to exploit the
long-range correlation of D, /; that the Hamming weight must sum to exactly n/2. One possible
exploitation is through anticoncentration inequalities, which have played an important role in the
analysis of similar problems [Viol2b, CGZ22]. In particular, if there are r independent output
bits that are actually unbiased, then by Littlewood-Offord anticoncentration [LLO43, FErd45], they
cannot sum to any particular value with probability more than 1/y/r, which seemingly means
the distribution is still (1 — 1/y/r)-far from D,, 5. The issue with this argument is that the r
independent output bits can correlate with many other output bits, which might be able to force
the total Hamming weight to a fixed value. For example, one can consider the construction (X1, 1—
X1, Xo,1=Xo, ..., Xy 9,1 —X,,/2), where we have n/2 independent bits but the total sum is always
n/2 and every individual bit is unbiased.

To address this problem, we need to take into account the neighborhood of each output bit.
Define the neighborhood N (i) of an output bit i as the set of output bits that depend on some
input bit that i also depends on. We will exploit a key tension between two facts about N(7)’s
distribution. Firstly, every small neighborhood should be unbiased, since the marginals of D,,
restricted to any small number of bits are 1/poly(n)-close to the uniform distribution over those
bits. Secondly, resampling the input bits on which ¢ depends should not change the Hamming
weight of the output (and thus does not change the Hamming weight of N(i)). However, since
the output of ¢ depends only on these inputs, the second property implies the distribution over
Hamming weights of N (i) conditioned on i = 0 would be the same as the distribution over ¢ = 1,
which contradicts the first property. Note this argument has no issue with the above construction.

Let € be a parameter to be optimized later. We classify each neighborhood as Type-1 if it is e-far
from being unbiased, and as Type-2 if it is e-close to unbiased coins. Mimicking the previous analysis,
we say two neighborhoods N (i), N(j) are non-connected if all pairs (¢/,5") € N(i) x N(j) are non-
connected. Thus by the same argument (Lemma 5.14), if we have r non-connected neighborhoods
of Type-1, then our distribution is at distance 1 — y/n - exp {—52r} from D, /5.

Now suppose we have r non-connected neighborhoods of Type-2, each of size at most t. We
would like to use anticoncentration inequalities to argue that with high probability the Hamming
weight does not sum up to n/2. Assume the neighborhoods are N(1),..., N(r) and (i) is the set
of input bits the i-th output bit depends on. We fix all the input bits outside I(1) U--- U I(r) as
p. Then all the output bits outside N(1) U---U N(r) are fixed, and moreover, the neighborhoods

10



N(1),...,N(r) are independent to each other. At this point, if the Hamming sum of each N (i) is
still not fixed, we can apply anticoncentration (Fact 3.4) to obtain the desired bound.

To this end, we use the property that N(i) is Type-2, i.e., it is roughly unbiased under random p.
Say N (i) has size t. Then under a uniform random input, the Hamming sum of N (7) is distributed
like a binomial distribution of ¢ coins. If we resample the input bits in (), with half probability
the i-th output bit is flipped, whereas the Hamming sum of N (i) \ ¢ is a binomial distribution
of t — 1 coins. This implies that such an experiment has 1/v/t — & probability of changing the
Hamming sum of N (i), where 1/v/t comes from the total variation distance between a binomial
distribution of ¢ coins and its shift, and € comes from the error between the actual distribution
of N(i) and U*. Meanwhile, since p does not touch I(i), we cannot change the Hamming sum by
simply resampling I(7) if the Hamming sum is already fixed by p. Hence as long as ¢ < 1/v/1, we
show (Claim 5.16) that the Hamming sum of N(¢) is not fixed under random (and thus a typical)
p. Since these neighborhoods are independent, by standard concentration many neighborhoods will
enjoy this property simultaneously for a typical p. Then we can apply anticoncentration and obtain
a bound of roughly 1 — 1//r (Lemma 5.15).

Set ¢ = 1/(2v/t). To summarize (Proposition 5.12), if we have r non-connected neighborhoods
of size at most ¢, then

e cither r/2 of them are Type-1, which implies a distance bound of 1 — \/n - exp {—7/t};
e or /2 of them are Type-2, which implies a distance bound of 1 — 1/4/r.

Following the previous argument, this means that we can afford conditioning on min {r/¢,logr}
input bits to get the above structure. This seems too stringent and impossible, even without
considering the undesirable loss in the final bound. Instead, we observe that the distance bound from
the second case actually tells more; it is proved in the stronger sense that our output distribution hits
any point in the support of D), , with probability at most 1/ /7. Hence we can refine (Lemma 4.3)
the previous analysis as follows: any convex combination of Py, ..., Py, is (1 —m-e; — eg)-far from
Q, provided that each P; is either (1 — &;)-far from Q, or hits the support of Q with probability at
most 2. The proof is not much different, and we simply merge the event “not hitting the support”
into the previous union bound. Therefore we can remove 7/t input bits now.

Finally we need to handle the graph theoretic task: given a bipartite graph G with left degree at
most d, show we can obtain r non-connected left neighborhoods (representing the neighborhoods
of output bits) of size t by removing 7/t right vertices. The left neighborhood of a left vertex
is the set of left vertices reachable from it with two edges. Two left neighborhoods are non-
connected if they do not connect to common right vertices. In addition, we aim to maximize r
and minimize ¢, since the final distance bound will be 1 — 1/y/7 — \/n - exp {—r/t}. This task is
significantly more challenging than the previous one, as now we need to eliminate the dependency of
the neighborhoods too. Consequently, we only get a bound with tower-type dependence on d. That
is, we show (Proposition 5.6) that the problem can be solved with 7 = n/tows(d) and t = tows(d).°
Perhaps surprisingly, this tower-type dependency is in fact necessarily (Appendix A.2).

Here we briefly sketch the proof. As before, assume towards contradiction it is false. Then we
follow the previous approach and argue that we will have too many right vertices of large degree,
which will imply the following structural result (Lemma 4.10): if we have removed n/« right vertices
from the graph where o« > C' is sufficiently large, we can additionally remove n/log(«) right vertices
to shave n edges from the graph. Then we arrive at a contradiction, as the graph has at most d - n
edges and thus can support the elimination process up to d times. However repeating d times

Stows(d) = 22 s the tower of 2’s of height d.
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only removes roughly n/ log® (n) many right vertices in total, which means the elimination process
should continue if log¥ (n) > C.7

Hamming Slices of Weight 0 Modulo 3. We note that the analysis for D, /5 also works for
the union of multiple Hamming slices, since the main place where we use n/2 is that it is one fixed
value and thus has 1/y/n bound via anticoncentration. Beyond a single slice, the 1/y/n bound
simply scales with the number of slices. Nevertheless, this does not go beyond /n slices. Here we
demonstrate that our framework is robust enough to handle £2(n) periodic slices.

For simplicity, we consider the case where D equals the uniform distribution over n-bit binary
strings with Hamming weight 0 modulo 3. Note that this distribution consists of roughly n/3
Hamming slices and has marginal distribution almost unbiased. We follow the proof of D,, /5. Let
€ be a parameter measuring the distance between the marginal distribution of neighborhoods and
the unbiased distribution. Similarly we classify each neighborhood as Type-1 if the distance is at
least €, and as Type-2 if otherwise. Once we have r non-connected neighborhoods of Type-1, we
readily get a 1 — exp {—52r} distance bound following the same argument.

On the other hand, if we have r non-connected Type-2 neighborhoods of size at most ¢, then
we use anticoncentration inequalities (in fact, a local limit theorem) to show that with certain
probability we cannot have Hamming weight equal to 0 modulo 3. Recall that in the single Hamming
slice case, we argue that a Type-2 neighborhood N (7) is not fixed after a typical restriction p which
does not touch I(7) (the input bits that the i-th output bit depends on). This is proved via a thought
experiment where we resample the input bits in I(i) and compare the binomial distribution of ¢
coins with its shift. Here we need a similar statement (Claim 5.23) that a Type-2 neighborhood
is not fixed modulo 3 after a typical restriction p. The only difference is that now we need to
compare the binomial-modulo-3 distribution with its shift. Since 3 does not divide 2, the binomial-
modulo-3 distribution can never be uniform over {0, 1,2}. In fact, by granularity, it is 2~*-far from
its shift, which means that the Hamming sum modulo 3 of N(i) is typically not fixed as long as
e < 271/2. Then using a local limit theorem (which is an almost tight Littlewood-Offord-type
anticoncentration) on the additive group modulo 3 (Lemma 3.7), we obtain that under typical p,
the Hamming sum modulo 3 is roughly uniform over {0, 1,2}, thus it hits any particular value with
probability 1/3 + o(1).

Set ¢ = 27¢/2. To summarize (Proposition 5.19), if we have 7 non-connected neighborhoods of
size at most ¢, then

e cither r/2 of them are Type-1, which implies a distance bound of 1 — exp {—r/ Zt};
e or r/2 of them are Type-2, then hitting 0 modulo 3 has probability at most 1/3 4 o(1).

By the same reasoning, we seek the above structure at the cost of removing at most /2! input bits,
while simultaneously maximizing r and minimizing ¢. It turns out that this (Proposition 5.20) is
still manageable with a tower-type loss on d via a similar graph elimination argument.

At last, we mention that the local limit theorem used for analyzing Type-2 neighborhoods
holds generally for all modulus (Theorem B.1) including 2. However, the comparison between the
binomial-modulo-q distribution and its shift can only be done for modulus ¢ > 3. This is because
the binomial-modulo-2 distribution is indeed uniform over {0,1}. Thus for even ¢’s (i.e., ¢’s not
coprime with 2), there will be an additional contributing factor (Lemma 3.7), which results in a
different bound for even ¢’s in Theorem 1.4.

"log¥ (n) = log(log(log(- - - (n)))) is the iterated logarithm of order d.
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More General Input Distributions. Now we briefly discuss how to modify our analysis to
prove similar lower bounds when the input distribution changes from unbiased coins to general
product distributions. While this is not true for the 1/3-biased distribution (or any 7-biased in
general), it works for the Hamming slices setting. Since it is standard that a Boolean circuit takes
unbiased coins as input, we focus on this case and leave the following more general treatment for
interested readers as an exercise.

Recall that our analysis starts with a simpler setting where we can find many small non-
connected neighborhoods. In this case, we prove distance lower bounds by comparing the marginal
distributions of these non-connected neighborhoods with the desired marginal distribution (unbi-
ased or 1/3-biased coins). Then we classify them into Type-1 and Type-2 and argue the final distance
bound separately. The analysis in this part has nothing to do with the input distribution, since
the only property we need is the non-connectivity of output neighborhoods in the input-output
relation, which generalizes trivially when we view the input “bits” as taking values in a larger
alphabet. Then we reduce the general setting to the above simpler setting by removing a few input
bits. This part is also oblivious to the alphabet of the input as it works in a purely graph theoretic
sense where the input-output dependency is defined in an abstract way regardless the alphabet.

The only problematic part is where we put the above two steps together (Lemma 4.3). There,
we have to pay a union bound of m for all the possible conditioning (or equivalently, the number of
different distributions after conditioning), since the true output distribution is a convex combination
of them. If the alphabet of the input is > and we need to remove ¢ input bits, we will need to set
m = |X|*. To compensate this loss, the graph theoretic problem needs to be slightly reformulated,
but it will still be manageable if || is a constant or even slightly superconstant. For example, in
the setting of D = D,, 5, previously we needed to obtain r non-connected neighborhoods of size ¢
after removing r/t input bits; now we need to obtain r non-connected neighborhoods of size t after
removing r/(t - log(|X])) input “bits”.

Finally we remark that an extremely general result, where the bounds have no restriction on
the alphabet, is simply not true. One can use a 1-local function to sample any distribution if the
input alphabet is large enough to include all possible outcomes and is dubbed just with the desired
distribution.

3 Preliminaries

For a positive integer n, we use [n] to denote the set {1,2,...,n}. We use R to denote the set
of real numbers, use N = {0,1,2,...} to denote the set of natural numbers, and use Z to denote
the set of integers. For a positive integer ¢, we use Z/qZ = {0,1,...,q — 1} to denote the additive
group modulo ¢. For a binary string x, we use |z| to denote its Hamming weight.

We use log(z) and In(x) to denote the logarithm with base 2 and e ~ 2.71828... respectively.
We use log*(z) to denote the iterated logarithm with base e:

| *( ) 0 0<x<1,
og*(z) =
8 1 +log*(log(x)) x> 1.

For a > 0 and b € N, we use tow,(b) to denote the power tower of base a and order b, where

1 b=0,
towq (b—1) h>1.

tow,(b) = {

a

Note that log*(tows(b)) = b and x < tows(log*(x)) < 27%.

13



Asymptotics. We use the standard O(-), (), ©(-) notation, and emphasize that in this paper
they only hide universal positive constants that do not depend on any parameter.

Probability. We reserve U to denote the uniform distribution over {0, 1}, and more generally for
v € [0,1], reserve Uy to denote the ~-biased distribution, i.e., U,(1) = v = 1 — U,(0). Note that
U=Uy;.

Let P be a (discrete) distribution. We use  ~ P to denote a random sample = drawn from the
distribution P. If P is a distribution over a product space, then we say P is a product distribution
if its coordinates are independent. In addition, for any non-empty set S C [n], we use P|g to denote
the marginal distribution of P on coordinates in S. For a deterministic function f, we use f(P) to
denote the output distribution of f(z) given a random z ~ P.

For every event &£, we define P(£) to be the probability that £ happens under distribution
P. In addition, we use P(x) to denote the probability mass of z under P, and use supp (P) =
{z: P(z) > 0} to denote the support of P.

Let Q be a distribution. We use [|P — Q|l+y = 5 >, |P(z) — Q(z)| to denote their total varia-
tion distance.® We say P is e-close to Q if |P(x) — Q(z)||1y < &, and e-far otherwise.

Fact 3.1. Total variation distance has the following equivalent characterizations:

P - = max P(€)— Q&) = min Pr[X #Y].
” QHTV event € ( ) Q( ) random variable (X,Y") [ 75 }
X has marginal P and Y has marginal Q

Let Pq,...,P; be distributions. Then P; x --- x Py is a distribution denoting the product of
P1,...,P:. We also use P! to denote Py x - -- x Py if each P; is the same as P. For a finite set .S,
we use P° to emphasize that coordinates of PI5! are indexed by elements in S. We say distribution
P is a convex combination of Py, ..., Py if there exist ay,...,a; € [0,1] such that Zz’e[t] o; = 1 and

P =2 Pi

Locality. Let f: {0,1}" — {0,1}". For each output bit i € [n], we use I(i) C [m] to denote the
set of input bits that the i-th output bit depends on. We say f is a d-local function if [I(i)| < d
holds for all i € [n]. Define N (i) = {¢’ € [n]: Iy(i) N I;(i") # 0} to be the neighborhood of i, which
contains all the output bits that have potential correlation with the i-th output bit. For each input
bit j € [m], we use degy(j) = [{i € [n]: j € I;(i)}| to denote the number of output bits that it
influences.

We say output bit 4; is connected to iy if I¢(i1) N If(i2) # 0. We say neighborhood N¢(iy)
is connected to Ny(iz) if there exist if € Ny(i1) and iy € Ny(ia) such that Ip(i}) N I(i5) # 0.
As such, every output bit is independent of any non-connected output bit, and the output of a
neighborhood has no correlation with any non-connected neighborhood of it. When f is clear from
the context, we will drop subscripts in Iy (i), Nf(i), deg,(j) and simply use I(i), N (i), deg(j).

Bipartite Graphs. We sometimes take an alternative view, using bipartite graphs to model
the dependency relations in f. Let G = (V1, Vs, E) be an undirected bipartite graph. For each
i€ Vi, we use Ig(i) C Vo to denote the set of adjacent vertices in V,. We say G is d-left-bounded
if |[Ig(i)] < d holds for all i € V4. Define Ng(i) = {i' € Vi: Ig(i) N Ig(i') # 0} to be the left
neighborhood of 1.

8To evaluate total variation distance, we need two distributions to have the same sample space. This will be clear
throughout the paper and thus we omit it for simplicity.
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We say left vertex i1 is connected to ig if I (i1) N Ig(i2) # (. We say left neighborhood Ng(i1)
is connected to Ng(i2) if there exist ij € Ng(i1) and i, € Ng(ig) such that I(i}) N Ig(iy) # 0.
For each j € Vi, we use degq(j) = [{i € Vi: j € I(4)}] to denote its degree. When G is clear from
the context, we will drop subscripts in I¢(7), Ng(i),degq(7) and simply use (i), N(i), deg(j).

It is easy to see that the dependency relation in f: {0,1}" — {0,1}" can be visualized as a
bipartite graph G = Gy where [n] is the left vertices (representing output bits of f) and [m] is
the right vertices (representing input bits of f), and an edge (i,7) € [n] x [m] exists if and only
if j € Iy(i). The notation and definitions of Iy (i), Ny(i),deg(j) are then equivalent to those of

IG(i)v NG(Z)? degG(j)'

Concentration and Anticoncentration. We will use the following standard concentration
inequalities.

Fact 3.2 (Hoeffding’s Inequality). Assume X1, ..., X,, are independent random variables such that
a < X; <b holds for alli € [n]. Then for all 6 > 0, we have

n2
max{ Pr |- 3 (X%, —E[X,)) > 6| ,Pr |1 3 (X, —E[X) < Sexp{—<25}.

, n - b—a)?
16[71} ZE[TL]

Fact 3.3 (Chernoff’s Inequality). Assume Xi,...,X,, are independent random variables such that
X; € [0,1] holds for alli € [n]. Let =73, E[Xi]. Then for all 6 € [0,1], we have

2
Pr ZX< (I=9)p <exp{ 62 }

i€[n]

We also need the following version of the Littlewood-Offord-type anticoncentration inequal-
ity, which uniformly bounds the probability density function of the sum of independent random
variables.

Fact 3.4 ([Ush&6, Theorem 3]). Assume Xi,...,X, are independent random variables in R. For
each i € [n], define p; = max,cr Pr[X; = z]. Then there exists a universal constant C > 0 such
that

Pr ZX =z| < ¢ holds for any x € R.
i€[n] Zze[n} (1 - pi)

Binomials and Entropy. Let H(z) = z -log (%) +(1—2x2)- log< ) be the binary entropy

function. We will frequently use the following estimates regarding binomial coefficients and the
entropy function.

Fact 3.5 (See e.g., [C'T06, Lemma 17.5.1]). For 1 <k <n —1, we have

e A
8k(1 —k/n) k k(1 —k/n)

Fact 3.6 (See e.g., [Wik23]). For any z € [—1,1], we have

2
1—x2§7{<1;x>§1— *
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Local Limit Theorems. Local limit theorems provide sharp estimates for the probability density
function of the sum of independent random variables, strengthening the usual (anti-)concentration
inequalities and central limit theorems. We refer interested readers to a recent survey by Szewczak
and Weber [SW22].

We will require the following local limit result in the additive group modulo ¢, which is a
special case of the more general statement Theorem B.1. The proof of Lemma 3.7 is deferred to
Appendix B, where we also discuss its tightness.

Lemma 3.7. Let ¢ > 3 be an integer, and let Xy,..., X, be independent random variables in Z.
For each i € [n] and r > 1, define p,; = max,cz Pr[X; =z (mod r)| and assume

Z (1 =ppi) > L >0 holds for all r > 3 dividing q.

1€[n]

Then for any A C Z/qZ, we have

A s odd
Pr ZXZ mOquA gq.e_QL/q2+ ’ ’/q q 7j8 1o} .
2 - max {|Aeven|> |A0dd‘} /q q 158 even,

i€[n]

where Neven = {even numbers in A} and Aogq = {0dd numbers in A}.

4 Useful Lemmas

In this section, we prove additional useful lemmas which will appear multiple times with vari-
ous parameter choices in later sections. In such generality, they may be of independent interest
elsewhere.

4.1 Total Variation Bounds

Here we prove various lemmas to control total variation bounds.
The following fact is standard, showing that two distributions close to each other remain close
after conditioning. For completeness, we include a proof in Appendix C.

Fact 4.1. Assume P is e-close to Q, and let P', Q" be the distributions of P, Q conditioned on
some event &£, respectively. Then for any function f,

2¢e
Q&)

Intuitively if the marginals of two product distributions do not match, the two distributions in
general should be extremely far apart. This intuition is generalized and formalized as the following
lemma, where we actually prove a strengthening of the above intuition that works even for non-
product distributions.

£ (P") = F(Q)|I1y <

Lemma 4.2. Let P, O, and W be distributions over an n-dimensional product space, and let
S C [n] be a non-empty set of size s. Assume

e Pls and W|g are two product distributions,
o HP]{Z-} - W|{i}HTV > € holds for all i € S, and
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e W(x) >n-Q(x) holds for some n >0 and all x.

Then ,
P — QHTV >1-2-e° 5/2/77-

Proof. By Fact 3.1, for each i € S there exists an event &; such that Pl (&) — W] (€i) > . Let
1g, € {0,1} be the indicator of event &;. Now define event € such that

& happens if and only if 3. ¢ (1¢, — Pl (&) > —e/2.
Then

P() = Pls(€) = Br

%Z (Ie, = Plry (&) = —6/2]

€S

1
=1-—Pr |- Z (]lgi — P’{z}(gz» < —6/2
Pls | 8«
ies
> 1 — e /2, (since P|g is a product distribution and by Fact 3.2)

We also have

W(E) = W|s(€) = Pr

€S
1
< Pr |- ]li—Wigi >e/2 since P;(&;) > Wlin (&) + €
or S;(g iy (€0)) /] ( (&) l{iy (€i) +¢€)
< e €2, (since W|g is a product distribution and by Fact 3.2)

Since W(x) > n- Q(x) > 0 for all x, we have

wWE) = Y W)= > Q) n=n Q&)

x:€ happens x:€ happens

which then implies Q(€) < e<"%/2 /1. Therefore by Fact 3.1, we obtain the desired bound. O

Suppose we can prove distance bounds from a distribution to a set of distributions. This should
establish distance bounds from the former distribution to any distribution inside the convex hull of
the latter set of distributions. This is characterized by Lemma 4.3, a special case of which appears
in [Vio20, Section 4.1].

Lemma 4.3. Let Py,..., P, and Q be distributions. Assume there exists an event £ and values
€1,€2,€3 such that for each i € [t],

e cither |P; — Q|lrv = 1 — &1 holds,
o or Pi(€) <e9 and Q(E) > 1 — &3 hold.

Then for any distribution P as a convex combination of P1,..., P, we have

||73—Q”TVZl—(t+1)-€1—€2—63.
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Proof. Let T' C [t] be the set of distributions such that ||P; — Q||+ > 1 —¢e1. By Fact 3.1, for each
i € T there exists an event &; such that P;(&;) — Q(&;) > 1 — 1. This means

Pi(&)>1—e1 and Q&) <e forieT.

Now define the event £ = (=€) V V;cr & Assume P = 37,1y o; - P is the convex combination.
Then

73(5/) > Zai ’Pl(gz) —|—ZO&¢ PZ(—'S) > (1 —61) . ZO&Z' + (1 — 52) . ZO[Z' > 1 — &1 — &9,
ieT i¢T ieT i¢T
since ;e @i = 1. In addition,
QEN < Q)+ Q&) <es+t-er.
i€T
Then the desired bound follows from Fact 3.1. ]

The next lemma shows that if two coupled random vectors are both individually ~-biased, they
will still have Hamming weight mismatch (even modulo an integer) as long as parts of their entries
are independent.

Lemma 4.4. Let (X,Y,Z, W) be a random variable where X, Z € {0,1} and Y,W € {0,1}}=1. Let
q > min {3,t + 1} be an integer.” Assume
e X is independent from (Z,W) and Z is independent from (X,Y),

e (X,Y) and (Z,W) have the same marginal distribution and are e-close to Uﬁ for some 7y €
(0,1/2]'Y and
< L 9=50v(t-1)/q*
=1

Then we have ,
Pr[X +|Y|=Z+|W| (mod ¢)] <1— 21 . 9=50y(t-1)/q?
q

Proof. If t = 1 then we observe that Pr[X + |Y|=Z 4 |W|] = Pr[X = Z] as ¢ > 2. Since X and
Z are independent and of the same distribution e-close to U3, we have Pr[X =1] =Pr[Z =1] €
[y —e,7 + ¢]|. Hence

PriX=Z]=Pr[X=1+1-Pr[X=1)2<(y—e)?+(1—qy+e)2<1-7/2, (1)

where we use the fact that v € (0,1/2] and € < /2.
Now we assume ¢t > 2 and ¢ > 3. Expand Pr [ X + |Y| = Z + |[W| (mod q)] as

Z PrX=2,Z=:2]Priz+|Y|=2+|W| (mod ¢)| X =2,Z = z]. (2)
z,2€{0,1}

For fixed x and z, consider the distribution of z + |Y| mod ¢ conditioned on X = z,Z = z. Since
Z is independent from (X,Y), it is the same as the distribution, denoted by P,, of x + |Y| mod ¢

9If ¢ > t + 1, then one may instead apply Lemma 4.4 with modulus ¢ + 1, since X + |Y| = Z + |W| (mod q) is
equivalent to X + |Y|=Z + |W]| for ¢ > t + 1.

Temma 4.4 holds for v € [1/2,1) as well, with v replaced by 1 —+ in the bounds. This can be achieved by simply
flipping zeros and ones of (X, Y, Z, W). This trick carries over the e-closeness to Uf,v and preserves the congruence.
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conditioned on X = x. Similarly define Q. as the distribution of z 4+ |W| mod ¢ conditioned on
Z = z (or equivalently, conditioned on Z = z, X = x).

Since (X,Y) is e-close to Z/{fy, by Fact 4.1, Py is f_ﬂy—close to Dy, the distribution of |V| mod ¢
for V. ~ Z/{fl. Similarly, Q7 is %—close to Di, the distribution of 1 + |V| mod ¢ for V ~ Z/{éfl.

Hence

Pr(lY|=1+|W|(modq) | X =0,Z=1] <1—||Po— Qilltv (by Fact 3.1)
2e 2e
<l+—+ — Do — Dy by Fact 4.1
= DDy )
4e .
§1+;—HD0—D1HTV (since v < 1/2)

<14 e 2 9=50v(t-1)/q*
)

where we apply the following claim for the last inequality. Claim 4.5 is proved in Appendix C by
Fourier analysis.

Claim 4.5. |Dy — D11y > % - 2750v(t=1)/4* for any ¢ > 3.

By our assumption on &, we now have

1
Pr(Y|=1+|W|(mod q)|X =0,Z=1]<1—=.2700-1/¢
q
The same bound holds for Pr[1 + |Y| = |W]| (mod ¢) | X = 1,Z = 0]. Plugging back into (2) and
using (1), we can upper bound Pr [X + |Y| = Z + |W| (mod q)] by
1

Pr[X = Z] 4+ Pr[X # Z] - (1 ——. 2—507<t-1>/q2> <1- L. o-50(t-1)/g?
q - 2q

as desired. O

We remark that Lemma 4.4 does not hold when ¢ = 2 and ¢ > 2, even if we assume (X,Y) =
(Z,W) = U" and t = 2: let B be an unbiased coin independent from X and Z. Then define
(X,Y,Z, W) = (X,X & B,Z,Z ® B), and one can verify that this distribution satisfies all the
conditions yet has X +Y = Z + W (mod 2) always.

4.2 Graph Elimination: Non-Connected Vertices

In this section we prove the graph theoretic results mentioned in Section 2 that aim to reduce a
general d-local function to a more structured one: a d-local function with many non-connected
output bits.

Recall the notation and terminology for bipartite graphs from Section 3. In particular, recall
that d-left-bounded means each of the left vertices has degree at most d, and two left vertices
are non-connected if they are not both adjacent to the same right vertex. We show that a d-left-
bounded bipartite graph G = ([n], [m], E') has many non-connected left vertices after removing few
right vertices.

Let 8,\ > 1 be parameters (not necessarily constant). We formalize the desired property as
the following Property 4.6 with parameters 3, A.
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Property 4.6. There exists S C [m] such that deleting those right vertices (and their incident
edges) produces a bipartite graph with r non-connected left vertices satisfying

\S]S% and 1>

>3

Assuming Property 4.6 is false, we prove the following graph elimination result to show that we
can remove many edges by deleting few right vertices. Later we will iteratively apply this with a
proper choice of relation between 5 and A to show that actually Property 4.6 always holds.

Lemma 4.7. Assume Property 4.6 does not hold for a particular choice of (not necessarily constant)
parameters B, A > 1 and d-left-bounded bipartite graph G = ([n],[m], E) with d > 1. Let U C [m]

be of size at most n/a. Define
Cmindn X (3)
5T " od 2B [

If s > 1, then there exists V C [m]\ U of size at most n/s and ;.\, degq(j) > n/2.

The proof exploits that unless such a V exists, there are many small neighborhoods. If so,
we can find many non-connected left vertices by a simple greedy argument, contradicting to the
assumption that Property 4.6 is false.

Proof of Lemma 4.7. We first remove right vertices (and their incident edges) in U to obtain graph
G'. Note that degq(j) = degq(j) holds for any j € [m]\ U. Hence for simplicity we use deg(j) to
denote both of them.

For each i € [n], we say Ng/ (i) is a small left neighborhood if every j € Iq (i) satisfies
deg(j) < s. Since G is d-left-bounded, each small left neighborhood has size less than d - s.
Let A = {je[m]\U: deg(j) > s}. Then each j € A prevents deg(j) left neighborhoods from
being small, which means that the number of small left neighborhoods is at least n — jeA deg(j).
If > .cadeg(j) > n/2, then we have the following cases:

e if |A| < n/s, then Lemma 4.7 follows by setting V = A,

e otherwise |A| > n/s. Then we pick an arbitrary set V' C A of size |[n/s|. Since deg(j) > s
for all j € ADV, we have .\ deg(j) > s-[n/s] > n/2 for any 0 < s <n.

Now we assume ) ;. 4 deg(j) < n/2, which means that we have at least n/2 small left neighbor-
hoods. We will show that this cannot happen.

Observe that two left vertices in G’ are non-connected if and only if one is not in the left
neighborhood of the other. Since d,s > 1, among the left vertices with small left neighborhoods,
we can find at least

:
| =
»

n
2
~~
#i: N (2) is small [Ny (i)|<d-s
of them that are not connected to each other. If Property 4.6 is false, we must have

E>|U|>£— "o r=— <l
a B 2dsp C2s A

However by our choice (3) of s, we now have a contradiction. O

We now show that Property 4.6 always holds if A is not too small with respect to 5 and d.
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Corollary 4.8. Let 5,\ > 1 be parameters (not necessarily constant), and let G = ([n], [m], E) be
a d-left-bounded bipartite graph with d > 1. If

A>2d-(2df +1)%,
then Property 4.6 holds for G.

Proof. If n < )\, then we can simply pick an arbitrary left vertex in G and set S = (),r = 1 for
Property 4.6. Now we assume n > X\ > 2d - (2d3 + 1)?¢ and Corollary 4.8 is false.
We will apply Lemma 4.7 iteratively. For convenience, we define

o= (2dB+1)%1.2dB and  s; = (2dB+1)% fori=0,1,...,2d.

Notice that for each i = 0,1,...,2d, we have

_ Ao o

s; > 1 and mm{n’Qd’Zdzﬁ}ZQdiB:si' (4)

Let Up = ). For each i =0,1,...,2d, we apply Lemma 4.7 to U; with «; to obtain V;, then set

Uit1 = U; UV;. Now we prove by induction that |U;| < n/a; and |V;| < n/s;, which establishes the

validity of the above process. The base case i = 0 is |U;] = 0 < n/a; and |V;| < n/s; by (4). For
the inductive case ¢ > 1, we have

n n

+
Qi1 Si—1 QG

\Us| = |Ui—1| + |Viea| <

by the induction hypothesis and our choice of a;_1,s;—1,a;. Then the size bound on |V;| follows
again from (4). This completes the induction.
Note that by Lemma 4.7, we have

2d
D degg(h) =D degg(j) = (2d+1) - n/2,
J€U2441 =0 jeV;

contradicting the fact that G has at most d - n edges, as it is d-left-bounded. Hence Corollary 4.8
must be true. O

We will apply this result in the proof of Proposition 5.6 to show that we can find many inde-
pendent output bits of a d-local function by conditioning on only a few input bits. In addition, in
Appendix A.1, we will show that the bound in Corollary 4.8 is essentially tight.

4.3 Graph Elimination: Non-Connected Neighborhoods

Similar to Subsection 4.2, here we aim to reduce a general d-local function to one having many non-
connected neighborhoods of small size by deleting a few input bits. However the situation here is
much more complicated than the one in Subsection 4.3, particularly because in later applications, we
will impose different constraints between the number of input bits and the number of non-connected
neighborhoods.

Let A\, k > 1 be parameters (not necessarily constant) and G = ([n], [m], E) be a d-left-bounded
bipartite graph. Let F(-) be a function to be chosen based on later applications. We will require
that G has many non-connected left neighborhoods after removing few right vertices, formulated
as the following property.
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Property 4.9. There exists S C [m] such that deleting those right vertices (and their incident
edges) produces a bipartite graph with r non-connected left neighborhoods of size at most t satisfying

|S|§L and 1>

d t<k.
FiD) an <k

>3

Similar to the previous section, we prove the following graph elimination result, which shows,
under the condition that Property 4.9 is false, we can remove many edges by deleting few right
vertices.

Lemma 4.10. Assume Property 4.9 does not hold for a particular choice of (not necessarily con-
stant) parameters \,k > 1 and d-left-bounded bipartite graph G = ([n],[m], E) with d > 1. Let
U C [m] be of size at most n/«, and let s be another parameter. If

1§3§min{n,g} and 1<a<2\-F(d-s) and In(a-d)>8d*s*-F(d-s), (5)

then there exists V. C [m] \ U of size at most n/s and 3_ ;.\ degq(j) = n/2.

The proof is similar to the proof of Lemma 4.7 and exploits that unless such a V exists, there
are many small neighborhoods. If so, consider taking S = {v € [m] : deg(v) > ¢} in Property 4.9.
Since we removed the vertices of high degree, a small neighborhood cannot be connected to too
many others. Hence, unless this S satisfies Property 4.9, it must be that S is large. However, this
implies there are many right vertices of large degree, violating our total degree bound.

Proof of Lemma 4.10. We first remove right vertices (and their incident edges) in U to obtain graph
G'. Note that degq(j) = deger(j) holds for all j € [m] \ U. Hence for simplicity we use deg(j) to
denote both of them. For each i € [n], we say N¢ (i) is a small left neighborhood if every j € I (4)
satisfies deg(j) < s. Since G is d-left-bounded, each small left neighborhood has size less than d - s.
By the same argument in the proof of Lemma 4.7, the lemma holds unless there are at least n/2
small left neighborhoods, so assume this to be the case. We will show this cannot happen.

Let K be a parameter to determine later. For 1 < /¢ < K, let By = {j € [m|\ U: deg(j) > ¢}
be the set of right vertices with degree at least £. If we remove B, from G’ and obtain H, every
small left neighborhood N (i) is connected to

< ds - d, - L - d - s = d’s*¢
~~

~— ~— ~— ~—
VENg (i) jelg@’) i Ig(i)3j §'ely@’) i : Iy (i")35"

small left neighborhoods. Since there are at least n/2 small left neighborhoods and d, s, ¢ > 1, we

can find
n

DYEIY]
non-connected small left neighborhoods, each of which has size less than d - s. Setting

a
K= %
4d3s2F(d - s)’

we obtain
n  2n-F(d-s)

> =
"= OB2K « ’

so (5) implies
t=d-s<k and 7"2%.
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If Property 4.9 is false, we must have

T n

F(t)  2d3s2F(d-s) -0’

\U| + |Be| >

since the other conditions are satisfied by (6). Therefore, by (5) and (6), we have

mn n
B , L .
Bl > S 5) @ o ABE(d ) 0

3

where the last inequality follows from
4d3s*F(d - s) - £ < 4d®s*F(d - s) - K = o
Now we sum over'! 1 < /¢ < |K| and obtain

n n K n-In(K)
B > — = —
2. 1Bl> 3 Ad3s2F(d-s) - = 4d3s2F(d - s) /1 (VT WEd )
1<(< | K| 1<U<|K |

Since G’ is d-left-bounded, we also have

Z |By| < Z {j € [m]\ U: deg(j) > ¢}| = number of edges in G’ < d - n.
1<0<| K| 1

At this point, we obtain the relation

i In(K) 1 | e
= -n|{ ———
Ad3s2F(d-s)  4d3s2F(d - s) 4d3s2F(d-s) )’

or equivalently, K - In(K) < ad. Since a,d > 1, this implies K < 1112&'.‘2), ie.,

In(a-d) < 8d*s*- F(d - s),
which contradicts (5). O

Similar to Corollary 4.8, we also show that Property 4.9 holds if A, x are not too small with
respect to d and the function F.

Corollary 4.11. Let \,k > 1 be parameters (not necessarily constant), F(-) be an increasing
function, and G = ([n], [m], E) be a d-left-bounded bipartite graph with d > 1.
Define

F(z)= % ~exp {32d'2? - F(2d - z)} . (7)

Assume H(-) is an increasing function and H(z) > F(z) for all x > L where L > 1 is some
parameter not necessarily constant. If H(x) > 2x for all x > L and

F(z) > 1 holds for all z>1 and x> \>d- H?*2(L), (8)

where H®) is the iterated H of order k'2, then Property 4.9 holds for G.

11 the following inequality we do not need to assume K > 1, since otherwise LHS = 0 > RHS already holds.
W (2) = H(z) and H® (z) = HH*Y (z)) for k > 2.
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Proof. The proof is similar to the one for Corollary 4.8. If n < A, then we can simply pick an
arbitrary left vertex in G and set S = (),r = 1,¢t = n for Property 4.9. Now we assume n > \ and
Corollary 4.11 is false.

We will apply Lemma 4.10 iteratively. For convenience, we define

o = HP?2=0(1) and  s;=2- HF0(L) fori=0,1,...,2d.
Since H is increasing and H(z) > 2x for x > L, we have
L<H(L) =agg < agg1 < <apg=H(L). (9)
Similarly
2. L<2 -H(L) = s5g < $9q_1 < -+ < s9=2-H?H) (L) < HZ+2)(1), (10)

Let Uy = (). For each i =0,1,...,2d, we apply Lemma 4.10 to U; with «; to obtain V; with s;,
then set U; 11 = U; UV;. To show the validity of the process, we first verify the following relations:

1 <s; <min {n, g} and 1<o; <2\-F(d-s;) and In(a;-d)>8d*s?- F(d-s;). (11)

o The firstoneisdueto1 <2-L <s; < 2-H(2d+1)(L) <A<nandk/d> H(2d+2)(L) > s; by
(10) and (8).

e The second one is due to 1 < L < oy < HCH2(L) < X and F(d-s;) > 1 asd-s; > 1 by (9)
and (8).

e The third one is equivalent to verifying
1 ~
0 > - exp {812 F(d-s)} = Fsif2),

where we recall the definition of F' from (7). Since H(z) > F(xz) for > L and s;/2 > L from
(10), we have N A
F(si/2) < H(si/2) = H?270(L) = o

as desired.

Given (11), we prove by induction that |U;|] < n/a; and |V;] < n/s;. The base case i = 0 is
|Ui| =0 < n/a; and |V;| < n/s; by (11). For the inductive case i > 1, we have
n n n n n n

Ui| = |U;— Vi1 < = ;
Us| = |Ui—a| + [Via a1 s H(2d+3—z)(L)+

2. H(2d+2-0) (L) = H(2d+2=9)([) o

where the second inequality used the fact that H(z) > 2z for x > L. Then the size bound on |Vj|
follows again from (11). This completes the induction. Finally we obtain the same contradiction
from the total number of edges as in the proof of Corollary 4.8. Hence Corollary 4.11 must be
true. O

Observe that in Corollary 4.11, even if F is a constant function, F' (and hence H) will grow
faster than an exponential function. This implies that the lower bound on x and A will (at least) be
a tower-type blowup in d. We emphasize that this is surprisingly inevitable and will be elaborated
in Appendix A.2.
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5 Lower Bounds

In this section, we prove lower bounds for a variety of distributions related to Hamming slices.
Subsection 5.1 contains lower bounds for y-biased distributions. Subsection 5.2 contains lower
bounds for single Hamming slices of weight yn when ~ has binary representation error, and in
Subsection 5.3, we extend the analysis to the general case of v. We conclude by proving lower
bounds for sampling from periodic Hamming slices in Subsection 5.4.

5.1 Biased Distributions

Recall that DI is the y-biased distribution on {0,1}". In this section we show that if v is not
close to a dyadic number, then local functions cannot produce distributions close to DJ. After
proving this result, we learned it is implicit in [Viol2a, Vio23]. However, we do not find references
explicitly giving such bounds, and the techniques used in proving this result will be generalized to
other cases. Therefore we include a complete proof here.

Definition 5.1 (Binary Representation Error). For each ¢ € N, we use err(v,t) to denote the
minimum distance of v to an integer multiple of 27¢. In particular, given a binary representation
of v as v =Y ,c7 ai - 2 where each a; € {0,1}, we have

err(y,t) = min { Z a; - 2, Z(l —a;) - 21} .
i<—t i<—t
It is easy to see that 0 < err(v,t) < 27'~1. A concrete non-trivial example is err(1/3,¢) > 272
for all ¢ > 0, since 1/3 has binary representation Y, 2.
Fact 5.2. Let f: {0,1}™ — {0,1}" be a d-local function. Then the marginal distribution of f(U™)
on any single output bit is err(y,d)-far from Z/{vl.

Fact 5.2 already shows that f(U™) is err(v, d)-far from U. Our goal is to boost the distance
closer to 1.

Theorem 5.3. Let f: {0,1}"™ — {0,1}" be a d-local function, and let 0 < v < 1 be a parameter.
If err(,d) > § for some 6 > 0, then

@) gy =1 - 4-exp {—n- 617}

We first consider a simple case where we can find many output bits that do not correlate with
each other. For example, this happens when every input bit influences few output bits.

Definition 5.4 ((d,r)-Local Function). We say ¢: {0,1}™ — {0,1}" is a (d, r)-local function if g
is a d-local function with r non-connected output bits.

Proposition 5.5. Let g: {0,1}" — {0,1}" be a (d,r)-local function. Then

err(y,d)? - r } .

R B e

Proof. The bound is trivial when r < 1. Hence we assume r > 1. By rearranging indices, we
assume without loss of generality that 1,2,...,r are non-connected output bits. We will apply
Lemma 4.2 with

P=gU™), Q=W=U], S=]r].
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Observe that P is a product distribution marginally on S, since 1,2,...,r are non-connected.
Additionally by Fact 5.2, we have

[Pl = Wliapllqy = err(v.d) = e.
Then the desired bound follows from Lemma 4.2 with n = 1. O

We next show that any d-local function f can be made (d,r)-local by restricting a few input
bits.

Proposition 5.6. Assume err(y,d) > 0. Let f: {0,1}™ — {0,1}" be a d-local function with d > 1.
Then there exists a set S C [m] such that any fixing of input bits in S reduces f to a (d,r)-local
function g, where

err(y,d)? - r

2d+1
err(y,d)’
< _— .
R

d >n-
an r_n( 164

Proof. Recall the graph theoretic view of the dependency relations in f. We apply Corollary 4.8
with 8 = 4/err(vy,d)? and A = (4dB)??+1, O

Now we prove Theorem 5.3.

Proof of Theorem 5.3. Recall that err(y,d) > § > 0 and err(y,d) < 27971, We assume d > 1, as
otherwise the theorem is trivial. By Proposition 5.6, we find a set S C [m] such that any fixing p
of input bits in S reduces f to a (d,r)-local function f, where

5 .r n

and 7"2 W

18] <
Then for each f,, we apply Proposition 5.5 and obtain that

>1—92.e007/2,

pr(u[m}\s) - TV

Note that f(U™) =E, [f,,(u[m}\s)] where p ~ U°. By Lemma 4.3 with {fp(u[ml\s)}p U, and

g1 = 2. 6_52’74/2, E9g = €3 = 0, &= @,

we have
[fU™) Uy 21— (2'5‘ + 1) 9. T/2 > 1 g /A
5% n
>1—4- —
= eXp{ 4-(16d/52)2d+1}
21—4fm{—nﬁmﬂ (since d > 1 and § < 2-9-1)
as desired. 0
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5.2 A Single Hamming Slice: The Non-Dyadic Case

The argument in Subsection 5.1 works beyond ~-biased distributions. Here we generalize it to the
Hamming slice setting, the proof of which introduces new ideas to handle non-product distributions
and will be useful later.

Let Dy, be the uniform distribution of binary strings of length n with Hamming weight k. Define
v = k/n. Our goal here is to prove local function cannot sample from Dy when ~ has large binary
representation error. This is similar to Theorem 5.3 which replaces Dy, by the y-biased distribution.

Theorem 5.7. Let f: {0,1}"™ — {0,1}" be a d-local function, and let 1 < k <n—1 be an integer.
Define v = k/n. If err(v,d) > § for some 6 > 0, then

| fU™) = Dgllyy =1 —4vV2n- exp{—n . 540d} )

Following the previous framework, we first prove the distance bound for (d,r)-local functions
analogous to Proposition 5.5. However unlike (£} there, we have Dy here. Though marginally every
bit in Dy is exactly 7y-biased L{%, the distance between Dg|s and Z/I,YS enlarges quickly when |S|
grows. Nevertheless, we can use U as a proxy between our distribution and Dy. The crucial point
is that U} and Dy, are not far from each other in the multiplicative sense, though they have total
variation distance roughly 1 — 1/4/n (for constant 7).

Proposition 5.8. Let g: {0,1}™ — {0,1}" be a (d,r)-local function. Then

err(v,d)? - r} _

o™ = Dillry > 1~ 220 - exp { -0

Proof. The bound is trivial when r < 1. Hence we assume r > 1. By rearranging indices, we
assume without loss of generality that 1,2,...,r are non-connected output bits. We will apply
Lemma 4.2 with

P=gU™), Q=Dy, W=U;, S=]l

Note that P is a product distribution on S. By Fact 5.2, we have
HP|{i} n W’{i}HTV > err(y,d) = .

To apply Lemma 4.2, it remains to bound 7 = mingcgpp(0) W(2)/Q(z). For any x € supp (Q), we
have

QAz) = oy = and W(z) =" (1—9)" " =7 (1= 707",

By Fact 3.5, we have

= min W) > L > L
T sesupp(0) Qlx) ~ /8yn(l—7~) — V2n
Applying Lemma 4.2 gives the desired bound. O

Remark 5.9. It is possible to improve the construction of W in Proposition 5.8 to get a better
bound of 7. To see this, we can obtain W as follows: first we sample bits in S according to Z/lf ,
then we complete the other coordinates [n] \ S by the distribution of Q = Dy, conditioned on the
sampled bits in S.

As such, n will be the minimum ratio of Z/{:Yg(x) and Dy|s(z) for € {0,1}. Note that if |S] is
not too large, then 7 will not be too small. For example, if v is constant and |S| < n, then one
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can show that 7 > Q(1). Since later in Proposition 5.6 we indeed have relatively small |.S], this is
the typical case that matters to us.

We choose our current presentation for simplicity. Moreover this improvement is only a factor of
poly(n) in terms of applications after combining everything, ultimately subsumed by exp {—Q4(n)}.

We use the same Proposition 5.6 to convert d-local functions to (d, r)-local, and apply Lemma 4.3
to put them together.

Proof of Proposition 5.8. The argument is almost identical to the proof of Theorem 5.3, except
that now we have ,
€1 =2V2n - e 07T/2,

Combining Proposition 5.6 and Lemma 4.3, we have

5.3 A Single Hamming Slice: The General Case

In the previous section, we showed that local functions cannot sample from Dy when v = k/n
has large binary representation error. In particular, this shows D,, /3 is not locally sampleable. In
this section, we aim to address the general case of Dy, where we do not gain advantages from the
non-dyadic numbers.

A concrete example is k = n/2. The coordinatewise-independent version of D,, /5 is simply U",
which can be exactly sampled by a 1-local function. However this does not seem to generalize:
D,y is (1 — ©(1/4/n))-far from U™. We will show that this is actually the best possible strategy.

We will prove the following more general statement, which works for all o(n) < k < n/2. To
build intuition, specific instantiations can be found in Theorem 1.1 and Theorem 1.2.

Theorem 5.10. There exists a universal constant k > 1 such that the following holds. Let'
1 <k<n/2andlet f: {0,1}" — {0,1}" be a d-local function. Define v = k/n and let 6(n) be
arbitrary. If O(n) > k and

d < log"(0(n))/60 and log*(1/4) < log"(6(n))/2,

then
[fU™) = Dillry > 1 —0(n)/vn.

We remark that the analysis in this section generalizes to multiple Hamming slices, with a loss
of the union bound on top of the /n that scales linearly with the number of slices. This will be
clear in the anticoncentration analysis (Lemma 5.15) which works equally well in the generalized
setting.

In addition, the bounds in Theorem 5.10 are asymptotically tight when we set 6(n) to be a fixed
constant sufficiently large. This is because the 27 -biased distribution over n bits is (1 — ©4(1/y/n))-
close to D,, /ot, where the former can be sampled by a ¢-local function.

To prove Theorem 5.10, we first consider a simpler setting where we are given a d-local function
with many non-connected neighborhoods of small size. For intuition, one can view it as the case
where every input bit influences few output bits.

13By flipping zero and one, sampling from D, is equivalent to sampling from D,_x. Therefore Theorem 5.10 also
holds for k > n/2 with ~ replaced by 1 — ~.
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Definition 5.11 ((d,r,t)-Local Function). We say g: {0,1}"™ — {0,1}" is a (d, r, t)-local function
if g is a d-local function with » non-connected neighborhoods of size at most ¢.

We remark that the notion of (d,r,t)-local generalizes the notion of (d,r)-local in the previous
section. There, the analysis depended on individual bits having incorrect bias, but now we consider
a more subtle exploitation. In particular, we need both the distribution over the neighborhood
N(i) to be close to uniform and resampling to not substantially change the sum. (This latter
property implies the distribution of the sum conditioned on ¢ = 0 is approximately the same as
conditioned on i = 1.) However, this trade-off alone gives only a small error in total variation
distance to amplify; we need many independent neighborhoods (rather than just independent bits).
This independence follows from non-connectedness.

The following proposition concerns lower bounds for (d,r,t)-local functions. It is similar to
Proposition 5.8 and will be proved later.

Proposition 5.12. Let g: {0,1}™ — {0,1}" be a (d,r,t)-local function and define Py = g(U™).
Then there exists a universal constant C > 1 such that either

2. C . $1/4

Then we show that any d-local function f can be turned into a (d,r,t)-local function g by
restricting a few input bits. Note that this is for some values of r and ¢, which might depend on
the function f. For intuition, one can think of d,~,C' as constants, then we will obtain r = Q(n)
non-connected neighborhoods of size at most ¢ = O(1) by restricting way fewer than r input bits.
This result is similar to Proposition 5.6.

,
Py — Drllty =1—Cv/n-exp {—’é 5 } or  Py(supp (Dy)) <

Proposition 5.13. Let C' > 1 be an integer parameter and let f: {0,1}™ — {0,1}" be a d-local
function with d > 1. Then there exists a set S C [m] such that any fixing of input bits in S reduces
f to a (d,r,t)-local function g where

v r n

d >
20t " "= towa(20d + log*(1/7) + C)

15| < and t < tows(20d + log*(1/7) + C).

Proof. Recall the graph theoretic view of the dependency relations in f. We will apply Corol-
lary 4.11. Setting F(x) = 2C - 2/~? gives

~ 1 128d°C' - 2

Define H(z) = 22" and let L = 10 - log(d) + 30 - log(1/7) + 2 - log(C). By setting
k= A= towz(20d + log*(1/7) +C) > d - H(2d+2)(L),

the conditions in Corollary 4.11 are satisfied, where we used the fact that v < 1/2 and d,C > 1.
This implies that Property 4.9 holds for the dependency graph of f with parameter A, &, F'. O

Finally, we convert lower bounds for (d, r,t)-local functions to d-local functions via Lemma 4.3
as before.

Proof of Theorem 5.10. Let C > 1 be the universal constant in Proposition 5.12. Without loss of
generality we assume it is an integer. Define k = towy(60C"). If d < C, then we can simply set d = C,
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since a d’-local function is also d-local if d > d’. Since we assumed that 0(n) > k = tow2(60C),
setting d = C still satisfies the condition d < log*(6(n))/60. From now on we safely assume d > C.
By Proposition 5.13, we find a set S C [m] such that any fixing p of input bits in S reduces f
to a (d,r,t)-local function f, where
2 n

VT .
S| < d r> d < tows(20d + log*(1/7) + C).
Sl<acs ™ T2 G Ed T eg (i) o) TS tome(0dFleaT1/7) +0)

Since a (d, r, t')-local function is also (d, r, t)-local if t > ¢/, we may assume t = tows(20d+log™(1/7v)+
C). Now for each f,, we apply Proposition 5.12 and obtain that

. v C - t1/4
either Hpr HTV >1-Cyn- exp{ o1 } or Py, (supp (Dy)) < A

Note that f(U™) = E, [f,(U"™\)] = E,[Py,] where p ~ 4. By Lemma 4.3 with {Py,} , Dy, and

2.p C - tl/4
:C\/ﬁexp{_ét} €2 = ,7,7‘,’“7 ez =0, gzsupp(Dk)v
we have
2. C . /4
my _ >1_ (92l . . _rert
150 = Dillry = 1= (2 +1) v e {7} - S
2. 41/4
yr C-t
>1_2C\/ﬁ'eXp{_2C~t}_ — (since 2Ct)
n t? )
21_20\/ﬁ.exp{—t—3}—% (since r > 520212 and r > 5;2;)
43
>1- 36\}; . (since e * < 1/x)
Observe that
t < towa(21d + log*(1/7)) (since d > C)
< towa(|log*(#) - 0.9]) (since d < log*(6)/60 and log*(1/v) < log*(0)/2)
< tows(log*(6) — 5) (since 0 > k = towz(60C) > towz(60))
= tows(log*(log® (6))) < glog® (6) (since tows(log™(z)) < 2%)
< (0/3C)V/3, (since 6 > tow,(60C))
Hence || f(U™) — Dgllqv > 1 — 60/+/n as desired. O

Now we prove lower bounds for (d,r,t)-local functions.

Proposition (Proposition 5.12 Restated). Let g: {0,1}"™ — {0,1}" be a (d,r,t)-local function and

define Py, = g(U™). Then there exists a universal constant C' > 1 such that either
2 1/4

y5 C-t
Py — Dllty =1 —Cv/n-exp {— o1 } or  Py(supp (Dy)) < AT

Recall that v = k/n € [1/n,1/2]. Let € € [0,1] be a parameter to be optimized later. For each
neighborhood N (i) = Ng4(i) of size s; = |N(i)|, we classify it into one of the following two cases:
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e Type-1. Py|n(; is not e-close to U3
e Type-2. Py|n() is e-close to Ui

Intuitively a Type-1 neighborhood means the marginal Py, on N (i) is far from the 7-biased dis-
tribution. If we find many Type-1 neighborhoods, we can prove the distance bound analogous to
Proposition 5.8.

On the other hand, the output distribution of a Type-2 neighborhood is close to y-biased, in
which case the previous argument fails. Then we show that these neighborhoods are somewhat
independent and it is unlikely for them to sum to a fixed value.

We first prove that P, is far from Dy, if there are many small non-connected Type-1 neighbor-
hoods. The intuition is that the local view of Dy should be y-biased.

Lemma 5.14. Assume there are v’ > 1 non-connected Type-1 neighborhoods. Then
1Py — Dillpy = 1 —2v2n - exp {—e*'/2} .

Proof. The proof is similar to the one for Proposition 5.8. The only change is to work with non-
connected neighborhoods instead of non-connected output bits. By rearranging indices, we assume
without loss of generality that N(1),..., N(r’) are non-connected Type-1 neighborhoods of sizes
SlyenySpr.

e will apply Lemma 4.2, for which we define P, Q, S, W. Let R = [n] \ (N(1)U---N(r')) be
the rest of the output coordinates.

e Define P as P, but grouping each N (i) for i € [r'] and R as coordinates. That is, P now is a
distribution over a product space of 7' + 1 coordinates, where P|;; = Py|n(;) is over {0, 1}
for i € [r'] and P41y = Pylr-

e Define Q as Dy, but also grouping each N (i) for i € [r'] and R as coordinates.

e Define S = [r].

e Define W as U7} but also grouping each N (i) for i € [r'] and R as coordinates.
Observe that W|s = X, qU5i is a product distribution and P|s = X, 4 Pyln () is also a product
distribution since N(1),..., N(r') are non-connected.

Since each N (i) here is Type-1, we have H73|{Z~} — W|{i}HTV > ¢. Note that W is the v-biased
distribution with v € [1/n,1/2]. Therefore for any x € supp (Q), we have

W@) _ (1 = 3= < . >

Q(x) ™
where we recall that Q = Dy, = D,,,. Then by the same calculation in the proof of Proposition 5.8,
we can set 7 = 1/v/2n in Lemma 4.2 and obtain the desired bound. O

We note that the same improvement idea described in Remark 5.9 also works here. Now we turn
to the second case where there are many small non-connected Type-2 neighborhoods. In this case,
we show that with high probability the sampled binary string from P, does not have Hamming
weight k via anticoncentration inequalities.

Lemma 5.15. Assume there are ' > 1 non-connected Type-2 neighborhoods of size at most t. If

.
e < o8 vi’ then

1/4
Py(supp (D)) < O <\/tﬁ> :

31



Proof. By rearranging indices, we assume without loss of generality that N(1),..., N(r') are non-
connected Type-2 neighborhoods of sizes 1 < sq,...,s+ < t. Recall that I(i) = I4(i) is the
set of input bits that the i-th output bit depends on. We sample a random Z ~ U™ and let
(X1, X0) = 9(2).

Let R=[m]\ (I(1)U---UI(r")). Since (X1,...,X,) has its marginal equal to Py, we have

Py(supp (Dy) =E |Pr | 3 Xi=Fk|p||, (12)
1€[n]

where p ~ {0,1}f and the condition on p means that Zj = p; for all j € R. We will use Fact 3.4

to upper bound the above probability for most p’s. To this end, we decompose Zze[n X, into
K + Zee[w] Ay, where

K = Z X; and Ag: Z X;.
i€ N(1)U—-UN () iEN(0)
Observe that if i ¢ N(1)U---U N(r'), then I(i) C R and thus K is fixed given p. For each ¢ € [r/]
and p € {0, 1}, define the random variable

Ppt = maxPr[A;=c|p].

We will use Lemma 4.4 to prove an upper bound on p, in expectation.

Claim 5.16. E, [(p,)?] <1— W holds for all ¢ € [r'].

We first conclude the proof of Lemma 5.15 assuming Claim 5.16. Firstly by Jensen’s inequality,

~ y
Bl =ppd 21— [Blppe)? _\/1_W2128\f'
)

Since N(1),...,N({) are non-connected, each A, depends on disjoint parts of Z. Thus each p,
depends on dlsJ01nt parts of p, which means they are independent. Since each p,, € [0,1], by
Fact 3.3 with 0 = 1/2 we have

we have

P 1- L < v Vo 13
r e — .
g g[;]( PS5 128\f B Xp{ 1024ﬁ}‘ Ve "
We say p is bad if the above event happens, and good otherwise. Then we have
(1/4
Py(supp (Dx)) <O +Pr K+ Ay =k|pis good (by (12) and (13))
g i Py
t1/4
<0 p is good (by Fact 3.4)
VT \/Zee — Dpyt)
(174
=0
as desired.

Now we prove Claim 5.16.
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Proof of Claim 5.16. Recall that (Xi,...,X,) = ¢(Z) for a random Z ~ U™, and let I, =
Uien(o 1(i). Then Ay = 37, v Xi depends only on bits of Z in I;. Since N(1),..., N(r') are non-
connected, I, N I(i) = () holds for all ¢ # £. This means the distribution of A, conditioned on Z;’s
for j € [m]\ I(¢) is the same as if we only condition on Z;’s for j € R = [m]\ (I(1)U---UI(r")) D
Iy \ I(¢). Therefore

2

E 1= E max Pr X,=c|Z;:j¢ I . 14
2 [(pp)’] =, B |me g@) j:d ¢ 1(0) (14)

We sample Z' ~ U™ conditioned on Z} = Z; for all j ¢ I(£). In other words, we randomly flip
bits in I(¢) of Z to obtain Z'. Define (Y1,...,Y,) = g(Z’). Then for any value ¢, we have

2
> Xi=c|Zj:j¢I)| =Pr Z Xi= Y Yi=c|Z:j¢I(l)
iEN(0) LieN(0) iEN(0)
(X’s and Y’s are conditionally independent)

ngX—zyam<>

ZEN 1EN(L

Putting into (14), we have E, [(p,¢)?] < Pr [ZiGN(@ Xi=2ien YZ}

By rearranging indices, we assume N (¢) = [¢]. Now we apply Lemma 4.4 to (A, B,C, D) with
q = 8[v/~t], where A= X,,C =Y, and B=(Xq,...,Xp_1),D = (Y1,...,Yp_1). This holds since
I(¢) is resampled in Z’, which decouples A = X, from (C,D) and C from (A, B). In addition,
(A, B),(C, D) have the same marginal distribution of Pgy|y(), which is of Type-2, i.e., e-close to
Ll;’f. Since sy < t and

T gD/ s Y

4q ~ 2t

N |

94
> > ¢
T 128Vt T

Lemma 4.4 implies

Ig[(pp,g)ﬂ <Pr| ) Xi= ) Y| =Pr[A+|B|=C+|D]
iEN(£) iEN(£)

<Pr[A+|B|=C+|D d 1- 1
<Pr[A+|B[=C+[D| (mod g)] < ™

as desired.

At this point, we are ready to prove Proposition 5.12.

Proof of Proposition 5.12. Firstly we note that the bound trivially holds when r» < 1. Hence we
assume now r > 1. We set ¢ = ﬁ\/{ and let C' be a universal constant sufficiently large. By
Definition 5.11, there are r non-connected neighborhoods of size at most ¢. If [r/2] of them are

Type-1, then we apply Lemma 5.14 with ' = [r/2] and obtain

2.
[Py = Dillry = 1= 2v2n -exp {~e*r/4} > 1 - c\/ﬁ.exp{_vc Z}
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Otherwise there are [r/2] of Type-2, and we apply Lemma 5.15 with 7' = [r/2] to obtain

5.4 Periodic Hamming Slices

In the last section, we proved lower bounds for sampling a single Hamming slice. Our technique is
robust enough that it also works for uniform distributions over multiple Hamming slices. Here we
illustrate with periodic Hamming slices.

Let ¢ > 3 be an integer, and let A C Z/qZ be a non-empty set. We define the distribution Dy A
to be the uniform distribution over z € {0,1}" conditioned on |z| mod ¢ € A. We will show that,
under moderate conditions on ¢ and A, local functions cannot effectively sample from Dy A.

Theorem 5.17. Let ¢ > 3 be an integer, and let A C Z/qZ not empty. Define n = |supp (Dgn) | -
27", Let f:{0,1}™ — {0,1}"™ be a d-local function. Then

6¢ n IA|/q q 1s odd,
U™ — D >1— —-exps ——5———— ¢ —
[f@™) o Allry = n p{ Q- tow2(18d)} {2 -max {|Aeven|, |[Aodd|} /a4 q is even.

We note the following simple lower bound for 7, which implies that Theorem 5.17 gives non-
trivial bounds for all ¢ < Og4(y/n).

Claim 5.18. 5 > 279°/"/\/2n.

Proof. The bound is trivial when ¢ = n. Hence now we assume ¢ < n — 1. Since A # (), at least
one Hamming slice with weight in [(n —¢)/2, (n+ ¢)/2] will be included in supp (Dg,a). By Fact 3.5
and Fact 3.6, we obtain

n. n (’H(%—ﬁ)—l)% n —a*/n n.

We also remark that the bound in Theorem 5.17 is essentially tight for g not extremely large:

e If g = 2, then we can perfectly produce Dy (g} by a 2-local function (x1 Dz, LoD T3, ...y Ty 1D
Ty, Ty © 1), and similarly for Dy 11y.

e If ¢ > 3 is odd, then we can produce U" by a 1-local function, which hits A with probability
roughly |Al/q.

e If ¢ > 3 is even, then we can produce D, rp} as described above, which is roughly uniform
over even numbers in Z/qZ after modulo q. Thus we hit Aeven with probability |Aeven|/(q/2).
Similar construction using Dy 11y will achieve the distance bound 1 — [Acqd|/(q/2)-

The proof of Theorem 5.17 follows the same paradigm as the previous section. We first give
bounds for (d,r,t)-local functions. The proof of the following proposition is presented at the end
of the section.

Proposition 5.19. Let g: {0,1}"" — {0,1}" be a (d,r,t)-local function and define Py = gU™).
Then either ,
Py = Dgallqy =1 ——-exp {—2*28”19 . 7-} )
n

or

. 27146410 A odd,
i <3 T f0 q

q2 2. maX{|Aeven|7 |Aodd|} /q q even,
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Then we prove the following graph elimination result tailored for the parameters in Proposi-
tion 5.19.

Proposition 5.20. There exists a set S C [m] such that any fixing of input bits in S reduces f to
a (d,r,t)-local function g where

r
|S] < 52818 and r and t < tows(16d).

> "
- tOW2(16d)

Proof. The statement is trivial when d = 0 since then we can set S = (),r = n,t = 0. For d > 1,
we apply Corollary 4.11. Set F(z) = 22871 Then

1
F(z) = g xp {32d4a:2 . 256d$_18} .

Define H(z) = 22*" and let L = 10d. By setting
K=\ = towy(16d) > d - H?F2) (L),

the conditions in Corollary 4.11 are satisfied. This implies that Property 4.9 holds for the depen-
dency graph of f with parameter \, k, F. O

Finally we use the above graph elimination results to lift the lower bounds of (d,r,t)-local
functions to d-local functions.

Proof of Theorem 5.17. We assume d > 1, as otherwise f must be constant, and one can verify the
bound holds. By Proposition 5.20, we find a set S C [m] such that any fixing p of input bits in S
reduces f to a (d,r,t)-local function f, where

r

|9 < =5—% and r

n
> d t<t 16d).
928118 = tows(16d) an < towy(16d)

Now for each f,, we apply Proposition 5.19 and obtain that either

2 —
prp - Dq,A }TV 2 1-— E - exp {—2 28t+19 /r}
1
or
ro27 Al/q q is odd,
P, (supp (D)) < 2 = 2q - exp {_2} Ly .
a4 2 - max {|Aeven|, [Aodd|} /¢ ¢ is even.

Note that f(U™) is a convex combination of P ’s. By Lemma 4.3 with {pr}p,Dq’A, and g3 =
0,€ = supp (Dy,a) and €1, €2 defined above, we have

4 r
Hf(um)—D%AHTVZl—(2|S|+1)'51—5221—E'GXP{—W}—52
6 A is odd,
21_6]_exp{_272"8t_18}_ [Al/q quo
n q*-2 2 - max {|Aeven|, [Aodd|} /g ¢ is even.

Since ¢ < tows(16d) and r > n/tows(16d), we can bound

r n n
> >
2281=18 = tou,(16d) - 228-tow2(16d)=18 = 0wy (18d)’

which gives the desired bound in Theorem 5.17. O
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Now we prove Proposition 5.19. The road-map is similar to the proof of Proposition 5.12: we
first classify each non-connected neighborhood dependent on whether its marginal distribution is
far from unbiased. If most are far, we use Lemma 4.2 to show the distance bound. Otherwise we
use local limit results to show that with certain probability the Hamming weight modulo ¢ cannot
fall into A.

Let € € [0, 1] be a parameter to be optimized later. For each neighborhood N (i) = Ng(%) of size
si = |N(i)], we classify it into one of the following two cases:

e Type-1. Py|n(; is not e-close to U*.
e Type-2. Py|n( is e-close to U*.

By almost identical reasoning as Lemma 5.14 (except that we fix v = 1/2 here), we obtain a
large distance bound when there are many small Type-1 neighborhoods.

Lemma 5.21. Assume there are r' > 1 non-connected Type-1 neighborhoods. Then
2 2./
|Pg — Dgallqy =1 — . exp {—e*r'/2}.

Now we turn to the second case where we have many small Type-2 neighborhoods. The analysis
for this setting is also similar to the proof of Lemma 5.15, except that we now use a local limit
theorem in additive groups instead of anticoncentration inequalities over the real numbers.

Lemma 5.22. Assume there are v’ > 1 non-connected Type-2 neighborhoods of size at most t. If
e < 27110 then

,,,J . 2714t+11 A Odd,

q2 2- maX{|Aeven|a |Aodd|} /q q even,

Proof. We inherit the notation (X;)ic[n], p; K, (A¢)eep from Lemma 5.15 with one minor change:
here for each integer a > 3, we define

Ppae = maxPr[A, = c (mod a)|p].
cEZ

By a similar analysis as in Claim 5.16, we obtain the following claim.

Claim 5.23. E,[(pyq¢)?] < 1 — 271+ holds for any ¢ € [/] and a > 3.

Proof. We only highlight the difference from the proof of Claim 5.16. We apply Lemma 4.4 with
v =1/2 and modulus § = min {a,? + 1} here. Then 2 <g<t+1 and

l . 9—507(t—1) /7 > 1 L9 13(t=1) 5 9—1414+10 5 e,
4q 8(t+1)
which implies E,[(pyq.0)?] <1 —2714F1 by Lemma 4.4. O

Then we have E,[1 —p) 4./ > 2~ Mt+10 = Ag hefore, since Pp,ae’s are independent for fixed a, by
Fact 3.3 we have

Pr Z (1 _pp7a7£) é 2—14t+9 . ,,,,/ S exp {_2—14t+6 . ,r,/} )
Ler']
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Now we say p is bad if for some a > 3 dividing ¢ the above event happens, and good otherwise.
Since there are at most ¢ possible such a’s, by the union bound we have

Pr[p is bad] < g-exp {2714+ .41 (15)
Thus,

Py(supp (Dg,n)

<Pr[pisbad]+Pr |K + Z Ay mod g € A|p is good
Ler’]

2714t+11 / A dd
§q-exp{—2_14t+6r’} _|_q_exp{_ r } [Al/q g odd,

q2 2'max{|Aeven‘>|Aodd‘}/q q even,

where for the last inequality we use (15) and Lemma 3.7 with L = 274+10. " and the observation
that A shifted by K still has the same maximum of even and odd numbers. O

Finally we choose € and conclude the proof of Proposition 5.19.

Proof of Proposition 5.19. Firstly the bound is trivial if 7 < 1. For r > 1, we set ¢ = 2714410 By
Definition 5.11, there are r non-connected neighborhoods of size at most ¢. If [r/2] of them are
Type-1, then we apply Lemma 5.21 with ' = [r/2] and obtain

2
|Pg — Dgallty 21— P exp {—272 119 ph

Otherwise there are [r/2] of Type-2, and we apply Lemma 5.22 with ' = [r/2] to obtain

r- 2714t+10 ’A|/q , Odd
Py(supp (D)) < 2q - exp {_} . |
g q q? 2 - max {|Aeven|, |Aodd|} /¢ q even,

6 Upper Bounds

In this section, we provide upper bounds on the locality of functions sampling specific distributions.
Subsection 6.1 contains two incomparable bounds for Dy.

Theorem 6.1. For all k < n, there exists a d-local Boolean function f : {0,1}"™ — {0,1}"™ such
that f(U™) is e-close to Dy, where

d = O (min {log(n) - log(n/e),log(n/k) + log®(k/e)}) .
Subsection 6.2 uses the previous theorem to prove an upper bound on Dy .

Theorem 6.2. For all ¢ € N and non-empty A C Z/qZ, there exists an O(q> - log?(n/¢e))-local
Boolean function f:{0,1}™ — {0,1}" such that f(U™) is e-close to Dy .

Throughout, we will need to sample from various distributions. The following standard lemma
allows us to do so approximately with low locality.

Lemma 6.3. Any discrete distribution of support size m can be approximated to € error in total
variation distance with [log(m/e)] uniform random bits.
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Proof. Let D be a discrete distribution with support {z1,...,z,,}, and let B := 2/le(m/a)1  Fyr-
thermore, define 7 to be the distribution by discretizing D’s probability density function:

LB D) ieim-1]
Ta:) = {f— ST () i=m.

Then,

m—1

|T =Dty =T (@m) — D(xm) =1 — (Z é -|B D(xZ)J) —D(zp) <e. O

i=1

Decision Forest Depth. Our work focuses on quantifying a circuit’s complexity by its locality.
Another common measure is decision forest depth, which can be viewed as an adaptive variant of
locality. A function f : {0,1}" — {0,1}" is computable by a depth-d decision forest if every output
bit of f is the result of a depth-d decision tree of the input bits. Observe that such a function is
2¢_local. This notion was studied in earlier works, such as [Viol2b, FLRS23]. In fact, several of
their aforementioned lower bounds also hold in this stronger model. Their upper bounds also only
appear in terms of this quantity, rather than locality.

It is known that there exists a sampler for Dy, of depth O(logn) [Viol2a] using a (randomized)
switching network construction of [Czul5]. Our Theorem 6.1 provides comparable bounds in terms
of the weaker locality parameter. No samplers seem to appear in the literature for D 4.

6.1 A Single Hamming Slice

In this subsection, we prove Theorem 6.1 in two parts: Theorem 6.4 gives an O(log? n) bound,
while Theorem 6.5 gives an O(log(n/k) 4 log? k) bound.

Theorem 6.4. For all k < n, there exists an O(log(n) - log(n/e))-local Boolean function f :
{0,1}™ — {0,1}" such that f(U™) is e-close to Dy.

Proof. We sample Dy, by iteratively partitioning the interval [n] into two (essentially) equally sized
intervals, which contain a and k—a ones to place, respectively, for an a sampled from the appropriate
hypergeometric distribution. More precisely, Dy, can be viewed as the resulting distribution of the
following process.

1. Consider the interval S := [n]. There are ¢ := k ones to place inside, and the remaining
entries are zeros.

2. Partition S into two consecutive intervals S} and Sy of sizes [|S|/2] and [|S]/2].

3. Pick an element a € {0,...,/} according to the hypergeometric distribution Hs| ¢s,:
o (18]t
(T) ’ (‘Sl |71”)
|| '
(15,))

4. Repeat the process with S; and Sy given a and ¢ — a ones, respectively, to place in their
intervals.

Prla=1] =

We would like to approximate Dy with a distribution £ = f(U™) produced by a function
f:{0,1}™ — {0,1}" of small locality. By Lemma 6.3, we can sample from H,g s s,| With at most
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[log(k/e")] bits of locality and error £’. The key insight is that each output bit depends only on the
interval containing it in each of the at most [log n] steps, so the total locality is O(log(n)-log(k/e")).

Since each low locality approximation to the hypergeometric distribution sampled in the above
process is £'-close to the true distribution, ||£; — D[ < €'n by the union bound. Setting e’ = ¢/n,
we find that f is an O(log(n) - log(n/e))-local function with f(U™) e-close to Dj. O

We can use the above theorem to derive a tighter bound in the case of small k.

Theorem 6.5. For all k < n, there exists an O(log(n/k) + log®(k/e))-local Boolean function
f:{0,1}™ — {0,1}" such that f(U™) is e-close to Dk.

For clarity in the proof, we will use Ds; to denote the uniform distribution over z € {0,1}! of
Hamming weight s. When only one parameter is provided, Dy denotes the uniform distribution
over x € {0,1}" of Hamming weight s, as in prior contexts.

Proof. Assume k < \/en, as otherwise the bound follows from Theorem 6.4. We first describe a
randomized process to approximately generate Dy: split [n] into (essentially) equally sized parts,
pick k at random, and place a single 1 randomly in each of the chosen parts. The number of parts
in the original split determines the accuracy of this approximation. More precisely, let P be the
resulting distribution of the following process.

1. Divide [n] into t intervals, each of size [n/t] or |n/t] for a t to be determined later.
2. Pick k distinct intervals according to the distribution Dy, ;.

3. Put a 1 in each of the selected intervals according to the distribution Dy p,, /41 or Dy |nss),
depending on the block size. (The remaining entries are zeros.)

By direct calculation, we find
|Pr — Dillvv = Pg [z has two ones in the same intervall
z~Dy,

< IE% [number of pairs of ones in z in the same intervall
z~Dy

< K%/t

Hence, as long as t > [k?/e], the two distributions are e-close.

We would like to approximate Py with a distribution £ = f(U"™) produced by a function
f:{0,1}™ — {0,1}" of small locality. Each output bit b depends on the choice of intervals and
the location of the 1 within the interval containing b. Using Theorem 6.4, we can sample from Dy, ;
with O(log(t) - log(t/e1)) bits of locality and error ;. Similarly using Lemma 6.3, we can sample
from Dy /) or Dy |nse) with O(log(n/(te2))) bits of locality and error eg, so the total locality is
O(log(t) -log(t/e1) + log(n/tea)).

Union bounding over the errors implies || Ly, — Pi|l1y < e1+kea. Setting 1 = ¢/4 and ep = ¢/4k,
we find that Ly is (¢/2)-close to Pg. Finally setting ¢t = [k?/(/2)] yields that Py is (g/2)-close
to Dy, so we conclude that f is an O(log(n/k) + log?(k/e))-local function with f(U™) e-close to
Dy O

6.2 Periodic Hamming Slices

In this subsection, we prove Theorem 6.2. Recall that D, s for A € Z/qZ is the uniform distribution
over n-bit strings of Hamming weight modulo ¢ in A.
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Theorem (Theorem 6.2 Restated). For all ¢ € N and non-empty A C Z/qZ, there exists an
O(q? - log?(n/e))-local Boolean function f:{0,1}™ — {0,1}" such that f(U™) is e-close to Dy .

We start with the case of |[A| = 1, where our approach is similar to the PARITY example in the
introduction.

Lemma 6.6. For all ¢ € N and r € Z/qZ, there exists an O(q? - log®(n/¢))-local Boolean function
40,13 = {0,1}" such that f(U™) is e-close to Dy g,y

We again will use Dy, to denote the uniform distribution over z € {0,1}" of Hamming weight
s in cases where ¢ may not equal n.

Proof. Assume q¢ = o(y/n/log(n/c)), as otherwise the bound follows from Lemma 6.3. We can
view U™ as the resulting distribution of the following processing.

1. Divide [n] into |n/t| blocks, each of size either ¢ or ¢t + 1.

(This is the reverse of what was done in the proof of Theorem 6.5, where there were t blocks.
It will be more convenient for later calculations.)

2. Sample y1,...,Y|ns1| € Z/qZ according to the binomial distribution By1/2:

Priy =il = 5+ (1):

3. Suppose the i-th block has size h. Sample w; according to the binomial distribution By, 1 /o
conditioned on the result being y; (mod q).

4. For each i, put w; ones in block i according to the distribution D, j.

We claim that the y;’s are approximately uniform over Z/qZ. Thus, if we perform a variant
of the above process where each y; is chosen uniformly at random from Z/qZ, we can get an
(e/2)-approximation to the uniform distribution over {0, 1}".

Claim 6.7. Setting t = Q(q? - log(n/e)) implies the uniform distribution over {0, 1}" restricted to
a block has weight mod ¢ (£/2n)-close to the uniform distribution over Z/qZ.

Proof. 1t suffices to show that ‘PI'XN{Oyl}t [Zje[t] X;mod q = v} — 1/q‘ < e t/7 for any v € Z/qZ.
By Fourier expansion,

1 (. X 1 1 14+ w\*!
Pr ZXJmOdq:U =FE | - Z (JJZ(ZJ J U) -4 = Z < 5 (1> 'UJq_a.v7

JeElt] q a€Z/qZ q a€Z/qZ,a#0
where wy is the g-th unit root.
By Claim B.3, we can bound the error by
1 14+ w*\! 1+ we|t 1\*¢
- Z 1) w7 <  max 1 <(1-=) < et O
q 2 1 a€Z/qZ,a#0 2 q2

a€Z/qZ,a#0
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Observe that D, y, is the uniform distribution over {0,1}" conditioned on the y;’s summing to
r (mod ¢). We can sample y;’s with this property by choosing z1, ..., Tinst) € 7./qZ uniformly at
random and setting

Y1'=21 = T2, Y2 =22 T3, ooy Ynjt|-1 = Llnjt)—1 — L|nst)s Ylnjt) = Tlnjt] — L1 T

Call the resulting distribution of the above process with this modification P. Then we have
[P = Doy ||y < £/2-

We would like to approximate P with a distribution £ = f(U™) produced by a function
f:{0,1}"™ — {0,1}" of small locality. By Lemma 6.3, we can sample from the uniform distribution
over Z/qZ with [log(gq/e")] bits of locality and error &’. Similarly, we can sample from the uniform
distribution over {0,1}*! (or {0,1}!) conditioned on the y;’s summing to 0 (mod ¢) with [(t +
1)log(2/€")] bits of locality and error £’. Finally, we can sample from D, 5, with O(log(t)-log(t/e’))
bits of locality and error €’ using Theorem 6.1. Output bits in block ¢ depend on the two x;’s that
affect y;, w;, and the placement of the w; ones, so the total locality is O(log(q/e") + tlog(2/¢’) +
log(t) - log(t/<)).

Union bounding over the errors implies ||[£ —P|l;y < % - 3¢’. Setting ¢’ = te/6n implies £
depends on O(tlog(n/te) + log(t) - log(n/e)) bits of locality and is €/2-close to P. Finally, setting
t = O(q? - log(n/e)), we find that f is an O(g? - log?(n/e))-local function with f(U™) e-close to
Dy iry- -

By randomly choosing a Hamming weight from A C Z/qZ, we get Theorem 6.2.

supp(Dy,(r})|

Proof of Theorem 6.2. Randomly choose an element r € A with probability [supp(Dyn)| and then
q,A

apply Lemma 6.6 with error /2. Lemma 6.3 implies we can sample r with locality [log(2¢/e)] and

error €/2. Applying the union bound concludes the proof. O
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A Tightness of the Graph Elimination Results

In this section, we show the tightness of our graph elimination results, which are the main bot-
tlenecks preventing better locality lower bounds. Recall that these graph elimination reductions
aim to remove a few right vertices in a d-left-bounded bipartite graph to obtain non-connected
left vertices or neighborhoods, which corresponds to conditioning on a few input bits in a d-local
function to obtain a (d,r)-local or (d,r,t)-local function.

A.1 Non-Connected Vertices

We start with the tightness of the graph elimination result for non-connected vertices, i.e., Prop-
erty 4.6 and Corollary 4.8. This is used in the lower bounds for sampling biased distributions
(Theorem 5.3) and single Hamming slices of non-dyadic weight (Theorem 5.7).

Property (Property 4.6 Restated). There exists S C [m] such that deleting those right vertices
(and their incident edges) produces a bipartite graph with r non-connected left vertices satisfying

\S!S% and 7“2%

In light of Property 4.6, we prove the following statement.

Lemma A.1. Let 8 > 2 be an integer parameter (not necessarily constant). If n = (8 — 1)%, then
there exists a d-left-bounded bipartite graph G = ([n], [m], E) such that for any S C [m], deleting
those right vertices (and their incident edges) gives at most max {1, (5 — 1)|S|} non-connected left
vertices.

The instance G above does not satisfy Property 4.6 if A < n = (8—1)%. Recall that Corollary 4.8
shows that Property 4.6 holds as long as A > (d3)*?. Hence Lemma A.1 provides a sharp example
for Corollary 4.8 when 8 > d®*(M) which is the typical setting for us.

In the whole analysis, it implies a barrier for improving the 6@ factor in Theorem 5.3 and The-
orem 5.7 to 6°@. Put concretely, the 20(@) factor in Theorem 1.3 and Theorem 1.10 is inevitable
in our analysis framework.

Now we proceed to the proof of Lemma A.1.

Proof of Lemma A.1. The right vertices of G will form a complete (8 — 1)-ary tree on top of the
left vertices. To be more precise, let Ty be a complete (5 — 1)-ary tree of depth d, where the root
has depth zero. We identify the (3 —1)? leaves of Ty as the left vertices [n], and identify the internal
nodes of Ty as the right vertices [m|. From now on, we will use internal nodes for right vertices and
leaves for left vertices.

In the bipartite graph G, each internal node is connected with all the leaves below it in 7g.
It is clear that G is d-left-bounded as Ty has depth d. Suppose we removed internal nodes S and
obtained leaves T' that are not connected to each other in G. If |S| = 0, then clearly |T'| = 1. Hence
now we assume |S| > 1. Observe that for any distinct leaves in 7', their common ancestors in Ty
must be removed in S to disconnect them. Therefore, for any v € S and its child v' € Ty, if v' ¢ S
then at most one leaf in the sub-tree rooted from v’ can be contained in 7. This means that the
size of T is upper bounded by the number of leaves in a (3 — 1)-ary tree with at most |S| internal
nodes, where the latter is at most (8 — 1)|.S| when |S| > 1. O
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A.2 Non-Connected Neighborhoods

Now we turn to the tightness of the graph elimination result for non-connected neighborhoods,
i.e., Property 4.9 and Corollary 4.11. This accounts for the gigantic dependence on d in the lower
bounds for sampling general (Theorem 5.10) and periodic (Theorem 5.17) Hamming slices.

Property (Property 4.9 Restated). There exists S C [m] such that deleting those right vertices
(and their incident edges) produces a bipartite graph with r non-connected left neighborhoods of size
at most t satisfying
T n
S|<—=—= and r>~ and t<k.
5] < F(t) A -
In light of Property 4.9, we present the following construction.

Lemma A.2. Assume d > 2 is an even number and n = tows(d/2). There exists a d-left-bounded
bipartite graph G = ([n],[m], E) such that for any S C [m], deleting those right vertices (and their
incident edges) gives at most max{1,|S|} non-connected left neighborhoods.

The instance G above serves as a counterexample to Property 4.9 if F((¢) > 1 and A < n =
tows(d/2). In addition, by “open-boxing” the construction, there is a right vertex v* in G incident
to all left vertices. Hence G is also a counterexample to Property 4.9 if F(¢) > 1 and k <
n = towa(d/2), since t < k < n enforces that v* must be removed. On the other hand, setting
F(t) = O(1) in Corollary 4.11, we know that Property 4.9 holds if A and  are indeed a tower of d.
Hence Lemma A.2 shows that Corollary 4.11 is surprisingly tight.

Recall that in our actual applications, Theorem 5.10 needs to set F'(t) = ©(t) and Theorem 5.17
needs to set F(t) = 2%(). Hence the assumption that F(t) > 1 is extremely weak. Yet we still
cannot hope for a bound without a tower-type blowup on d.

Now we prove Lemma A.2. Its construction is similar to the one in Lemma A.1.

Proof of Lemma A.2. Define k = d/2. Let L}, be a rooted tree of depth k, where the root has depth

log®(n)  towa(k—i) 14 B
log@ D () — towz(k—i—1)" y

construction, there are b; = towa(k — i) leaves in a sub-tree rooted from a node of £, at depth i.

Now similar to the proof of Lemma A.1, we identify the tows(k) leaves of Ly, as the left vertices
[n], and put the internal nodes of L} as right vertices (see Figure 1). Then in the bipartite graph
G, each internal node is connected with all the leaves below it in L. It is clear that, at this point,
G is k-left-bounded as L has depth k.

Suppose that we want to ensure that leaves T' C [n] have non-connected left neighborhoods.
Then at least, we need T' to be a set of non-connected left vertices. Hence, analogous to the proof
of Lemma A.1, this implies the following claim.

zero. Each internal node in Lj of depth ¢ < k — 1 has arity a; =

Claim A.3. For any distinct leaves in 7', their common ancestors in £; must be removed.

Unfortunately there are not many such common ancestors, since the arities of the internal
nodes of L, are extremely large. To strengthen the connectivity among left neighborhoods, we now
introduce more right vertices.

Fix an arbitrary internal node v € L. Let 0 <7 < k—1 be its depth, and let vy, v, ..., v, € L
be its children, where recall that a; = %
only put vy,...,v,, as right vertices on top of their respective leaves. In other words, v1,...,vq,

support on disjoint sets of leaves. To enhance the connectivity, we will now create more right vertices

is its arity. In the current construction, we have

410 (.) is the iterated logarithm of order i, where log'®)(z) = z and log” (z) = log(log"*~ (z)) for i > 1.
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[ I tow,(d/2) \ \

Figure 1: The tree L. The vertices in the green box are identified as the left vertices of the
bipartite graph G, while those outside the box correspond to the right vertices.

to link between these disjoint set of leaves. For each j € [a;], we list (in an arbitrary order) the
leaves in the sub-tree rooted from v; as u;o,...,u;jp,.,—1, where recall that b; ;1 = towa(k —i—1).
Then we will build a complete binary tree for v1,. .., vq,, and use the u;’s to spread out the degrees.
More precisely, let B, be a complete binary tree with a; leaves, where the j-th leaf is equipped with
Uj0s -+« - Wjpsyy -1 SinCE a7 = % and 0 < i < k—1, B, has depth d; = log(a;) < b;+1 where
d; > 1is an integer and the root of B, root has depth zero. For each internal node w, € B, of depth
0</?¢<d;—1<bjy1 — 1, we identify it as a new right vertex in G and add an edge between w,
and u; ¢ for each leaf j below w, in B, (see Figure 2). Observe that different w, in the same depth
will use different index j of the u’s, and different w, of different depths will use different index ¢ of
the u’s. Hence these new right vertices are incident to disjoint sets of input vertices.

Figure 2: Left: The sub-tree rooted at a node v € Ly of depth i. The blue dashed edges represent
that the up;’s are leaves in the sub-tree rooted at vp. Right: The corresponding B,. The blue
dashed edges correspond to edges in the bipartite graph G.
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The construction of GG is completed by performing the above procedure for each internal node
v € L. During the procedure for v € Ly, only the degree of leaves (left vertices of G) below v
gets increased by at most one. Therefore each left vertex of G has total degree at most 2k = d as
desired.

Recall that we aim to ensure that leaves T' C [n] have non-connected left neighborhoods. Assume
that we removed right vertices in S to get this. If |T'| < 1, then clearly one does not need to remove
any right vertex, i.e., S = () suffices. Now we assume |T'| > 2. For each u € T, we define v, € L to
be the ancestor of u that is not removed in S and has the smallest depth. Note that if all ancestors
of u are removed, then v, = u itself. Let p, be the parent node of v, € L. Since |T'| > 2 and by
Claim A.3, we at least need to remove the root of £, and thus p, always exists.

Now for a fixed internal node p € Lj, we analyze all u € T with p, = p. Let T, =
{ueT: p, =p} Recall that we also constructed right vertices based on B, to enhance the con-
nectivity of the first-step construction based on L. Define S, = {v € S: v=pV v € By}. Then it
suffices to show |Tp| < |S,|, since

S| = > |Sp| = > Tl = |T.

internal node p€Ly internal node pe Ly

Without loss of generality, assume |T),| > 1. Firstly, p € S, by definition. Now we look at the right
vertices in By,. By Claim A.3, different u have different v,. Therefore, v,, v, for distinct u,u’ € T,
correspond to distinct leaves in B),. Let w € B, be a common ancestor of v, v,/. Since both vy, v,/
are not removed, w must be removed; otherwise the left neighborhoods of u and «’ are connected.

Indeed, the sub-trees (in Lj) rooted at v, and v, must have leaves ¢, and ¢, with edges
(cu,w) and (cy, w), respectively. Then u connects with u' via vy, ¢y, w, ¢y, vy. This means that
any common ancestors of vy, v, in B, for pairs of distinct u,u’ € T, must be contained in Sj,.
Since |Tp| > 1 and B, is a binary tree, we have at least |T,| — 1 such ancestors. In summary,
|Sp| > 1+ (|Tp| — 1) = |T| as claimed. O

B Local Limit Theorems on the Additive Group Modulo ¢

In this section, we prove Lemma 3.7, which is a local limit result for Z/gZ. One can also view it
as the variant of Fact 3.4 in the cyclic groups with sharp estimates. The basic strategy is to use
Fourier analysis to bound the sum of random variables, where the non-constancy assumption is
used to show that certain coefficients are small.

We start by proving a more general statement.

Theorem B.1. Let g > 2 be an integer, and let X1, ..., X, be independent random variables in Z.
For each j € [n] and r > 1, define p,j = maxgzez Pr[X; =« (mod r)]. Then for any A C Z/qZ,

we have
) { 22 jem(d _pQ/SJ)}
- exXp — q2 )

where wg = €2/ s the primitive q-th root of unit, ged(-, -) is the greatest common divider function,
and Ts = {a € Z/qZ: gcd(a,q) = s}.

1
Pr ZX]- mod g € A ng<z

Jj€n] s€lg] \a€Ts

—a-C
Z “q

ceA

As a consequence, we finish the proof of Lemma 3.7.
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Lemma (Lemma 3.7 Restated). Under the same conditions as Theorem B.1, assume further
Eje[n](l —prj) > L holds for all v > 3 dividing q. Then for A C Z/qZ, we have

Pr ZX]- mod g € A gq-e_2L/q2+

{lAl/q g is odd,
J€[n]

2 maX{|Aeven‘a |Aodd|} /C] q 1s even,

where Neven = {even numbers in A} and Aogq = {odd numbers in A}.

Proof. We follow the notation convention in Theorem B.1 and define for each s € [g]

—a-c 2 'ZjEn (1 ~ Pq Svj)
AS:(Z qu )-exp{— Hq2 / }

a€Ts lceEA
For s = q, we clearly have A; = |A|. If ¢ is even and s = ¢/2, we have Ts = {¢/2} and

> w1

ceA

q/2 _ _1)

A, < = ||Aeven| — [Aodd]| - (since wy'* =

For any s € [¢] dividing g and not equal to g or ¢/2, we have /s > 3 and thus As < |T§|-|A] e~2L/a*,

Then the desired bound follows from Theorem B.1 by observing that |A| + |[Aeven| — |Aodd|] =
2 maX{|Aeven|a |A0dd|} and Ese[q] |TS‘ ’ |A| =q- |A| < q2- ]
Remark B.2. We remark that Lemma 3.7 is roughly tight:
e If ¢ is odd, we let each X; be an unbiased coin. Then ) ;X mod ¢ converges to the uniform
distribution over Z/qZ as n — 400, which means the LHS converges to |A|/q.

e If g is even, we let each X be uniform in {0,2}. Then }_, X; mod ¢ converges to the uniform
distribution over even numbers in Z/qZ, which means the LHS converges to 2 - |Aeven|/q- By
changing X to be uniform in {1,3}, we get the other bound 2 - [Aoddl|/q-

Now we prove Theorem B.1.

Proof of Theorem B.1. We first note the following Fourier estimate, which will be proved later.

Claim B.3. For each a € Z/qZ, let s = ged(a, q). We have

]:E [ a-X]}
X; Y

<1- 2-(1 ;2pq/8,j)

for each j € [n].

Assuming Claim B.3, we now complete the proof of Theorem B.1. Observe that

Pr ZXj modge Al =E Z; Z wg.(Zij—c)

Jj€n] c€A © a€Z/qL

Ly £ [wg™] (qu_a.c>

a€Z/qZ \j€E[n] ceA

1 > IIE {w;-xj} .

a€Z/qZ |je[n] "’

IN

—a-c
Dy

ceN
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Now for each a € Z/qZ, by Claim B.3 we have

(1 — . 2.5 (11— .
H ;]? |:w(c11~Xj:| < H <1 _ 2 (1 pq/zgcd(a,q),])) < exp {_ Z]E[n]( QPQ/ng(a:Q)’J) } :

R el ! !

which implies

1
Pr ZXj mod g € A SqZ(Z

j€m] s€lg] \a€Ts

—a-c
D

ceEN

2. . 1— iy
) 'exp{— ZJe[n]q(2 Dqy J)}' 0

Proof of Claim B.3. Let z = wg where 6 € R is an arbitrary number. To prove Claim B.3, it suffices
to show

Finally we prove Claim B.3.

X, 2-(1- ;
R (s 2 9)) 1o 20 P) gy, (10
q
where R(-) is the real part of a complex number.
Observe that

aX; 2 - X - X
%(Z-E{qu]D—E[cos <7r(a]+9)>} —1—2-1}3[sin2 (wﬂ (17)
q q
WH. Let &£ be the event that (a - X; +6) mod g €
(—1/2,1/2], where the mod here is over the reals. If £ does not happen, we have

sin (”(GXJJFQ)) > sin? (;) > iz (18)

q q q

Now it suffices to lower bound E [Sin2 (

where we used the fact that sin(7rz) > 2z for 0 < x < 1/2. Hence

E {snﬂ (W)] > q12 -Pr[-€].

On the other hand, since both a - X; and ¢ are integers, there is a unique value b € Z/qZ such that
€ holds if and only if a - X; = b (mod ¢). Now, if s = gcd(a, q) does not divide b, this can never
happen and hence Pr[€] = 0. Otherwise, setting o’ = a/s and b’ = b/s, we have

Pr[f]=Pr[d - X; =V (mod ¢/s)] =Pr[X; = ()71 b (mod q/s)] < Dq/s,j>

where (a’)~! is the inverse of @’ modulo g/s and the last inequality uses the assumption in Theo-
rem B.1. Therefore (16) follows by combining the above bound with (17) and (18). O

C Missing Proofs in Section 4

Here, we put omitted proofs from Section 4.
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Proof of Fact 4.1
Proof of Fact 4.1. Fix an event &’ that attains Q'(£') — P'(£') = [|P' — Q'||+y- Then we have

QENE) PEANE) QENE) 73(8/\5’)+P(8/\E’)-(P(8)—Q(5))

CEPE=T0w e T @ Q@) o) - P(E)

QENE) PENE) e-PENE) .
QENE) PENE £ . p

< 08  o© + 2@ (since P(ENE") <P(E))

£ 3 . / /

<55+ o@ (since QENE) —PENE) <P —Qpy <e)

2

- QE)

Applying the data processing inequality concludes the proof. ]

Proof of Claim 4.5

Proof of Claim 4.5. Let wy = 2™/ be the primitive ¢g-th root of unit. We consider the following
quantity

On the one hand, we have

Q< Y |wg-(Dole) =Di(e)| = Y |Do(e) = Di(e)| =2 Do — Dilly - (19)

c€ZL/qL c€EL/qL

On the other hand, we have

Q= ’(1 — v+ wq)t_l —wg-(1—y+~- wq)t_l‘ (by the definition of Dy and D)
:‘1*Wq"|1*7+7’wq|t71' (20)

Let r = sin? (g) Then

2\ \? 2
|1_Wq‘:\/<1—COS<7T>> + sin? <W>:2- sin<ﬂ->’:2\/7j
q q q
27\ \ > 2
\1—7+7-wq|:\/<1—7+’y-cos<W)) +V2-sin2<ﬂ>
q q

_\/1—47(1—7)-sin2 <W> = V1—4y(1—7)r.

q

and

Combining these with (19) and (20), we have

IDo = Dillpy > /- (1 — 47(1 = 9)r)' " = VF. (21)
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If ¢ = 3, then r = sin?(7/q) = 3/4. Hence

3 t—1 3 —8v(1— — 3 — —
F=2.(1-3v(1- > 2. 9=8(1=)(=1) 5 2 9=8y(t-1) >
(1=3y(1 =) =7 27 2

. 9—1007(t=1)/9
4

O =~

where we used the fact that 3y(1 — ) < 3/4 and (1 — z)%/* > 278/3 for 2 < 3/4. Otherwise ¢ > 4.
We use a different inequality that 2z < sin(mx) < 7z for 0 < o < 1/2, and obtain 4/¢* < r < 10/¢%.

Hence 1
>4 (1 _ 407(1—7)) 9100y (1-)(t-1/g 5 4 | 9-1003(t-1)/¢?
=2 2 =2 ’
q q q
where we used the fact that 40v(1 — v)/¢> < 10/¢®> < 5/8 and (1 — 2)%/* > 2710/4 for z < 5/8.
Putting these back to (21) gives

Y
)Qw‘ o

2 1y /2
Do = Dillvy = 72 Sov(=1)/a

as desired. ]
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