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Abstract

Let $f$ be a Boolean function given as either a truth table or a circuit. How difficult is it to find the decision tree complexity, also known as deterministic query complexity, of $f$ in both cases? We prove that this problem is $\text{NC}^1$-hard and $\text{PSPACE}$-hard, respectively. The second bound is tight, and the first bound is close to being tight.
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1 Introduction

The decision tree is one of the most important computational models in theoretical computer science. Decision trees were invented in the 50s with the purpose of analyzing data. In this context, at each node in the tree we query some feature of the data, which partitions the data points depending on the value of this chosen feature. The resulting partition at the leaves should allow us to better understand the data. Starting in the 1980s, several learning algorithms were developed that would process data and produce a classifier. Meaning, we assume the existence of some function \( f \) of which we know some sampled pairs \((x, f(x))\) (the data), and we wish to produce a decision tree that would be able to predict \( f(x) \), even on a previously-unseen input \( x \) (some famous algorithms are CHAID, CART, ID3, and C4.5, see ([Kas80] BFOS84, Qui86, Qui93)). The goal here is to produce the smallest possible decision tree, while making the fewest possible mistakes. This task, of learning a decision tree for \( f \) from a collection examples \((x, f(x))\), is used in real-life applications, and we could call it the learning problem for decision trees.

But one can also consider a more algorithmic problem. Here, the function \( f \) is completely known (i.e., we know \((x, f(x))\) for all \( x \)), and we wish to produce a decision tree which computes \( f \) (e.g., without any mistakes).

As far as we are aware it was in the 1970s (e.g. [Yao75]) when people first studied, for specific functions \( f \), and for specific ways of querying the input \( x \), how small can be the depth of a decision tree that computes \( f(x) \) when given \( x \) as input. In the meantime, decision trees have become a ubiquitous computational model, useful in the study of various kinds of computation. To give a few examples, decision trees are relevant to the study of data structures (the cell-probe model [Pá08 Lar13]), cryptographic reductions (in black-box reductions [RTV04]), quantum algorithms (in separations [CITE]), communication complexity and proof complexity (in lifting theorems [G015 GJPW18 GPW15]).

There is a meta-complexity problem underlying this algorithmic problem: how does one determine the decision-tree complexity of a given function \( f \)? This question has been studied before, usually for the learning problem [KST23], but also for the algorithmic problem [Aar03].

Let us restrict our attention to the simplest of all decision-tree models, where the known function \( f : \{0,1\}^n \rightarrow \{0,1\} \) is a Boolean function, and the computational model is deterministic decision tree that must compute \( f(x) \) by querying the bits of \( x \). Here, we can consider two scenarios, with respect to how \( f \) is given:
(tt-DT) We are given \( f \) as a truth table, meaning a binary string of length \( N = 2^n \) so that \( f(x) \) appears at the \( x \)-th position.

(circuit-DT) We are given \( f \) as a Boolean circuit, which potentially allows for a more succinct encoding of \( f \).

The meta-complexity problem is: We are given \( f \) as input, either as a truth-table (tt-DT) or as a circuit (circuit-DT) and we wish to find the deterministic query complexity of \( f \), namely, the smallest depth of a deterministic decision tree that computes \( f(x) \) by querying the bits of \( x \). How hard is this problem? In this paper, we give a satisfactory answer for both scenarios, essentially via the same technique.

It is not difficult to see that circuit-DT belongs to PSPACE: see Proposition 2.7 below. One could immediately conjecture that the problem is PSPACE-hard, but one soon comes across various difficulties in proving such a statement. (After the required definitions are in place, in Section 3.2 we discuss precisely where the difficulty lies.) Our first main result, Theorem 3.1, is showing that this problem is indeed PSPACE-hard.

It is also well-known, and appears as Proposition 2.6 below, that tt-DT belongs to P. Meaning, denoting the input length for tt-DT as \( N = 2^n \), which is the length of the truth-table of a Boolean function \( f : \{0,1\}^n \to \{0,1\} \), Proposition 2.6 states that tt-DT can be solved in \( \text{poly}(N) \) time. In Proposition 2.9, we observe that tt-DT can also be computed in parallel, namely, by a Boolean circuit of depth \( O(\log N \log \log N) \) and size \( \text{poly}(N) \). This result is simple enough that it should be considered folklore: easy to prove for anyone who would care to do so. However, despite being a natural and fundamental problem, no matching lower-bound was known. Our second main result, Theorem 3.2, shows that the above bound is close to tight: tt-DT is \( \text{NC}^1 \)-hard (under uniform \( \text{NC}^0 \) reductions).

2 Definitions and upper bounds

Definition 2.1. We let \( \{0,1\}^n \) denote the set of all binary strings of length \( n \), sometimes called the Boolean cube. We let \( \{0,1,\ast\}^n \) denote the set of \( (n\text{-bit}) \) partial assignments. The elements \( \rho \in \{0,1,\ast\}^n \) are in bijection with the Boolean subcubes:

\[
\{ x \in \{0,1\}^n \mid \forall i \in [n] \quad \rho_i \neq \ast \quad \Rightarrow \quad x_i = \rho_i \}.
\]

We will denote this set also by \( \rho \), by abuse of notation.
We let \( i \leftarrow b = \ast^{i-1}b^{n-i-1} \) assign \( b \) to the \( i \)-th coordinate. Two partial assignment \( \rho \) and \( \rho' \) are called compatible if \( \rho_i \neq \ast \) or \( \rho'_i \neq \ast \) implies \( \rho_i = \rho'_i \).

If \( \rho, \rho' \in \{0,1,\ast\}^n \) are compatible, then \( \rho \cdot \rho' \) is the partial assignment such that \((\rho \cdot \rho')_i \) equals to \( \rho_i \) if \( \rho_i \neq \ast \), equals \( \rho'_i \) if \( \rho'_i \neq \ast \), and equals \( \ast \) if \( \rho_i = \rho'_i = \ast \).

If \( |\rho - 1(\ast)| = \ell \) and \( y \in \{0,1\}^\ell \), we let \( \rho(y) \in \{0,1\}_n \) be the binary string which equals \( \rho \) where \( \rho_i \neq \ast \), and equals \( y \) in the remaining coordinates (which are filled in order).

Given a Boolean function \( f : \{0,1\}^n \rightarrow \{0,1\} \) and a partial assignment \( \rho \in \{0,1,\ast\}^n \) with \( \ell = |\rho^{-1}(\ast)| \) the number of \( \ast \), we let \( f|_{\rho} : \{0,1\}_\ell \rightarrow \{0,1\} \) be given by

\[
f|_{\rho}(y) = f(\rho(y)).
\]

I.e. it is the restriction of \( f \) to the Boolean subcube \( \rho \).

**Definition 2.2.** A deterministic decision tree over \( \{0,1\}^n \) is a rooted, labelled, ordered binary tree \( T \):

- Each non-leaf node \( v \) is labelled by an index \( i_v \in [n] \).
- Each non-leaf node \( v \) has two children \( v_0 \) and \( v_1 \).

Associated with each node \( v \) of \( T \) is a partial assignment \( \rho_v \)

- The root is associated with \( \ast^n \).
- For a non-leaf node \( v \), and for both \( b \in \{0,1\} \), \( \rho_{v_b} = \rho_v \cdot [x_{i_v} = b] \).

**Definition 2.3.** The computation of \( T \) on input \( x \in \{0,1\}^n \) is a path in \( T \), which begins at the root, and proceeds at each node \( v \) by going to the child \( v_{x_{i_v}} \), until it reaches a leaf.

It is easy to see that \( \rho_v \) is the set of inputs whose computation goes through \( v \). We have \((\rho_v)_i = \ast \) if and only if the coordinate \( x_i \) has not yet been queried in the computation between the root and node \( v \), i.e., at or before \( v \). If \( x_i \) has been queried at or before \( v \), then \((\rho_v)_i = x_i \) for every \( x \) whose computation goes through \( v \).

**Definition 2.4.** We say that \( T \) computes a function \( f : \{0,1\}^n \rightarrow \{0,1\} \) if, for every leaf \( v \) of \( T \), \( f \) is constant on \( \rho_v \). The deterministic query complexity of a function \( f : \{0,1\}^n \rightarrow \{0,1\} \), which will be denoted \( D(f) \), is the smallest depth of any decision tree that computes \( f \).
Definition 2.5. We let tt-DT be the computational problem where we are given the truth-table of a function \( f: \{0, 1\}^n \to \{0, 1\} \), and wish to compute \( D(f) \). We let circuit-DT be the computational problem where we are given a Boolean circuit \( C \) computing a function \( f: \{0, 1\}^n \to \{0, 1\} \), and we wish to compute \( D(f) \).

The simplest observation that one can make is that tt-DT has a polynomial-time algorithm.

Proposition 2.6. tt-DT belongs to P. More precisely, there is an algorithm that computes the DT-complexity of an \( n \)-ary Boolean function in time \( O(3^n \cdot n) = O(N^{1.585... \log N}) \), where \( N = 2^n \).

This algorithm should be considered folklore, but we include it here because it is simple and insightful. Variants of it appear, e.g., in [GLR99, Aar03].

Proof. The main, crucial observation is that the best decision tree for \( f \) must first choose a coordinate \( i \), query \( x_i \), and then run the best decision tree for \( f|_{[i \leftarrow x_i]} \). In general, for any partial assignment \( \rho \in \{0, 1, *\}^n \), \( D(f|_{\rho}) = 0 \) if \( f \) is constant on \( \rho \), and otherwise

\[
D(f|_{\rho}) = \min_{i \in \rho^{-1}(*)} 1 + \max_{b \in \{0, 1\}} D(f|_{\rho_{[i \leftarrow b]}}). \tag{*}
\]

This gives us a dynamic programming algorithm: knowing \( D(f|_{\rho}) \) for all partial assignments \( \rho \in \{0, 1, *\}^n \) with \( |\rho^{-1}(*)| = \ell \) free variables, we can use the above formula to compute \( D(f|_{\rho}) \) for all \( \rho \in \{0, 1, *\}^n \) with \( |\rho^{-1}(*)| = \ell + 1 \) free variables. Finally \( f = f|_{\rho^n} \), so we learned \( D(f) \). There are \( 3^n \) partial assignments in total, and each computation \( D(f|_{\rho}) \) takes time \( O(n) \) in a random-access machine.

Some more insight will come from the following game reformulation of the statement “\( D(f) \leq k \)”. Consider the following game between two players, Alice and Bob. The game lasts for \( k \) steps. At every step, Alice chooses a variable \( x_i \), and Bob sets a Boolean value to the corresponding variable, either \( x_i = 0 \) or \( x_i = 1 \). After \( k \) steps, Alice wins \( f|_{\rho} \) is constant on the partial assignment \( \rho \) corresponding to Alice and Bob’s moves; otherwise, Bob wins. It follows that Alice has a winning strategy in this game if and only if \( D(f) \leq k \). Indeed, if \( D(f) \leq k \), then Alice can make moves according to the corresponding tree, and if \( D(f) > k \), then Bob wins because this
inequality means that for every $i$, the decision tree complexity of $f|_{i-1}$ or $f|_{i-0}$ is at least $k$. Bob’s strategy is then to repeatedly choose the value $b \in \{0, 1\}$ that maximizes $D(f|_{i=b})$.

One can algorithmically find the winner in this game by a simple recursive algorithm. It is easy to see that, if a Boolean function $f : \{0, 1\}^n \to \{0, 1\}$ is given as a Boolean circuit $C$, an algorithm can decide which of the two players has a winning strategy, using $\text{poly}(n, |C|)$ memory. So, we get the following:

**Proposition 2.7.** circuit-DT belongs to PSPACE.

One may now ask whether Proposition 2.6 can be at all improved. Indeed, the algorithm can be parallelized. First, a definition:

**Definition 2.8.** For $i \in \mathbb{N}$, we let $\text{NC}^i$ denote the class of functions $f : \{0, 1\}^n \to \{0, 1\}^m$ computable by Boolean circuits with binary AND and OR gates, and unary NOT gates, in depth $O((\log n)^i)$ and size $\text{poly}(n, m)$. We let $\text{NC}^1$ denote the class of functions $f : \{0, 1\}^n \to \{0, 1\}^m$ computable by such circuits in depth $O(\log n \cdot \log \log n)$ and size $\text{poly}(n, m)$.

We now claim the following.

**Proposition 2.9.** tt-DT can be computed by a Boolean circuit of size $O(3^n \cdot \text{poly}(n)) = O(N^{1.583\ldots} \text{polylog} N)$ and depth $O(n \log n) = O(\log N \log \log N)$. Hence, tt-DT is in $\text{NC}^1$.

**Proof.** There’s two different ways of seeing this. Using the fundamental equation (\ref{eq:main}), and using the game definition above.

The equation (\ref{eq:main}) directly gives us a circuit that uses $O(3^n)$ min, max, increment, and all-equal gates: for each partial assignment $\rho$ we check if $f|_{\rho}$ is constant using an all-equal gate, otherwise we compute the formula given by (\ref{eq:main}). This circuit has depth $O(n)$ using such gates. Implementing such gates using binary fan-in Boolean gates will result in a circuit of depth $O(n \log n)$.

Or instead, we see “$D(f) \leq k$” as the existence of a winning strategy for Alice in the above game. The tree of this game can be transformed into a Boolean circuit. The possible moves of Alice correspond to an $n$-ary disjunction, and Bob’s moves correspond to a 2-ary conjunction. After $k$ steps in the game, the winner is given by whether $f|_{\rho}$ is constant, which is computed by an all-equals gate. This gives us a formula of depth $O(k \log n)$ and size $O(n^k)$. By being careful to merge nodes where the previous moves of Alice and Bob give the same partial assignment, we get a circuit whose size will never exceed $O(3^n \text{poly}(n))$. \qed
3 Lower bounds

Our two main theorems are the following.

**Theorem 3.1.** circuit-DT is PSPACE-hard under polynomial-time reductions.

**Theorem 3.2.** tt-DT is NC$^1$-hard under NC$^0$-reduction.

The first theorem is well understood, but the second requires some clarification regarding reductions and uniformity. Recall the definition of DLOGTIME-uniform NC$^1$-circuits from [BIS90].

**Definition 3.3.** Let $\mathcal{C} = \{C_n \mid n \in \mathbb{N}\}$ be a family of Boolean circuits, so that $C_n$ computes a function $f : \{0, 1\}^n \rightarrow \{0, 1\}^{m(n)}$.

- The “direct connection language” of $C$ is the set of tuples $(0^n, t, a, b)$, where $a \in |C_n|$ and $b \in \{0\} \cup |C_n|$ are gate numbers in $C_n$, $t$ is the type of gate $a$ (AND, OR, NOT, or input gate $x_i$), and gate $b$ is a child of gate $a$ (and equals $0$ if $a$ is a leaf).

- The circuit family $C$ is DLOGTIME-uniform if its direct connection language can be recognized in $O(\log(n))$ time by a deterministic multi-tape Turing machine (with an index tape for random access to the input).

We say that language $A \subseteq \{0, 1\}^*$ is NC$^0$-reduced to language $B \subseteq \{0, 1\}^*$, which we write $A \leq_{NC^0} B$, if there is a DLOGTIME-uniform family of NC$^0$-circuits $\mathcal{C} = \{C_n\}$ such that, for every $x \in \{0, 1\}^n$, $x \in A$ iff $C_n(x) \in B$.

It is not difficult to see that this type of reduction satisfies the natural properties:

- (transitivity) If $A \leq_{NC^0} B$ and $B \leq_{NC^0} C$ then $A \leq_{NC^0} C$.

- (closure) If $A \leq_{NC^0} B$ and $B \in$ NC$^1$ then $A \in$ NC$^1$ (this holds for both uniform and non-uniform variants of NC$^1$).

3.1 TQBF

The proof of theorems 3.1 and 3.2 are similar: we prove that TQBF reduces to DT. Recall that TQBF (True Quantified Boolean Formula) is the problem of determining the truth of a formula

$$\exists y_1 \forall x_1 \ldots \forall x_n h(y_1, x_1, \ldots y_n, x_n), \tag{†}$$
where $h$ is some Boolean function. As we did for decision-tree complexity, let us consider two variants of the TQBF problem:

**tt-TQBF** We are given as input a Boolean function $h : \{0, 1\}^{2n} \to \{0, 1\}$ as a truth table, and wish to know whether \([1]\) holds.

**circuit-TQBF** We are given $h$ as a circuit, and wish to know whether \([1]\) holds.

It is well-known that circuit-TQBF is PSPACE-complete. It turns out that tt-TQBF is NC$^1$-complete:

**Theorem 3.4.** tt-TQBF is NC$^1$-complete under \(\leq_{NC^0}\) reductions.

To prove Theorem 3.4 we use the following result of Barrington.

**Theorem 3.5 (Bar86, BIS90).** The $S_5$ identity problem, $S_5$IP, is the problem of deciding if the product of given permutations from $S_5$ is equal to the identity. Then $S_5$IP is NC$^1$-complete under \(\leq_{NC^0}\) reductions.

This theorem was proved in Bar86, and in BIS90 the authors verified that the reasoning proves the desired statement with DLOGTIME-uniform NC$^0$ reductions.

**Proof of Theorem 3.4.** It is easy to see that tt-TQBF is in NC$^1$: the formula \([1]\) is a Boolean formula of depth $n$ whose leaves are entries in the truth-table of $h$. To prove that tt-TQBF is NC$^1$-hard, the idea is to consider $S_5$IP as a game that can be interpreted as a TQBF formula.

Consider the input of $S_5$IP: permutations $\pi_1, \ldots, \pi_N$, with $N = 2^n$. Imagine two players Alice and Bob; Alice wants to prove that the product is equal to the identity permutation and Bob does not trust her.

They play in the following game. Bob asks: what is the product of the first half of the permutations, i.e. $\pi_1 \cdots \pi_{\lfloor N/2 \rfloor}$. Alice states that this product is some permutation $\sigma_1$. Additionally, since Alice is trying to prove to Bob that all the product of all permutations is equal to the identity, she is also implicitly stating that the product $\pi_{\lfloor N/2 \rfloor + 1} \cdots \pi_N$ is equal to $\sigma_1^{-1}$. Bob does not trust Alice, and so he chooses $b_1 \in \{0, 1\}$ to mean that he believes one of Alice’s statements to be false. I.e. he chooses $b_1 = 0$ if he believes that the first part is actually not $\sigma_1$, and he sets $b_1 = 1$ if he believes that the second part is not $\sigma_1^{-1}$. After this, a similar procedure repeats: Alice states that the value of the product of the first half of Bob’s chosen part is $\sigma_2$ (this is one quarter of all permutations), which implies that the second
half of Bob’s chosen part is $\sigma_2^{-1} \sigma_1^{(-1)^{t+1}}$. Then Bob chooses one of these two quarters $b_2 \in \{0, 1\}$ where he believes Alice’s statement is false, and so on.

This game produces a sequence $\sigma_1, b_1, \ldots, \sigma_n, b_n$. At the end of the game, the winner is identified by whether $\alpha = \pi_i$ or not, where $\alpha$ and $i$ are inferred from the sequence. This game can be interpreted as a TQBF: each statement $\sigma_i$ of Alice can be encoded as 7 bits (since $5! < 2^7$), and each choice $b_i$ of Bob can be encoded as 1 bit. Every value of the truth table of $h$ for tt-TQBF can be constructed from Alice and Bob’s moves and the corresponding value of some $\pi_i$.

Indeed, $h(\sigma_1, b_1, \ldots, \sigma_n, b_n) = 1$ if and only if $\alpha = \pi_i$ for the appropriate $\alpha \in S_5$ and $i \in [n]$. Hence, this reduction is in $\text{NC}^0$, since every value in the truth-table of $h$ (i.e. the winner in the corresponding game) depends only on one permutation $\pi_i$ of the input, which is encoded using a constant number of bits.

We further claim that the corresponding $\text{NC}^0$ reduction can be made $\text{DLOGTIME}$ uniform. By logarithmic time we mean $O(\log N) = O(n)$. We first describe an algorithm which, when given $\sigma_1, b_1, \ldots, \sigma_n, b_n$ (i.e. the moves in Alice-Bob game), outputs the index $i$ and the permutation $\alpha$ required to compute the bit $h(\sigma_1, b_1, \ldots, \sigma_n, b_n) = [\alpha = \pi_i]$ of $h$’s truth table.

The algorithm looks at every pair of moves $(\sigma_1, b_1), \ldots, (\sigma_n, b_n)$ one time and maintains in memory a permutation $\alpha$, an index $k \in [n]$, and two indexes $1 \leq s \leq t \leq N$. These values in memory have the following meaning: after round $k$, Alice has stated that $\pi_s \ldots \pi_m = \alpha$. Initially $\alpha$ is the identity, $k = 0$, $i = 1$, and $j = N$.

The move of Alice in the $k$-th round is some permutation $\sigma_k \in S_5$, and Alice states that $\pi_s \ldots \pi_m = \sigma_k$, where $m = \frac{s+t}{2}$. The move of Bob (some bit $b_k$) is a choice “left” or “right”. If Bob’s answer is “left”, then we set $s := s, t := m, \alpha := \sigma$ and if Bob’s choice is “right” then we set $s := m + 1, t := t$, and $\alpha := \sigma_k^{-1} \cdot \alpha$. Each such calculation can be done in constant time, so the entire computation can be done in linear time.

The above circuit is very simple, and the above algorithm shows how to compute the connections between the various gates. Since this algorithms runs in $O(\log N)$ time, this circuit is $\text{DLOGTIME}$-uniform.

\begin{theorem}
We have now laid out enough definitions that we can discuss the crucial difficulty in proving our main result (Theorems 3.1 and 3.2). We would like to prove that circuit-DT is PSPACE-hard, and we know that circuit-TQBF is PSPACE-hard. We would like to prove that tt-DT is NC$^1$-hard, and we
know that tt-TQBF is $\text{NC}^1$-hard. The fundamental difference between the two problems can be understood by looking at them as a game.

In TQBF, we have two disjoint sets of variables: Alice sets the $y_i$ variables and Bob sets the $x_i$ variables. In DT, we have a single set of variables: Alice chooses a variable, and Bob sets the variable. Now, what we would like to do, is to simulate the TQBF game using the DT game. The difficulty is that it is not at all obvious how such a simulation should proceed.

To simulate a TQBF game over variables $y_1, y_2, \ldots, y_n, x_n$, we use a DT game over variables $y_1, y'_1, x_1, x'_1, \ldots, y_n, x_n, x'_n$, and some other auxiliary variables. The hope is that the DT instance works in such a way that Alice must play by choosing first $y_i$ and then $y'_i$, or first $y'_i$ and then $y_i$. Whichever order she chooses, Bob must play by setting the first chosen $y_i$ or $y'_i$ variable to 1, and by setting the second chosen to 0. Then Alice must play by choosing one of the two $x_i$ or $x'_i$ variables, and Bob can set it anyway he wants. This way we simulate the TQBF game using the DT game. The difficulty is now in ensuring that Alice and Bob are indeed forced to play by the above "standard" strategies. For this, some additional gadgets will be put in place, so that any deviation from the above standard strategies will cause the deviating player to lose the DT game. So let us begin.

### 3.3 First auxiliary function

In the reduction we will need an example of a Boolean function $W$ such that for some variable it holds that $\mathcal{D}(W) = \mathcal{D}(W|p=1) \gg \mathcal{D}(W|p=0)$. This function will be some kind of product of the following function $w : \{0, 1\}^4 \rightarrow \{0, 1\}$:

$$w(p, a_0, a_1, r) = \begin{cases} 0 & \text{if } p = 1, \text{ and } a_0 = a_1, \\ a_r & \text{if } p = 0, \text{ or } a_0 \neq a_1. \end{cases}$$

**Lemma 3.6 (Zha).** The function $w$ has the following properties:

1. $\mathcal{D}(w) = 3$;
2. $\mathcal{D}(w|p=1) = 3$;
3. $\mathcal{D}(w|p=0) = 2$.

**Proof.** To determine $w$ one can ask the values of $a_0$ and $a_1$. If $a_0 \neq a_1$ then it is enough to know $r$ to determine the value of the function. If $a_0 = a_1$ then it is enough to know $p$ (if $p = 0$ then $w = a_0 = a_1$, if $p = 1$ then $w = 0$). The proof of the lower bound follows from the second item.
The upper-bound follows from (1). The lower-bound is proven by brute force. We have
\[
  w(1, a_0, a_1, r) = \begin{cases} 
    0 & \text{if } a_0 = a_1, \\
    a_r & \text{if } a_0 \neq a_1.
  \end{cases}
\]

If we choose to query \(a_0\) and \(a_1\) first, and they differ, we still need to query \(r\). If we choose to query \(a_i\) and \(r\) first, and \(r = 1 - i\), we still need to query \(a_{1-i}\).

To determine \(w(0, a_0, a_1, r)\) we may ask \(r\) then \(a_r\). It is easy to see that one question is not enough.

Denote by \(W_k : \{0, 1\}^{1+3k}\) the Boolean function given by:
\[
  W_k(p, a_0^1, a_1^1, r^1, \ldots, a_0^k, a_1^k, r^k) = w(p, a_0^1, a_1^1, r^1) \oplus \ldots \oplus w(p, a_0^k, a_1^k, r^k).
\]

Lemma 3.7. The function \(W_k\) has the following properties:

1. \(D(W_k) = 3k\); Moreover, there is a strategy for the second player (who sets the values) such that if the first player (Alice) chooses variable \(p\) then she looses.
2. \(D(W_k|p=1) = 3k\);
3. \(D(W_k|p=0) = 2k\).

Proof of Lemma 3.7. It is easy to see that if functions \(f\) and \(g\) have disjoint variables then \(D(f \oplus g) = D(f) + D(g)\). By these reasons the second and the third items are direct corollaries of the same items in Lemma 3.6. To prove the first item just consider the following obvious inequalities:
\[
  3k = D(W_k|p=1) \leq D(W_k) \leq k \cdot D(w) = 3k. \tag*{\qed}
\]

3.4 Second auxiliary function

Another tool in the reduction is the following function:
\[
  F_n(y_1, y'_1, x_1, x'_1, \ldots, y_n, y'_n, x_n, x'_n) := f_1 \oplus g_1 \oplus \ldots \oplus f_n \oplus g_n, \text{ where:}
\]
- every \(f_i\) is defined as \(f_i(y_i, y'_i) = y_i \land y'_i\);
- every \(g_i\) is defined as
\[
  g_i(y_1, y'_1, x_1, x'_1, \ldots, y_i, y'_i, x_i, x'_i) = \begin{cases} 
    x_i & \text{if } f_1 \oplus g_1 \oplus \ldots \oplus g_{i-1} \oplus f_i = 1 \\
    x'_i & \text{otherwise.}
  \end{cases}
\]

11
We claim that $D(F_n) = 3n$. Moreover, we want to claim some properties of the corresponded game between Alice (who chooses variables) and Bob (who sets values). We would like to say that Alice and Bob must follow certain standard strategies, or else they will loose the DT game.

- **Standard strategies for Alice.** In a standard strategy for Alice, she spends $2n$ questions to ask about the variables $y_i$ and $y'_i$ for all $i$. She can ask these questions in an arbitrary order.

  She also spends $n$ questions to ask about exactly one of the two variables $x_i$ and $x'_i$, for each $i$. Here the order is crucial. The correct variable to choose depends on the value of $f_1 \oplus g_1 \oplus \cdots \oplus g_{i-1} \oplus f_i$: she chooses $x_i$ if this is 1, and $x'_i$ if this is 0, as in the definition of $g_i$ above. So, before asking about $x_i$ or $x'_i$, Alice must first ask about $y_1, y'_1, \ldots, y_{i-1}, y'_{i-1}$ and about the appropriate variable in every couple $(x_j, x'_j)$ for all $j < i$. This defines $f_j$, for all $j \leq i$, and $g_j$, for all $j < i$.

- **Standard strategies for Bob.** A standard strategy for Bob is any strategy such that, the first time Alice asks about one of the two variables $y_i$ or $y'_i$, Bob answers 1.

**Lemma 3.8.** It holds that $D(F_n) = 3n$ and, furthermore,

1. If Alice plays according to a standard strategy, she wins the DT game within $3n$ rounds.

2. If Alice does not play according to a standard strategy then Bob can play in such a way that Alice does not win within $3n$ rounds.

3. If, while Alice is playing according to a standard strategy, Bob does not answer according to one of his standard strategies, then Alice can win the DT game in strictly fewer than $3n$ rounds.

**Proof.** The first observation follows from items 1 and 2. Item 1 follows because, in a standard strategy, Alice has asked about all variables in the functions $f_i$, and because she asked about the relevant variable among $x_i$ and $x'_i$, she also learned all the $g_i$.

Now we prove item 2. Assume that Alice does not play according to a standard strategy. It means that either (a) Alice does not ask about some $y_i$ or $y'_i$, or (b) she did not ask about one of the $x_i$ or $x'_i$, or (c.i) she asks about $x_i$ or $x'_i$ before seeing all the variables of $f_1 \oplus g_1 \oplus \cdots \oplus g_{i-1} \oplus f_i$, or
(d) for some $i$, she saw all the variables of $f_1 \oplus g_1 \oplus \ldots \oplus g_{i-1} \oplus f_i$, but asked about the wrong $x_i$ or $x'_i$.

In case (a), Alice did not ask about some $y_i$ or $y'_i$, so that the value of $f_i$ is not defined and independent of the remaining values, and hence the value of $F_n$ is also not defined, so if Bob plays according to any standard strategy, they end in a non-monochromatic subcube, and Alice loses. Likewise, in cases (b) and (d), $g_i$ is undefined and independent of the remaining values, and hence $F_n$ is also undefined, and Alice also loses.

Now suppose we are in case (c.i), but not (a), (b), or (d), or (c.j), for any $j < i$. Then, Alice has asked about one of the variables $x_i$ or $x'_i$, but she did so before asking every variable of $f_1 \oplus g_1 \oplus \ldots \oplus g_{i-1} \oplus f_i$. We then claim that Bob can answer Alice’s questions in such a way that Alice will need to ask at least $3n + 1$ questions in total to know the value of $F$. Indeed, Alice has asked about $x_i$ or $x'_i$ before $f_1 \oplus g_1 \oplus \ldots \oplus g_{i-1} \oplus f_i$ became defined. So after choosing some value for the variable $x_i$ or $x'_i$, Bob can still answer Alice’s questions by a standard strategy such that $g_i$ equals the variable $x'_i$ or $x_i$ which Alice did not choose. The remaining questions Bob answers according to an arbitrary standard strategy. Since Alice wasted (at least) one question by asking an irrelevant variable, it follows that she needs $3n$ other questions to fix the value of $F_n$.

Finally, to prove item 3, suppose that the first time Alice asks one of the two variables $y_i$ or $y'_i$, Bob answers 0. Then the function $f_i = y_i \land y'_i$ becomes fixed and equal to 0, so Alice can fix the value of $F$ without ever asking about the other variable. And so Alice wins within $3n - 1$ moves.

3.5 The reduction

Proof of theorems 3.1 and 3.2. We reduce the TQBF instance

$$\exists y_1 \forall x_1 \ldots \forall x_n h(y_1, x_1, \ldots, y_n, x_n) \quad (1)$$

to computing the query complexity $\mathcal{D}(D)$ of the function:

$$\mathcal{D} = \begin{cases} 
q, & \text{if } G_n \lor p = 0 \\
W_{10n} \oplus F_n, & \text{otherwise.}
\end{cases}$$

where

$$\mathcal{D} = \mathcal{D}(x_1, x'_1, y_1, y'_1, \ldots, x_n, x'_n, y_n, y'_n, p, q, a_0^1, a_1^1, r^1, \ldots, a_0^{10n}, a_1^{10n}, r^{10n})$$

is a Boolean function on $2n + 2 + 30n$ variables.

$$W_{10n} = W_{10n}(p, a_0^1, a_1^1, r^1, \ldots, a_0^{10n}, a_1^{10n}, r^{10n})$$
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was defined in Section 3.3.

\[ F_n = F_n(y_1, y'_1, x_1, x'_1, \ldots, y_n, y'_n, x_n, x'_n) \]

was defined in Section 3.4. And

\[ G_n = G_n(y_1, y'_1, x_1, x'_1, \ldots, y_n, y'_n, x_n, x'_n) \]

is a (previously undefined) Boolean function on 2n variables, given by:

\[ G_n = h(y_1, x_1, \ldots, y_n, x_n) \lor \bigvee_{i=1}^{n} (y_i \land y'_i) \lor \bigvee_{i=1}^{n} x_i \oplus x'_i \]

First we note that this reduction can be computed in polynomial time if \( h \) is given as a circuit and by a NC\(^0\)-circuit if \( h \) is given a truth-table: every value of \( D \) depends only on one value of \( h \). To see DLOGTIME-uniformity one can check that, given values for the input variables of \( D \), one can calculate the output, as a function of \( h \), in time \( O(n) \). We simply calculate every value in the above expression for \( D \) in time \( O(n) \), and as a result, the output will be either 1, 0, \( h_n(\ldots) \) or \( \neg h_n(\ldots) \). So the truth table of \( D \) can be computed from the truth table of \( h \) by a DLOGTIME-uniform NC\(^0\)-reduction.

We now claim that (1) is true if and only if \( D(D) \leq 33n \).

**When (1) holds**

First we prove if (1) is true, i.e., Alice has a winning strategy in the TQBF-game, then \( D(D) \leq 33n \), i.e. Alice has a winning strategy in the DT-game, which allows her to win within 33n steps.

In the TQBF-game Alice first chooses \( y_1 \), then \( y_2 \) as a function of \( y_1 \) and (Bob's choice for) \( x_1 \) then \( y_3 \) as a function from \( y_1, x_1, y_2, x_2 \), and so on. We wish to translate such a strategy for the TQBF-game, into a strategy for the DT-game. The translation is the following.

Alice begins by fixing the value of \( F_n \) to a constant. She will do so, by using the following standard DT-strategy (standard as in the proof of Lemma 3.8). If the TQBF-strategy of Alice sets \( y_1 = 1 \), then the standard DT-strategy of Alice first asks about the variable \( y_1 \), and then asks about the variable \( y'_1 \). If the TQBF-strategy of Alice sets \( y_1 = 0 \), the standard DT-strategy of Alice swaps the order: first asking about \( y'_1 \) and then about \( y_1 \). The standard DT-strategy of Alice then asks about the appropriate relevant
variable $x_1$ or $x'_1$ (according to her standard strategy). She considers the value of the chosen variable ($x_1$ or $x'_1$) to be the value Bob has chosen for $x_1$ in TQBF-game. Then, the DT-strategy of Alice asks about $y_2$ and $y'_2$ in some order, that again depends on the corresponding value for $y_2$ in the TQBF-strategy, and so on.

Now, either Bob follows a standard strategy (as in Lemma 3.8), or not. If he does, then (because the TQBF-strategy is a winning strategy for Alice) the value of $h$ is equal to 1 and hence $G_n$ is also equal to 1 and therefore $D$ is equal to $F_n \oplus W_{10n}$. Note, that the value of $F_n$ is already defined. By Lemma 3.7 Alice can define the value of $W_{10n}$ in remaining $30n$ moves, so she wins.

If Bob does not use a standard strategy, Alice can define the value of $F_n$ in fewer than $3n$ moves. She can do it by Lemma 3.8. Then Alice asks about $p$. Then, either:

- **Bob answers $p = 1$**. In this case, $D$ is equal to $F_n \oplus W_{10n}$, $F_n$ is already defined and Alice can ask at least $30n$ questions, which is enough to determine the value of $W_{10n}$.

- **Bob answers $p = 0$**. In this case by Lemma 3.7 Alice can define the value of $W_{10n}|_{p=0}$ in $20n$ questions, so she has at least $10n$ questions left. She uses these questions to ask about all the variables $q, x_1, x'_1, y_1, y'_1, \ldots, x_n, x'_n, y_n$ and $y'_n$. Therefore, now Alice knows the values of $W_{10n}, q, p, G_n, and F_n$, so Alice knows the value of $D$.

**When (1) is false**

Now we prove that if (1) is false then Alice cannot win in $33n$ moves. First we prove the following

**Lemma 3.9.** Assume that (1) is false. Then, Bob can answer the questions of Alice about the variables of $F_n$ in such a way that

- $F_n$ will not be defined as long as Alice has asked fewer than $3n$ questions.

- If Alice has asked exactly $3n$ questions, then either (i) the value of $F_n$ is not defined, or (ii) the value of $F_n$ is defined, but there exists an assignment of variables not asked by Alice such that $G_n = 0$.

**Proof of Lemma 3.9.** From Lemma 3.8 we know that, if Alice does not play according to a standard strategy, she will need more than $3n$ questions...
to define $F_n$. So we can assume that Alice plays according to a standard strategy. Bob will also play according to a standard strategy, with the following additional constraint: for every pair $\{y_i, y'_i\}$ Bob will answer 0 to the second requested variable. (Recall that, a standard strategy for Bob is one where he answers 1 for the first requested variable in the pair.)

We claim that if (1) is false, and Alice uses a standard strategy, then Bob can make $x_i = x'_i$ for every $i$, and $h = 0$, thus forcing $G_n = 0$. Indeed, in a standard strategy Alice asks variables in the right order, so that Bob can set $x_i$ and $x'_i$ to the same value, according to his winning strategy in the TQBF-game. This makes the value of $h$ equal to 0. \[\square\]

Now we are ready to describe the strategy for Bob. To recall: we are assuming that (1) is false, and we will devise a strategy for Bob that will leave $D$ undefined unless Alice asks more than $33n$ queries.

**Bob’s strategy.**

- For the variables that define $F_n$, Bob uses the strategy from Lemma 3.9.
- If Alice asks about $p$ then Bob answers 1.
- For the variables that define $W_{10n}$, Bob uses some best strategy for $W_{10n}|_{p=1}$.
- For $q$ the answer is arbitrary.

We argue that if Bob uses this strategy then Alice cannot define the value of $D$ in $33n$ questions. Indeed, assume that Alice asks about $p$. Then $p = 1$ and the value of $D$ is equal to the value of $F_n \oplus W_{10n}$. Now either Alice asked $< 3n$ questions about $F_n$ or $< 30n$ questions about $W_{10n}|_{p=1}$. Either way, one of these functions is not defined and hence $D$ is also not defined.

Now assume that Alice does not ask about $p$. Then by setting $p = 1$, we can always force the value of $D$ to be equal to $F_n \oplus W_{10n}$, so this value must be defined. But to define $F_n$ and $W_{10n}$, Alice must spend all her $33n$ questions, and so she cannot ask about $q$. Moreover, to learn the value of $F_n$, she must spend exactly $3n$ questions about $F_n$, but she cannot spend any more. From Lemma 3.9, there must then exist some setting of the variables Alice didn’t ask, such that $G_n = 0$. Then, by way of this assignment together with $p = 0$, $D$ becomes equal to $q$, which Alice did not ask and hence is not defined. \[\square\]
4 Open questions

1. What is the exact time-complexity of tt-DT? Is it possible to improve $O(3^n n)$-algorithm of Proposition 2.6? Is it possible to prove any non-trivial bounds (for example, under the Exponential Time Hypothesis)?

2. Is it possible to improve the $O(\log N \log \log N)$-depth bound of Proposition 2.9?

3. What is the exact time, space, and circuit complexity of the problem of finding the minimum size of a decision tree that computes a given Boolean function? It is known that this problem belongs to $\text{P}[\text{Aar03}]$, but the best depth upper-bound we know is $O((\log N)^2)$. It seemed to us that our reduction cannot be adapted to this case without a significantly new idea.

4. What can we say about the problem of approximating decision-tree complexity? One can consider, in the reduction above, the function $D_1 \oplus D_n$ instead of $D_n$ for some $k$, where all $D_i$ are the same functions as $D_n$ with fresh variables. It allows to prove that the problem of the approximation of DT with constant term has the same complexity as exact calculation of DT. Is it possible to improve on this result?
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