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Abstract

The Parameterized Inapproximability Hypothesis (PIH), which is an analog of the PCP
theorem in parameterized complexity, asserts that, there is a constant ¢ > 0 such that for any
computable function f : N — N, no f(k) - n"°()-time algorithm can, on input a k-variable CSP
instance with domain size 1, find an assignment satisfying 1 — ¢ fraction of the constraints.
A recent work by Guruswami, Lin, Ren, Sun, and Wu (STOC’24) established PIH under the
Exponential Time Hypothesis (ETH).

In this work, we improve the quantitative aspects of PIH and prove (under ETH) that ap-

proximating sparse parameterized CSPs within a constant factor requires nk' " time. This

immediately implies that, assuming ETH, finding a (k/2)-clique in an n-vertex graph with a

k-clique requires k" time. We also prove almost optimal time lower bounds for approxi-

mating k-ExactCover and Max k-Coverage.

Our proof follows the blueprint of the previous work to identify a "vector-structured" ETH-
hard CSP whose satisfiability can be checked via an appropriate form of "parallel" PCP. Using
further ideas in the reduction, we guarantee additional structures for constraints in the CSP. We
then leverage this to design a parallel PCP of almost linear size based on Reed-Muller codes
and derandomized low degree testing.
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1 Introduction

One of the goals of complexity theory is to pinpoint the asymptotically optimal time (or other
resource) needed to solve basic computational problems or classes of problems. The theory of NP-
completeness attacks this at a coarse level, but modern complexity theory also has tools to give
more fine-grained information on computational complexity.

A common setting for fine-grained understanding of computational hardness is considering
parameterized problems. Under this setting, each instance is attached with an additional parameter k
indicating some specific quantities (e.g., the optimum or the treewidth). We treat k as some super
constant that is much smaller than the instance size n and consider the existence or absence of
algorithms with running time depends both on n and k (e.g., with running time 22400, or nVFk).
The hardness of parameterized problems is studied under the realm of parameterized complexity
theory [FGO6]. It is a central challenge to figure out the minimal time (depending on both 7 and k)
to solve prototypical parameterized problems.

A representative example is the k-CLIQUE problem parameterized by the optimum k, which
is one of the most fundamental problems in parameterized complexity theory: given an n-vertex
graph as input, determine if it has a clique of size k. The naive brute force algorithm takes roughly
n* time. Using fast matrix multiplication, there are better algorithms that take n“*/3 time, where
w is the matrix multiplication exponent. On the hardness side, it is known that no algorithm
can decide k-CLIQUE within running time f(k)n°(®), for any computable function f(k), under the
widely-considered Exponential Time Hypothesis (ETH) [CHKXO06], which states that algorithms
cannot solve 3SAT formulas on n variables within running time 2°("), The optimal running time
for k-clique is therefore pinpointed to be 7%, assuming ETH.

Can one design a faster algorithm if one settles for approximating k-CLIQUE? For example, what
if we only want to find a clique of size k/2 in a graph that is promised to have a k-clique.!

It was shown that such an approximation to k-CLIQUE still requires the tightest f(k)n®®)
time [CCK"17], under the very strong assumption Gap-ETH. The Gap-ETH postulates an expo-
nential time lower bound of approximating MAX 3-SAT within a constant ratio. The constant gap
baked into the assumption is then transformed into a constant gap for approximating k-CLIQUE.
Though Gap-ETH has been proved under particular strengthening of ETH (smooth version of
ETH) [App17], a theoretically more satisfactory result is to obtain the hardness of approximat-
ing k-CLIQUE under the original ETH. Under ETH, weaker time lower bounds were known for

6/
constant-factor approximations of k-CLIQUE: f(k)n Q( log k> in [Lin21], which was later improved

to f(k)n®U08k) in [LRSW22, CFLL23] and f(k)n Kan/ieelesl) 3 [LRSW23].2 However, all these ap-

proaches cannot obtain lower bounds better than f(k )nQ(‘/E) due to the coding theoretic barri-
ers [KTOO].

However, this paper significantly improves this lower bound, assuming only the original ETH.
Theorem 1.1. Assume ETH. For any constant ¢ > 0 and any computable function f(k), any algorithm

that approximates k-CLIQUE within an € ratio must take runtime f (k)ynk'

To prove the theorem above, we follow a similar idea of proving the NP-hardness of approx-
imating cliques, which relies on the NP-hardness of constant approximating CSP (a.k.a., the PCP

I This can also be formulated as a “gap" decision problem of distinguishing graphs with a k-clique from those which
do not even have a (k/2)-clique.

2There is another line of work on improving the inapproximability factor of k-CLIQUE under the minimal hypothesis
WI[1]#FPT: constant factor in [Lin21], and the improved k() in [KK22, CFLL23].



theorem) and a subsequent FGLSS reduction [FGL " 96]. In the parameterized setting, we can ap-
ply an analogous reduction.

¢ We first establish a near-optimal lower bound for approximating (sparse) “parameterized
CSPs” with k variables, O(k) constraints, an alphabet of size 1, and some constant inapprox-
imability factor.

¢ Then Theorem 1.1 follows immediately by the FGLSS reduction [FGL " 96].

The first step is equivalent to establishing a quantitative version of the Parameterized Inap-
proximability Hypothesis (PIH) [LRSZ20], which plays the role of the PCP theorem in the pa-
rameterized complexity theory. The first quantitative version of PIH was established under Gap-
ETH [CCK"17], with the lower bound f(k)n®(°8%), A recent improvement proved PIH under

ETH [GLR 23], with a weaker lower bound f (k)n0< \ 1°g10gk). However, both results are too
weak to establish Theorem 1.1. In this paper, we make a significant quantitative improvement to
the reduction in [GLR " 23], obtaining our main theorem stated below.

Theorem 1.2 (Informal version of Theorem 4.1). Assume ETH. For any computable function f(k)
and constant ¢ € (0,1), every algorithm that takes as input a satisfiable parameterized 2CSP instance
with k variables, O(k) constraints and size-n alphabet finds an assignment satisfying 1 — € fraction of the

constraints, must take f (k)nkl_o(1> time.

By the discussion above, Theorem 1.1 follows immediately by combining Theorem 1.2 and the
FGLSS reduction. Moreover, using Theorem 1.2 as the foundation, we can obtain, via reductions,
strong inapproximability results for other fundamental parameterized problems. Below, we list
two application highlights and refer interested readers to [GLR " 23] for more detailed discussions.

Application Highlight: k-EXACTCOVER. k-EXACTCOVER (a.k.a., k-UNIQUESETCOVER) is one of
the canonical problems in the parameterized world. It is a weaker version of the k-SETCOVER
problem. For the p-approximation version of k-EXACTCOVER with p > 1, denoted by (k,p - k)-
EXACTCOVER, the instance consists of a universe U and a collection S of subsets of U, with a goal
to distinguish the following two cases.

¢ There exists k disjoint subsets from S whose union equals the whole universe U.

¢ The union of any p - k subsets of S is a proper subset of U.

Here, the parameter is the optimum k. We remark that the additional disjointness requirement in
the completeness part makes (k, p - k)-EXACTCOVER an excellent intermediate problem for prov-
ing the hardness of other problems [ABS597, Man20].

On the algorithmic side, the (k, p - k)-EXACTCOVER has a brute-force |S|®*)-time algorithm.
However, no |S|°%)-time algorithms are known. Thus, it is natural to consider whether we can
establish a matching |S|®*) lower bound. Our work almost establishes such a lower bound for
(k, p - k)-EXACTCOVER, under ETH. (Previously, this was only known under the Gap-ETH as-
sumption [Man20].

Theorem 1.3. Assume ETH. For any constant p > 1 and computable function f(k), any algorithm decid-
ing (k, o - k)-EXACTCOVER must take runtime f(k)|S|F' ",

To prove the theorem above, We note that the previous work [GRS23] achieves a parameter-
preserving reduction from PIH to (k, p - k)-EXACTCOVER for any constant p, by imitating the beau-
tiful reduction of Feige [Fei98].3

3In fact, a weaker variant of PIH, named Average Baby PIH over rectangular constraints, suffices.
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Therefore, Theorem 1.3 follows by combining the reduction of [GR523] with our Theorem 1.2.

Application Highlight: MAX k-COVERAGE. The MAX k-COVERAGE is the maximization variant
of the k-SETCOVER problem. For the p-approximation version of MAX k-COVERAGE with p < 1,
denoted by MAX (p, k)-COVERAGE, the instances are the same as k-EXACTCOVER above, but the
goal changes to distinguish the following two case:

¢ There exists k subsets from & whose union equals U.

e Any k subsets from S has the union size at most p - |U/].

MAX (p, k)-COVERAGE has been widely studied in previous literature. There exists a simple
greedy algorithm solving MaX (1 — 1, k)-COVERAGE within polynomial runtime [Hoc97].

On the hardness side, a celebrated result of Feige [Fei98] showed the NP-hardness of MAX
(1- % + ¢,k)-COVERAGE for any ¢ > 0, thus proving a tight inapproximability result.

In the parameterized world, one can solve MAX k-COVERAGE in |S|¥ time by brute force enu-
meration. On the other hand, Cohen-Addad, Gupta, Kumar, Lee, and Li [CAGK"19] showed
that assuming Gap-ETH, MAX (1 — 1 + ¢, k)-COVERAGE requires f(k)|S |kp01y<1/€) runtime. Manu-
rangsi [Man20] further improved this lower bound to the tightest f(k)|S|**) under Gap-ETH.

Our work implies an almost-optimal time lower bound for Max (1 — 1 + ¢ k)-COVERAGE
under ETH.

Theorem 1.4. Assume ETH. For any € > 0 and computable function f(k), any algorithm deciding MAX
(1— 1 + & k)-COVERAGE must take runtime f(k)|8]k1_o(l).

Theorem 1.4 follows from our Theorem 1.2 and the analysis in [Man20, Sections 9.1 and 9.2]
that accomplishes a gap-preserving reduction from k-CSP to MAX k-COVERAGE.

New PCP Characterizations. An interesting byproduct of Theorem 1.2 is a new PCP theorem for
3SAT as follows.

Theorem 1.5 (Informal Version of Theorem 4.2). For any parameter k < n, 3SAT has a constant-query
PCP verifier with alphabet size |£| = 2"/* " runtime poly(|Z|, n), and logk + O (y/log kloglogk)
random coins, which has perfect completeness and soundness %

Theorem 1.5 generalizes the classic PCP theorem and gives a smooth trade-off between the
proof length and the alphabet size, connecting parameterized complexity and the classical com-
plexity theory.

Paper Organization. In Section 2, we provide an overview for our proof of Theorem 1.2 and
discuss future works. In Section 3, we formalize necessary notation and concepts. The formal
structure for proving Theorem 1.2 is presented in Section 4, with most technical statements de-
ferred to other sections: the reduction from ETH-hard problems to special vector-valued CSPs is
provided in Section 5, and the PCPP verifier for a helper language is constructed in Section 6. In
Appendix A, we give details of derandomized parallel low degree tests which is a key component
for the PCPP construction.

2 Technical Overview

In this part, we provide general ideas of proving Theorem 1.2. Due to the equivalence between
the existence of PCP systems and the inapproximability of constraint satisfaction problems [[Din07,
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AB09], Theorem 1.5 directly follows from Theorem 1.2.
We follow the spirit of [GLR " 23] to prove Theorem 1.2. The proof framework is as follows.

¢ First, we reduce an ETH-hard problem to a CSP problem with specific structures.

¢ Then, leveraging the special structures, we construct a probabilistic checkable proof of prox-
imity (PCPP) verifier to check whether the encoding of some given solution satisfies all
constraints. Theorem 1.2 follows by converting the PCP verifier into CSP instances [AB09,
Din07].

For the first step, [GLR " 23] reduces 3SAT to vector-valued CSPs (VecCSPs for short), whose vari-
ables take values in a vector space ]FZ. In addition, each constraint is either a coordinate-wise
parallel constraint or a linear constraint.

* A parallel constraint (over variables x and ) is defined by a sub-constraint [T¥* : F; x Fy —
{0,1} and a subset of coordinate Q C [t]. It checks whether IT**(x;,y;) = 1 for every
coordinate i € Q.

* A linear constraint enforces that two vector-valued variables satisfy a linear equation speci-
fied by a matrix M € F,*,i.e., y = Mx.

Then, in the second step, [GLR 23] encodes the solution by parallel Walsh-Hadamard code and

constructs a PCPP verifier with double-exponential proof length, resulting in an f(k)n(V/10g10g)
lower bound for e-Gap k-Variable CSP.

2.1 More Refined Vector Structure

Unfortunately, the vector structure used in [GLR 23] is far from being enough for obtaining an
almost-optimal lower bound due to the following reasons.

¢ For parallel constraints, VecCSP sets up the sub-constraints over a subset of the coordinates.
There might be 2P| (where |E,| is the number of parallel constraints) different sub-CSP
instances over all coordinates, each of which requires an individual PCPP verifier. To si-
multaneously check the satisfiability of all these sub-instances, they tuple these verifiers into
a giant verifier, resulting in an exponential blowup of the proof length. Hence, an almost
linear proof size is impossible.

e For linear constraints, VecCSP defined in [GLR 23] allow them to be over arbitrary pairs
of variables. They introduce auxiliary variables for all pairs of variables and their corre-
sponding linear constraints to check such unstructured constraints. The number of auxiliary
variables is |V| - |E,|, where | V|, |E,| are the numbers of variables and linear constraints, re-
spectively. This means that the proof length is at least quadratic, making an almost linear
proof size impossible.

e Furthermore, the VecCSP instance in [GLR " 23] has parameters |V| = O(k?), |E| = O(k?),
which is a starting point with already a quantitative loss for any subsequent constructions.

The analysis above urges us to mine more vector structures and devise new reductions with
smaller parameter blowups. In this work, we further engineer VecCSP and obtain special vector-
valued CSPs (SVecCSP for short) with three more features.



e First, SVecCSP partitions the variables into two disjoint parts {x1, ... xx }U{y1,... yx}.

* Second, for parallel constraints, SVecCSP sets up the sub-constraint on all coordinates, which
implies a unified sub-CSP instance among all coordinates. As a result, we avoid the tuple
procedure, enabling a highly succinct proof.

¢ Third, for linear constraints, SVecCSP only sets up linear constraints over x; and y;, with
the same index i. After encoding x and y by the parallel Reed-Muller code, we can lever-
age this alignment and introduce auxiliary proofs, which is also a codeword of the parallel
Reed-Mulle code, to check the validity of linear constraints efficiently, with an almost-linear
blowup.

In addition, to decrease the parameter blowup, we apply the reduction in [Mar10, KMPS23] to
obtain ETH-hard sparse parameterized CSP instances. Then, we imitate the reduction in [GLR 23]
to obtain a sparse VecCSP instance with |V| = O(k), |[E| = O(k), which ultimately reduces to
SVecCSP, with an almost optimal lower bound, by properly duplicating variables and relocating
constraints.

2.2 Applying The Parallel Reed-Muller Code

After establishing the almost optimal runtime lower bound for SVecCSP, we need to design a
PCPP verifier certifying the encoding of a given assignment satisfies all constraints. However, the
previous work [GLR 23] designs a PCPP verifier that requires a proof with a double-exponential
length, which is far from obtaining Theorem 1.2.

This paper applies the parallel Reed-Muller (RM) encoding with an almost-linear codeword
length. Recall that the variables in the SVecCSP instance are divided into two disjoint parts
{x1, ... x}U{y1, .. .yx}, the input proof of the PCPP verifier consists of X and ¥, which are sup-
posed to be the parallel RM encoding of the assignment over x and y respectively. The verification
procedure is demonstrated as follows.

First, to ensure that X and i/ are indeed codewords of the parallel RM code, we apply parallel
low degree testing. The standard low degree testing causes a quadratic blowup in the proof length.
To ensure an almost-linear proof length, we use the parallel version of the derandomized low degree
testing [BSSVWO03] (Appendix A).

Second, we check whether X o ¥ satisfies all parallel constraints. Since a unified sub-CSP in-
stance exists among all coordinates, as long as we have constructed a PCPP verifier for this sub-
CSP, we can simulate it in parallel to check all coordinates at the same time, with no blowup in the
proof length (as opposed to an exponential blowup in [GLR " 23]). Our sub-CSP has an alphabet
of constant size. Thus, we can apply the existing approach (see, e.g., [BGH' 06, Theorem 3.3])
in a black box way to construct an almost-linear PCPP verifier for all parallel constraints in our
sub-CSP.

Finally, we check whether X o ¥/ satisfies all linear constraints. Recall that SVecCSP only sets up
linear constraints over x; and y;, with the same index i. Denote M; as the matrix for the index i,
i.e., the i-th linear constraint is y; = M;x;. We introduce an auxiliary proof z, satisfying

F=17- Mz

where M is the parallel RM encoding for matrices {Mj, My, ..., My}. Then, all systematic parts
of Z, i.e., the codeword entries corresponding to z; := y; — M;x; for i € [k], should be 0. The key
observation is that if X and i/ are codewords of parallel RM code, then so does z. Hence, we can
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apply parallel derandomized low degree testing for z and apply another PCPP, as in the parallel
part, to check whether all systematic parts of Z are 0. Finally, we check whether Z satisfies the
equation above by simply querying a random index, for which the soundness and completeness
are guaranteed by Schwartz-Zippel lemma [Sch80]. In this way, we have a highly efficient PCPP
verifier that checks all linear constraints with an almost linear proof length.

The overall PCPP verifier is the combination of the verifiers for parallel constraints and for
linear constraints. A more detailed framework of our proof is in Section 4.

2.3 Future Works

Our work gives almost optimal time lower bounds for the approximation version of many canoni-
cal parameterized problems under ETH, including k-CLIQUE, k-EXACTCOVER, k-VARIABLE CSPS,
and MAX k-COVERAGE.

Technically, we prove the almost optimal time lower bound for constant-gap k-Variable CSPs.
Using this result as the cornerstone, we obtain the inapproximability for other problems by ex-
isting reductions. One open question is whether almost optimal time lower bounds for other
problems also follow from this result, e.g., k-BALANCED BICLIQUE [CCK ™17, FSL.M?20].

The second question is to obtain the (actual) optimal f(k)n**) time lower bounds for constant-
gap k-Variable CSPs. This problem can be seen as the parameterized extension of the long-
standing linear-size PCP conjecture [BEKP13]. In the non-parameterized world, the state-of-the-
art PCP theorem with the shortest proof length is due to [Din07] with quasilinear proof length. It
is also interesting if this optimal bound (i.e., the parameterized extension of the linear-size PCP
conjecture) can be established assuming the existence of linear-size PCP.

For more interesting directions, please refer to [GLR "23].

3 Preliminaries

For a positive integer 1, we use [n] to denote the set {1,2,...,n}. We use log to denote the loga-
rithm with base 2. For a prime power g = p® where p is a prime and ¢ > 1 is an integer, we use IF;
to denote the finite field of order p© and characteristic char(FF) = p.

For an event £, 1¢ is defined the indicator function, which equals 1 if £ happens and 0 other-
wise. For a finite set S # @, we use x ~ S to denote a uniformly random element from S.

For disjoint sets S and T, we use SUT to denote their union while emphasizing SN T = @.

Asymptotics. Throughout the paper, we use O(-), O(+), Q)(-) to hide absolute constants that do not
depend on any other parameter. We also use poly(-) to denote some implicit polynomial in terms
of the parameters within, e.g., poly(f,g) is upper bounded by (f2 + ¢ + C)¢ for some absolute
constant C > 0.

3.1 Constraint Satisfaction Problem

In this paper, we only focus on constraint satisfaction problems (CSPs) of arity two. Formally, a
CSP instance G is a quadruple (V, E, %, {I1, }.cg ), where:

e V is for the set of variables.



e Eis for the set of constraints. Each constraint e = {u,,v.} € E connects two distinct variables
U, Ve € V.

The constraint graph is the undirected graph on vertices V with edges E. Note that we allow
multiple constraints between the same pair of variables; thus, the constraint graph may have
parallel edges.

* X is for the alphabet of each variable in V. For convenience, we sometimes have different
alphabets for different variables, and we will view them as a subset of a grand alphabet with
some natural embedding.

e {Il.}ecr is the set of constraint validity functions. Given a constraint e € E, the function
IT,: X x X — {0,1} checks whether the constraint e between u, and v, is satisfied.

We use |G| = (|V] + |E]|) - || to denote the size of a CSP instance G.

Assignment and Satisfiability Value. An assignment is a function o: V' — X that assigns each
variable a value in the alphabet. We use

val(G, o) Y IL(c (ve))
|E| ecE

to denote the satisfiability value for an assignment ¢. The satisfiability value for G is val(G) =
max,: vy val(G, o). We say that an assignment ¢ is a solution if val(G, o) = 1, and G is satisfiable
iff G has a solution. When the context is clear, we omit ¢ in the description of a constraint, i.e.,
IT, (1, v,) stands for IT(c(u.), o (v)).

Boolean Circuits. Throughout the paper, we consider standard Boolean circuits with AND/OR
gate of fan-in two and fan-out two, and NOT gate with fan-out two.

Exponential Time Hypothesis (ETH). Exponential Time Hypothesis (ETH), first proposed by Im-
pagliazzo and Paturi [IP01], is a famous strengthening of the P # NP hypothesis and that has
since found numerous applications in modern complexity theory, especially in fine-grained com-
plexity.

The ETH postulates that the general 3SAT problem has no sub-exponential algorithm. In this
paper, we use the ETH-based hardness of the 4-REGULAR 3-COLORING problem.

Definition 3.1 (4-REGULAR 3-COLORING). A 2CSP instance G = (V, E, %, {I1, }.cE) is an instance
of 4-REGULAR 3-COLORING if (1) ¥ = [Fy, (2) the constraint graph is 4-regular, and (3) each II,
checks whether the two endpoints of e are assigned with different colors from A, where A C Fy
has size three and is fixed in advance.

We remark that usually 3-COLORING is defined directly with a ternary alphabet A. Here for
simplicity of later reductions, we assume the alphabet is [F4. This is without loss of generality
since the coloring constraint is also upgraded to check additionally whether the colors are from A.

Theorem 3.2 (ETH Lower Bound for 4-REGULAR 3-COLORING [CFG"16]). Assuming ETH, no
algorithm can decide 4-REGULAR 3-COLORING in 2°UVD time.

3.2 Parameterized Complexity Theory

In parameterized complexity theory, we consider a promise language LyesULno equipped with a
computable function x, which returns a parameter «(x) € N for every input instance x. We use
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(LyesULno, k) to denote a parameterized language. We think of x(x) as a growing parameter that
is much smaller than the instance size |x|.

A parameterized promise language (LyesULno, k) is fixed parameter tractable (FPT) if there is
an algorithm such that for every input (x,x(x)) € (LyesULno, k), it decides whether x € Lyes in
f(x(x)) - |x|°0) time for some computable function f.

no’s

(x,x(x)) outputs another instance (x’, ’(x")) such that:

An FPT reduction from (Lyes U Lo, k) to ( L;es UL, «)is an algorithm .A which, on every input

e COMPLETENESS. If x € Ly, then x’ € L]

yes*
* SOUNDNESS. If x € Ly, thenx’ € L.

e FPT. There exist universal computable functions f and g such that |’ (x")| < g(x(x)) and
the runtime of A is bounded by f(x(x)) - |x|°M).

We refer to [FG06] for the backgrounds on fixed parameter tractability and FPT reductions.

e-Gap k-Variable CSP. We mainly focus on the gap version of the parameterized CSP problem.
Formally, an e-Gap k-Variable CSP problem is the following parameterized promise language
(LyesULno, K).

® Lyes consists of all CSPs G with val(G) = 1.
* L, consists of all CSPs G with val(G) < 1 —«.

* x(G) equals the number of variables in G.

In other words, we need to decide whether a given CSP instance (G, |V|) with k variables satisfies
val(G) =1lorval(G) <1—e.

Parameterized Inapproximability Hypothesis (PIH). Parameterized Inapproximability Hypothesis
(PIH) is a folklore conjecture generalizing the celebrated PCP theorem to the parameterized com-
plexity. It was first rigorously formulated in [[LRSZ20]. Below, we present a slight reformulation,
asserting fixed parameter intractability (rather than W[1]-hardness specifically) of gap CSP.

Hypothesis 3.3 (PIH). For an absolute constant 0 < & < 1, no FPT algorithm can decide e-Gap k-Variable
CSP.

3.3 Parallel Reed-Muller Code

Word. We say x is a word (a.k.a., vector) with alphabet X if x is a string of finite length and each
entry is an element from X; and X* contains all words with alphabet >. Assume x has length m.
For each I C [m], we use x7 to denote the sub-string of x on entries in I. When I = {i} is a singleton
set, we simply use x; to denote x;1. For a word x over a vector alphabet X/, for each entry x; and
j € [t], we define x;[J] as the j-th coordinate of x;. We define x[j] as x1[j] o x2[j] o - - - © xp,[f], which
is a word over 2.

Let y be another word. We use x o y to denote the concatenation of x and y. If y is also of length
m, we define A(x, y) := Pric,, [xi # yi] as their relative Hamming distance. For a set S of words,
if A(x,z) > ¢ holds for every z € S, we say x is d-far from S; otherwise we say x is d-close to S. In
particular, if S = @&, then x is 1-far from S. Below, we recall the notion of error correcting codes.
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Definition 3.4 (Error Correcting Code (ECC)). An error correcting code is the image of the encod-
ing map C: £f — =X with message length k and codeword length K. We say that the ECC has a
relative distance 6 if A(C(x),C(y)) > & holds for any distinct x, y € . We use 6(C) to denote the
relative distance of the image map of C and use Im(C) to denote the codewords of C.

Reed-Muller Code. We use the parallel Reed-Muller (RM) code to construct PCPPs. This parallel
operation is called interleaving in coding theory. Below, we present the formal definition.

For an m-variate parallel-output function f: F" — F!, we denote f[1],..., f[t]: F" — F as
its single-output components, i.e., f(x) = (f[1](x),..., f[t](x)) We say f is of parallel degree-d
if f[1],..., f[t] are degree-d polynomials, where a polynomial is degree-d if all monomials with
(total) degree larger than 4 have zero coefficients.

If |F| > d and |F|" > (m;d), by a dimension argument, there exist (m:;d) distinct points (a.k.a.,
interpolation set) {1, .. .,C(m;d)} C F" whose values a = (a3, .. .,a(m;d)) € (IFt)(m;d) can uniquely

determine the polynomial f, of parallel degree d.

Definition 3.5 (Parallel RM Code). Assume |F| > d and |F|"™ > (m;d). Let {&, .. .,C(m;—d)} be the
set above. The (IF, m, d, t)-parallel RM code is the image of the following encoding map:

RM]F,m,d,t . (IFt) (m;—d) N (:[Ft) [TF|™
where for each a = (a3, ... ,a(m;d)) € (IFt)(m;d), the encoding RMF™4(g) is the truth table of f,
over the whole space IF".
In addition, a is the systematic part of the parallel RM encoding, which can be read off directly:

foreachj € (m;rd), aj equals the entry indexed by ¢; in the codeword.

By Schwartz-Zippel lemma?, the relative distance of (IF, m,d, t)-parallel RM code is

d

S(RMEmALYy — 1 —
|IF|

Furthermore, there is an efficient codeword testing procedure (Theorem 3.6) for RME™@!  the
proof of which is in Appendix A.

Theorem 3.6 (Codeword Testing). Assume char(F) = 2 and [F| > max {6md,2'%mlog|F|}. Let
Y. = F¥*1 be the set of univariate degree-d polynomials over . There exists an efficient verifier Piq; with
the following properties.

e The input of Pt is T o 7t, where T € (F!)FI" is supposed to be a codeword of RME™ and
€ () FI"-(mlog [N s the quxiliary proof

* Pyt tosses mlog |IF| 4+ O (loglog |F| + log m) unbiased coins and makes 2 queries on T o 7.

o If T € Im(RM®™44) then there exists some 7 such that Pig; (T o 7t) always accepts.

o If T is &-far from Tm(RME™44) then Pr[Pg: (T o 1) rejects] > 2406 for any .

4Schwartz-Zippel lemma is usually stated only for single-output polynomials, but it naturally generalizes to the
parallel case.
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Given a Boolean circuit C : {0,1}¥ — {0,1}, we say a word x € ({0, 1}})¥ parallel satisfies C iff
C(x[j]) = 1 holds for every coordinate j € [t].

Extracting from the verifier in Theorem 3.6, we obtain a circuit of small size that describes the
codeword testing procedure, the proof of which is also in Appendix A.

Theorem 3.7. Assume char(F) = 2 and |F| > max {6md,2!%mlog |F|}. There exists a Boolean circuit
Ciat of size |F|"poly|F| for T € (IF*)IF!", where we encode F as {0,1}'°8Fl, such that T is codeword of
RMEMAL iff T parallel satisfies Cigs.

3.4 Pair Language and Probabilistic Checkable Proof of Proximity

We will perform various satisfiability testing for assignments of Boolean circuits where both are
given as input. This motivates the notion of pair language, where the input is naturally divided
into two parts corresponding to circuits and assignments respectively.

Pair Language. Formally, L is a pair language over the alphabet X, and X, if all words of L are in
the form (x,y) where x € ¥,y € X;. For each x € X}, we define L(x) = {y € X|(x,y) € L} as
the restriction of L on x.

Probabilistic checkable proof of proximity (PCPP). PCPP provides robust testing of satisfiability
for pair languages.

Definition 3.8 (PCPP). Given a pair language L with alphabet X, a (g,7, 9, ¢, £, )-PCPP verifier P
takes as input a pair of words (x,y) and an auxiliary proof 7t with alphabet X, such that:

(T1) The verifier P reads all bits of x, tosses at most r(|x|) many unbiased coins, makes at most

q(|x|) queries on y and 7, and then decides to accept or reject within runtime (|x| + |X| +
[Za]) O

We use I, to denote the query positions on y o r under randomness r, and use P(x,y,r,a)to
indicate the behavior (i.e., accept or reject) of P under randomness r and query answer a.

(T2) If (x,y) € L, then there exists some 7 such that P always accepts.
(T3) If y is é-far from L(x), then P rejects with probability at least ¢ for every 7.

We say P isa (q,r1,¢ Xp)-PCP verifier if itis a (g,7,1, ¢, £ )-PCPP verifier.

Remark 3.9 (Proof Length). We can always upper bound || by 2"(1*)g(|x|), for which reason we
do not put an additional parameter in Definition 3.8.

From PCPP to CSP. PCPPs are tightly connected with CSPs. The following standard reduction
establishes the connection.

Definition 3.10 (From PCPP to CSP). Given a (g,7,6,¢, X)-PCPP verifier P for the pair lan-
guage L = {(x,y)|x,y € X*}. We define a CSP instance G' = (V',E/, X/, {IL},cp), where
V' = V,UV;UVpepp and &' = X U X, by the following steps:

¢ First, we treat each position of y (resp., 71) as a single variable in V, and (resp., V) with
alphabet X (resp., X»). Note that |V, | = |y| and |V| < 2"(IKDg(|x|) by Remark 3.9.

e Then, for each choice of random coins 7 € {0,1}"(*), let S, be the set of query positions over
y o 7t under randomness 7; and we add a variable z, to Vppp whose alphabet is (XUXp) ISl

i.e., all possible configurations of the query result. Note that [Vpepp| < 2r(1xD),
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¢ Finally, we add constraints between z, and every query positioni € S,. The constraint checks
whether z, is an accepting configuration, and the assignment of the position i is consistent
with the assignment of z,.

By construction, the completeness and soundness are preserved up to a factor of 4 under this
reduction, where the loss comes from splitting g queries into g consistency checks. In addition, the
reduction from P to G’ is an FPT reduction.

Fact 3.11. The reduction described in Definition 3.10 is an FPT reduction. Recall that P isa (q,t,5,¢,%)-
PCPP wverifier for the pair language L over the alphabet ¥.. We have the following properties for G':

* ALPHABET. The alphabet of G’ is (¥ U X5)".

o PARAMETER BLOWUP. The number of varialbes |V'| < |y| +2"¥Dg(|x|) + 27D, The number of
constraints |E'| = O(V" - g(|x])).

e COMPLETENESS. If (x,y) € L, then there exists a solution o’ of G’ assigning y to V.

* SOUNDNESS. If y is d-far from L(x), then any assignment o’ assigning y to V., satisfies at most
1 — £ fraction of the constraints in G'. Note that if L(x) = @, then val(G') <1 — :

Circuit Value Problem (CKTVAL). CKTVAL is a standard pair language widely used in the classi-
cal PCP theorems (see e.g., [BGH "06]). It directly checks if a binary string is a solution to a Boolean
circuit.

Definition 3.12 (CKTVAL). CKTVAL is a pair language over {0,1} consisting of all words in the
form of w = (C, z), where C is a Boolean predicate with |z| input bits and z is a binary string that
satisfies C. We define the input length |w| to be the size of C plus |z|.

We quote the following almost-linear PCPP result for CKTVAL, which follows from [BGH 06,
Theorem 3.3] by setting t to be a constant sufficiently large.

Theorem 3.13 (PCPP for CKTVAL, [BGH06]). There exists an absolute constant 0 < 5, < 2719 sych
that CKTVAL has

an (O(l), log |w| 4+ O(log"! |w|), &, %, {0, 1}) -PCPP verifier Pet,

where |w)| is the input length of CKTVAL.

Remark 3.14. In the parallel setting, we want to check if a circuit C is satisfied on ¢ different inputs
21,22, .. .,2t. Note that according to the Definition 3.8, given (C, z;) and an auxiliary proof 7; for
every i € [t], the PCPP reads the whole C and then queries z; and 71;. In other words, the query
locations depend only on C. So, when applied in parallel, the PCPP queries the same locations for
different i € [t].

4 Proof of the Main Theorems

This section is devoted to giving a landscape of the proof of Theorem 1.2 and Theorem 1.5. To
depict a clear picture, we relegate the proof of technical lemmas in subsequent sections. Below,
we first present the formal statement of Theorem 1.2 and Theorem 1.5.
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Theorem 4.1 (Formal Version of Theorem 1.2). Assume ETH. Then, for any computable function f(K)
and any constant € € (0,1), no algorithm can take as input a 2CSP instance A with K variables, O(K)

log Kloglog K .
NK/zw(\/ g Kloglog )t

constraints and alphabet [N|, distinguish between the following two cases in f(K) ime:

* A is satisfiable;

* any assignment satisfies at most 1 — e fraction of the constraints in A.

Theorem 4.2 (Formal Version of Theorem 1.5). For any integer k < n sufficiently large, 3SAT has
a constant-query PCP verifier of alphabet size |L| = exp(% .20y 10gk)>, runtime poly(|X|,n), and
logk + O (\/logkloglogk) random coins, which has perfect completeness and soundness %

The proof of Theorem 4.1 follows a similar idea in the previous work [GLR"23].

e First, we reduce from 4-REGULAR 3-COLORING, which has the lower bound 221VD un-
der ETH, to a CSP with specific vector structures, termed as the special vector-valued CSP
(SVecCSP for short). This step is somewhat similar to the previous approach [GLR 23], in
the sense that both approaches engineer non-parameterized CSP problems into parameter-
ized CSPs with vector structure. However, the vector structure in [GLR 23] is not enough
for obtaining the almost-optimal lower bound for k-Variable CSP. This paper obtains a much
more refined structure.

¢ Second, we design a PCPP verifier for SVecCSPs. To obtain an almost-optimal lower bound,
we encode the solution of SVecCSPs via Reed-Muller code with an almost-linear blowup.
Below, we present the details of our proof.

4.1 Reduction from 4-REGULAR 3-COLORING to SVecCSP

In this section, we define special vector-valued CSP (SVecCSP for short). The notion of vector-valued
CSPs was first defined in [GLR " 23], and here we consider a better-structured variant.

Definition 4.3 (SVecCSP). A CSP instance G = (V,E = E,UE|, X, {IL. }eck) is an SVecCSP if the
following properties hold.

SD V=A_x,...,x}UH{y1,---, Yk}
(S2) ¥ = F' is a t-dimensional vector space over a finite field IF with char(IF) = 2.
(S3) For each constraint e = {u,v} € E, where u = (uy,...,u;) and v = (vy,...,0;) are two

variables in V, there is a sub-constraint IT# : IF x F — {0, 1} such that IT,(u, v) checks TT5*?

on all coordinates, i.e.,
(u,0) = A TE(u;, ).
ie(t]

(S4) E\ = {{xi,Yi}icjy }- Foreachi € [k], there exists a matrix M; € F**! and a constraint IT;(x;, ;)
check if y; = M;x;, i.e.,
I (xi, yi) = Ly =Mx;-

The following theorem establishes the hardness of SVecCSP.

Theorem 4.4. There is a reduction algorithm that holds the following. Given as input an integer 6 <
k < n and an n-variable 4-REGULAR 3-COLORING instance I, it produces an SVecCSP instance G =
(V,E, %, {11, }ecE) where:
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(R1) VARIABLES AND CONSTRAINTS. |V| = O(k) and |E| = O(k).
(R2) RUNTIME. The reduction runs in time poly(n, 2"108%/k),

(R3) ALPHABET. ¥ = IF} where t = O (”ligk )
(R4) SATISFIABILITY. G is satisfiable iff I is satisfiable.

We defer the proof of Theorem 4.4 to Section 5. Compared with vector-valued CSPs (VecCSP)
used in the previous work [GLR 23, Definition 3.3], SVecCSP offers more structural properties.

e For parallel constraints, the previous work [GLR " 23] sets up the sub-constraint over a subset
of the coordinates. By construction, there might be 2/Fe| different sub-CSP instances over all
coordinates. Each of the 2/l sub-CSPs requires an individual PCPP verifier. To simultane-
ously check the satisfiability of all these sub-instances, they tuple these verifiers into a giant
verifier, resulting in an exponential blowup of the proof length. Hence, an almost-linear size
of proof is impossible.

In contrast, SVecCSP sets up the sub-constraint on all coordinates, which implies a unified
sub-CSP instance among all coordinates. As a result, we avoid the tuple procedure, enabling
a highly succinct proof.

e For linear constraints, VecCSP defined in [GLR 23] allow them to be over arbitrary pairs
of variables. They introduce auxiliary variables for all pairs of variables and their corre-
sponding linear constraints to check such unstructured constraints. The number of auxiliary
variables is |V| - |E||, which means that the proof length is at least quadratic, making an
almost linear size of proof impossible.

However, SVecCSP only sets up linear constraints over x; and y;, with the same index i.
After encoding x and y by the parallel Reed-Muller code, we can leverage this alignment
and introduce auxiliary proofs, which is also a codeword of the parallel Reed-Mulle code, to
check the validity of linear constraints efficiently, with an almost-linear blowup.

Though SVecCSP has a more refined structure than VecCSP, we can obtain it from VecCSP
by properly duplicating variables and relocating constraints. However, the VecCSP instance in
[GLR 23] has parameters |V| = O(k?), |E| = O(k?), which are too large to obtain Theorem 4.4. To
get around this, we combine results from [Mar10, KMPS23] and the reduction in [GLR 23] to ob-
tain a sparse VecCSP instance with |V| = O(k), |E| = O(k), which ultimately leads to Theorem 4.4.

4.2 Reduction from SVecCSPs to e-GAP k-VARIABLE CSPs

With the ETH-hardness of SVecCSP by Theorem 4.4, the remaining work is to reduce SVecCSP to
e-Gap k-Variable CSP. To this end, we follow the same idea of previous works [ALM 01, GLR"23].

(L1) First, we encode the solution using an error correcting code.

(L2) Then, we design a constant-query PCPP verifier to check whether the given proof is the
codeword of some solution with the aid of auxiliary proofs.

(L3) Finally, we obtain Theorem 4.1 by converting the PCPP verifier into an instance of e-Gap
k-Variable CSP by Fact 3.11.

Remark 4.5. In our actual construction of Item (L2), parallel constraints and linear constraints
will be processed separately, building on a (supposedly) same solution. Hence we need to encode
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the solution using error correcting codes in Item (L1) and design PCPP verifier (instead of PCP
verifier) for Item (L2) on top of the shared encoding of the solution.

For the first step (Item (L1)), we need error correcting codes with almost-linear length blowup.
In detail, we choose the parallel Reed-Muller code (see Definition 3.5) with suitable choice of pa-
rameters. This motivates us to define the following pair language SVecCSP Satisfiability (SVSAT).

Definition 4.6 (SVSAT). (IF, m,d, t)-SVSAT is a pair language consisting of w = (G, (X, 7)) where:

o G=(V={xg,...,x:}U{y1,...,yx}, E = E,UE,EZ = H', {1, },cg) is an SVecCSP instance.
We require that k < (™1?) and H is a subfield of F.

e %,7 are codewords of RME™%! Suppose ¥ = RMF"4 (¢ ) and § = RM]F'm'd't(ay) for some
oy, 0y € (FH)!

"i). Define assignment o : V — ! by

e

oy(i) v=y
We further require that ¢ is a solution of G, which implicitly demands o(v) € Hf forov € V.

Remark 4.7. Since (m;d) > k, the index 7 in defining ¢ is at most the length of oy, ¢y, and thus o is
well defined in Definition 4.6. The parameters IF, m,d, t come from the parameters of the parallel
Reed-Muller code.

In this pair language, G is the starting SVecCSP instance in our reduction, and (¥, ) serves as
the encoding of a solution. We have the following connection between (IF, m, d, t)-SVSAT and the
satisfiability of SVecCSP.

Fact4.8. Let G = (V = {x1,..., x5 }U{y1,..., i}, E = E;UE, X = H', {I1,}.cg) be an SVecCSP
instance. Assume k < (m;d) and H is a subfield of F. Then, G is satisfiable iff there exists (X, ) such that
(G, (x,Y)) € (F,m,d, t)-SVSAT.

Remark 4.9 (Encoding Choice). One may wonder the necessity for encoding X and i/ separately,
as opposed to encoding them jointly as x o y. This is due to the bipartite structure of the linear
constraints E; (see Item (S4)) that we will need to ensure proximity for the encoding on both x and
y. This will be clear in Item (T3) and Lemma 4.23.

For the second step (Item (L2)), we need to construct a PCPP verifier for (IF,m,d, t)-SVSAT.
Formally, we construct a PCPP verifier with the following parameters.

Theorem 4.10. Assume char(F) = 2 and |F| > max{12md, 2% mlog |F|}. Then for any 5 € [0,1],
(IF,m,d, t)-SVSAT has

and (0(1),1og(|15| +|F|") +0 <log0‘l(|E| + |F|™) + log |1F|) ,5,0(5),zf)-pcpp verifier P,
where |E| is the number of constraints in (IF,m,d, t)-SVSAT and ¥ = F+1,

Fix some (G, (X, 7)) supposed to be in (FF,m,d, t)-SVSAT. We use ¢ to denote the assignment
recovered (if succeeded) from X and . Our goal is to verify whether ¢ is the solution of G. To
this end, we will handle parallel and linear constraints in Subsection 4.2.1 and Subsection 4.2.3
separately, then combine them together in Subsection 4.2.3 to prove Theorem 4.10.
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4.2.1 Verification of Parallel Constraints

We first consider verifying whether ¢ satisfies all parallel constraints by probing the indices of
(%,7). Since RMF™2t is a systematic code (Definition 3.5), we can recover the value of an index in
the assignment o directly from probing an index of X o i/. In addition, recall that parallel constraints
set up the same sub-constraints over all coordinates (Item (S3)), we can build up a unified Boolean
circuit Cp, : {0,1}2F/"1og[Fl 5 £0,1} that checks whether the systematic part of ¥ and 7 satisfies
the sub-constraints in a single coordinate. In detail, the circuit C, is defined as follows.

Definition 4.11 (The Circuit C,). Let X, 7 be words of length |F|™ over alphabet® F. Assume ¥,y
are codewords of RME4*_ The circuit C, executes the following.

* C, recovers the messages 0%, 0y from the systematic part of X,y respectively.

* After that, C, checks whether the assignment ¢ specified by 0%, 0 has the correct subfield
entries and satisfies all constraints in the E, part of G, at the single-coordinate level. Specifi-
cally, 0 is the assignment of V defined by

() = {(Tf(i) U =X,

oy(i) v=y;.

For every v € V, C,, checks whether 0(v) € H; and for every constraint e = {u,v} € Ep, Cp
checks whether TT* (0 (u), 0 (v)) = 1.

The size of circuit Cp, is bounded by (|F|" + k + |Ep|) - poly|IF| = (|IF|" + |E|) - poly|F]|.

Double Test Problem (DOUBLETEST). In light of Definition 4.11, (%,¥) satisfies all parallel con-
straints iff X, i/ are correct codewords and C,(X[i] o §[i]) = 1 for each i € [t]. This motivates us to
consider the following pair language DOUBLETEST related to CKTVAL.

Definition 4.12 (DOUBLETEST). Assume char(FF) = 2. (IF,m,d, t)-DOUBLETEST is a pair language
over X, = {0,1},%, = F' consisting of w = (C, Ty o T,) where

e C is a Boolean circuit with 2|F|" log |F| input bits and Ty, T, € (IF!)/Fl" are codewords of
RM]F,m,d,t;

o if we view F as {0, 1}!98/Fl, T} o T; parallel satisfies C.

We define the input length |w| to be the size of C plus 2|F|" log |F|. Note that the dimension f is
reflected on the alphabet, not on the length.

In short, DOUBLETEST extends CKTVAL by allowing the assignment to have more dimensions
(i.e., t), allowing the assignment to be partitioned into two parts (i.e., T1, T2), and assuming each
part is encoded by parallel RM code.

Given Definition 4.12 and Definition 4.11, we have the following statement. Note that the
assumption that ¥,  are codewords of RMF™4 in Definition 4.11 is guaranteed in Definition 4.12.

Fact 4.13. Parallel constraints E, in G are satisfied iff (Cp, X 0 i) € (F,m,d,t)-DOUBLETEST.

5For ease of presentation, the circuit’s input is described as alphabet IF. We take the trivial conversion from an
element of FF into a binary string of length log |F|.
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Thus, to verify that o satisfies all parallel constraints, if suffices to construct a PCPP verifier for
DOUBLETEST. The verifier is formally stated as follows and will be proved in Section 6.

Theorem 4.14 (PCPP for DOUBLETEST). Assume char(F) = 2 and |F| > max {6md, 2'%mlog |F|}.
Forany é € [0,1], (IF,d, m,t)-DOUBLETEST has

an (O(l),log |lw| + O (logo'1 |w| + log |]F|) ,5,0(5),Zt)—PCPP verifer Pgt,

where |w)| is the input length of (F,d, m,t)-DOUBLETEST and ¥. = F4+1,

4.2.2 Verification of Linear Constraints

We then turn to verifying whether o satisfies all linear constraints E;. Recall from Item (S4) that
all linear constraints are set up between x; and y;, with the constraint that y; = M;x;. By defining
auxiliary variables z; := y; — M;x;, it suffices to check whether z; = 0; for every i € [k].
Thus, we add the auxiliary proof Z € (IF")IFI", which is supposed to fulfill the following con-
dition
2(p) = i(p) — M(p)Z(p) holds for all p € F™, (1)

m+d)

where M € (F)[FI" is the parallel RM encoding of (M, ..., M, 0%t,..., 0t e (F™>H)("a"),
Here we extend Definition 3.5 for matrix values: the value of & is M; for i < k and is 0'*! for
i > k. Equivalently, for each matrix coordinate (i, ) € [t] x [¢], M[i,j] € F¥I" is the RM encoding
of (My[i,fl,..., Mg[i,f],0,...,0). We remark that entries of M can be efficiently computed on the
fly by demand and are not included as a proof for the PCPP verifier.

Based on the discussion above, we obtain the following fact.

Fact 4.15. Linear constraints E; in G are satisfied iff X, are codewords of RME4

part of z, defined by (1), are all 0.

and the systematic

Recall that X, i/ being correct codewords are guaranteed by the analysis of parallel constraints
above. Hence we focus on testing the systematic part of zZ, which amount to z parallel satisfying
the following circuit.

Definition 4.16 (The Circuit C)). The circuit C, receives as input a word z of length |F|" over
alphabet FF. It checks if Z(¢;) = 0 holds for all i € [k]|, where we recall that §; from Definition 3.5.

The size of the circuit C; is bounded by (|F|" + k) - poly|[F|.

We will use a variant of DOUBLETEST, denoted SINGLETEST, on C, and Z. But before that, we
give a degree bound for Z.

Claim 4.17. If %, 7 are codewords of RMY"?! then the Z defined by (1) is a codeword of RMFm2d4E

Proof. Expanding the matrix multiplication, for each coordinate i € [t], we have

z[i](p) = ylil(p) — ‘Z[:] Mli,j](p) - %[j](p) forall p € F",
jelt

where M[i,j](p) is the (i, j)-th entry of M(p). Since 7[i], M[i, j], [j] are truth tables of degree-d
polynomials, Z[f] is the truth table of a degree-2d polynomial, which means Z € Im(RMF"244) ]

18



Single Test Problem (SINGLETEST). At this point, checking Fact 4.15 can be safely handled by the
following SINGLETEST with proper degree conditions.

Definition 4.18 (SINGLETEST). Assume char(F) = 2. (IF,m,d, t)-SINGLETEST is a pair language
over &, = {0,1},%, = F’ consisting of w = (C, T;) where

e C is a Boolean circuit with 2|IF|”log [F| input bits and T; € (F*)FI" is a codeword of
RM]F,m,d,t;

e if we view FF as {0,1}°8 Il T, parallel satisfies C.
We define the input length |w| to be the size of C plus |F|" log |F]|.

In comparison, SINGLETEST simply removes the second table T, from DOUBLETEST. Combin-
ing Claim 4.17 and Fact 4.15, we have the following result.

Fact 4.19. Linear constraints E; in G are satisfied iff X, are codewords of RME"™4! | 2 satisfies (1), and
(C,z) € (IF,m,2d,t)-SINGLETEST.

Analogous to Theorem 4.14, we also have an efficient PCPP verifier for SINGLETEST as follows,
which will also be proved in Section 6.

Theorem 4.20 (PCPP for SINGLETEST). Assume char(F) = 2 and |F| > max {6md,2'%mlog |F|}.
Forany é € [0,1], (IF,d,m,t)-SINGLETEST has

an (O(l),log lw| + O <logo'1 |w| + log UF\) ,(5,0(5),Zt>—PCPP verifer P,

where |w| is the input length of (F,d, m, t)-SINGLETEST and ¥ = F4+1,

Finally, we briefly sketch how to check if Z satisfies (1), as needed in Fact 4.19. This will be
done by randomly picking an index p and checking whether (1) holds on that p. The soundness
will be analyzed by Schwartz-Zippel Lemma. This will be formalized in Subsection 4.2.3.

4.2.3 The Whole Construction and Analysis

Based on the above discussion, we are now ready to construct the PCPP verifier P for SVSAT.
We invoke Theorem 4.14 to obtain PCPP verifiers Py and P for (IF,m,d,t)-DOUBLETEST and
(IF, m,2d, t)-SINGLETEST respectively.

Recall that the input of (IF,m,d, t)-SVSAT is (G, (X,y)). The auxiliary proof consists of z, 7y,
and 71, where

* Zis supposed to be a codeword in RMF"2%* and 2(p) = §(p) — M(p)X(p) for all p € F";

e 711 is supposed to be the auxiliary proof to convince Pg; that (Cp, X o i) belongs to the pair
language (IF, m,d, t)-DOUBLETEST.

* 71, is supposed to be the auxiliary proof to convince Py that (Cj,z) belongs to the pair lan-
guage (IF,m,2d,t)-SINGLETEST.

The verifier P performs one of the following three tests with equal probability.

(T1) Feed the pair of words (Cp, X 0 i) and the auxiliary proof 711 into Pg;. Reject if Pgy; rejects.
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(T2) Feed the pair of words (C), z) and the auxiliary proof 7, into Ps;. Reject if Ps; rejects.
(T3) Generate a random point p € ", reject if Z(p) # 7(p) — M(p)Z(p).

At this point, we are ready to analyze the PCPP verifier P. In particular, Theorem 4.10 follows
from the combination of the following Lemma 4.21, Lemma 4.22, and Lemma 4.23.

Lemma 4.21 (Parameters). Assume char(F) = 2and |F| > max {12md, 2" m log |F|}. Then P tosses
log(|E| + [F|") + O (1o (|E| + | F") + log [F|) .
unbiased coins and makes O(1) queries. The alphabet of the auxiliary proof is ©! where ¥. = F4+1,

Proof. By Theorem 4.14 and Theorem 4.20, both Py and Ps; make constant queries. Also in
Item (T3), P makes 3 queries on ¥, i/, z. Thus P makes O(1) total queries.

By Definitions 4.11 and 4.16, the input lengths of Py; and P in Item (T1) and Item (T2) are

|w1| = ([F[" + [E]) - poly|F| + 2[F[" log [IF| < (|E| + [IF|")poly|FF|,
|wa| = (|F[" + k) - poly|IF| + [F|"log [F| < (|E[ + [IF|")poly|F|,

respectively. Putting this into Theorem 4.14 and Theorem 4.20, the number of unbiased coins used
in Py and Ps; is
log(|E| + [F|") + O (1™ (|E| + ") + log |F|) .

In Item (T3), P tosses m log |F| coins. Since P only executes one of the three tests, the randomness
is bounded by their maximum.

The auxiliary proofs 711, 71 have alphabet X by Theorem 4.14 and Theorem 4.20. The alphabet
of Z is F!, which can also be embedded into the larger X‘. O

Lemma 4.22 (Completeness). Assume char(IF) = 2 and |F| > max {12md,2!%'m1log F|}. Suppose
X = RMEmAL (g ) § = RM]F'm'd't(Uy), and the assignment o given by oy and o, (recall Definition 4.6) is
a solution to G. Then there exist z, 111, 7t which P accepts with probability 1.

Proof. By Definition 4.11, (X,¥) parallel satisfies the circuit C,. Thus (Cp, X0 ¥) € (F,m,d,t)-
DOUBLETEST by Fact 4.13. Hence there exists an auxiliary proof 7r; which makes Py; accepts with
probability 1. Item (T1) therefore always passes.

For each p € ", define Z(p) = (p) — M(p)x(p). By Claim 4.17, Z € Im(RM®"244)  Let
0y, 0y, 07 be the messages X, ¥,z encodes respectively. Note that (o, ay) satisfies the linear con-
straints E; in G, i.e., 0y (i) — Moy (i) = 0 for all i € [k]. Hence all i € [k], we have

02 (i) = 2(&) = §(&) — M(&)R(&) = 0y (i) — Mjox (i) = 0,
where {{1,...,¢ (m+d)} are the distinct points defining the encoding of parallel RM code (see Defi-
d

nition 3.5). Therefore, Z parallel satisfies C,. By Fact 4.19, there exists an auxiliary proof 712, which
makes P accepts with probability 1, and Item (T2) always passes.

Finally Item (T3) always passes due to the definition of z. This completes the proof. O

Lemma 4.23 (Soundness). Assume char(F) = 2 and |F| > max {12md,2'%'mlog |F|}. Let 6 € [0,1]
be arbitrary. If (X,¥) is o-far from satisfying, i.e., d-far from the restriction of (IF,m,d, t)-SVSAT on G,
then ‘P rejects with probability Q)(5).
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Proof. Let x > 1 be a large constant, the specific value of which depends on the hidden constants
in Theorem 4.14 and Theorem 4.20. By modifying the hidden constant in Q)(-) here and noticing
that 5-far implies ¢'-far for any &’ < 6, we safely assume § < 1/x>.

Fix arbitrary (%, ¥) that is J-far from satisfying. Assume that P rejects with probability at most
K - 6, since otherwise the statement already holds. Then each of the tests Item (T1), Item (T2), and
Item (T3) reject with probability at most 3« - §. By choosing « sufficiently large and according to
soundness guarantee of Py and Py in Theorem 4.14 and Theorem 4.20, we know

1. (%,7) is o-close to (¥, ¥), which is a pair of codewords of RME "4 that parallel satisfies C,.
Since X, i/ have the same length, this alse implies that x is 26-close to X and 1/ is 2d-close to 3.

2. Zis d-close to Z, which is a codeword of RMT"24:t that parallel satisfies C;.

We aim to show that (G, (x,7)) € (F,m,d,t)-SVSAT, which contradicts to the assumption that
(X, 1) is o-far from satisfying and completes the proof.

Let 0%, 03, 0z be the messages of ¥, Y, Z respectively. It now suffices to prove the assignment ¢
given by
ox(i) v=1x;
o(v) = x() :
oy(i) v =y

By Item 1 and Fact 4.13, ¢ satisfies all constraints in E,. To analyze constraints in E|, we first
prove that z = ¥ — Mx in accordance with (1). Assume this is false for some entry p € F", i.e.,

Z(p) # 5(p) — M(p)x(p). 2

Note that ¥,7, M are all of parallel degree-d and Z is of parallel degree-2d. Then by Schwartz-
Zippel lemma, (2) actually happens for at least 1 — % fraction of points p € F"". Now recall the
test in Item (T3), which checks precisely the above for a random p ~ F" with ¥, , Z replaced by
X,¥,z. By Items 1 and 2 and a union bound, with probability at least 1 — 56 — \%' on this random p
we have X(p) =x(p),¥(p) = y(p),z(p) = z(p) and (2) happens, which makes Item (T3) reject. By
our assumption on |F| and § < 1/x? with « sufficiently large, this rejection probability is at least
0.9 > 3« - 0 and contradicts to our assumption on the rejection probability of Item (T3). In short,

(2) can never happen.

satisfies all constraints in E,UE|.

Finally we are ready to show that constraints in E, are satisfied by ¢. By Item 2 and Fact 4.19,
05(i) = 0" holds for all i € [k], and thus

(i) — Mioz(i) = §(&) — M(&)%(&) = 2(&) = oz(i) = 0.

Therefore, all constraints in E; are also satisfied. This completes the whole soundness proof. [

4.3 Putting Everything Together
Now, we are ready to prove the main theorems.

Proof of Theorem 4.1. We start with an arbitrary n-variable 4-REGULAR 3-COLORING instance T,
which prohibits algorithms of runtime 2°(") in the worst case by Theorem 3.2 assuming ETH. By
Theorem 4.4, we obtain an SVecCSP instance G = (V, E,F}, {I1 }.cg) in time poly(n,2"108*/k)

which preserves the satisfiability of I'. In addition, t = O (%) and |V| = O(k), |E| = O(k).
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Let m and d be integers to be chosen later satisfying

m+d
e ("1 0

Let IF be a field of characteristic two which contains IF4 as a subfield and satisfies
IF| > max {12md,2101mlog \JF\} . (4)

By Fact 4.8, G is satisfiable iff there exists X, § € (IF!)IFI" such that (G, (%,7)) € (F,m,d, t)-SVSAT.
Then we construct the PCPP verifier P for (IF,m,d, t)-SVSAT from Theorem 4.10 with § = 1 to
obtain a PCP verifier (recall Definition 3.8) P’ for the satisfiability of G.

The query complexity, completeness, alphabet, and randomness of P’ follow from those of P
in Theorem 4.10; and the soundness of P’ is the (unspecified) constant soundness parameter by
setting 4 = 1 in Theorem 4.10. In particular,

the alphabet size is |Z|f = ||+ = |[p|Oldnlogk/k)

and
the randomness is log(k + |F|") + O (logo'1 (k+ |E|™) 4+ log ]IF]) coins.

Then we apply Fact 3.11 and obtain a 2CSP instance A preserving the satisfiability of G (and thus
I') where

¢ the size of the alphabet of A is
N = ‘]F‘O(dnlogk/k)’

¢ the number of variables in A is at most

K = 2| - 2B+ FI) 0o (4" 1981F1) . (1) = (k + [F") - poly (I, 25" (+HF17))

¢ the number of constraints in A is a constant multiple of the number of variables in A.

Finally we optimize the choice of m,d, |[F|. Assume logk is a perfect square and is sufficiently
large and set

|F| =21 1og k- 2VI8k 1y = | /logk, d=2%,/logk 2V1o8k
Then

7

("3 )2 (5) = 2/ 2

which is consistent with (3). We also have
12md =12 -2% . logk - 2V18k < |F| and
21%mlog |F| < 2!, /logk («/logk +loglogk + 1000) < |F|,

which is consistent with (4). Moreover, A has alphabet size N and the number of variables K as

follows.
n-logl'5 k2V logk )
k

O
N = (logk -2V logk> < and K = k. 20(y/logkloglogk)
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where N can be furthered simplified to

20(\/@)
N = (2/%) ,

Since I has no 2°(")-time algorithm by assumption, A has the lower bound f(K) - NX/ 2e(ViogKloglog k) _

time for any computable function f as claimed.

In the end, we remark that the implicit constant soundness gap can be boosted to any constant
by a constant number of randomness-efficient query repetitions (see, e.g., [BGH " 06, Lemma 2.11]).

O
The PCP statement Theorem 4.2 follows directly from the proof above.

Proof of Theorem 4.2. From any instance of 3SAT, there is a linear-size reduction to an instance of
4-REGULAR 3-COLORING [Mar10]. Therefore we only need to construct the desired PCP for 4-
REGULAR 3-COLORING. This follows directly from the verifier P’ in the proof of Theorem 4.1. In
particular, we stick to the parameter choice there and obtain a PCP verifier with alphabet size

2n.20(\/logk)/k

and randomness

logk + O (\/logkloglogk) .

The implicit constant soundness of P’ can be boosted to § by a constant number of randomness-
efficient query repetitions (see e.g., [BGH 06, Lemma 2.11]). O

5 From 4-REGULAR 3-COLORING to SVecCSP

The goal of this section is to reduce 4-REGULAR 3-COLORING, which is known to be ETH-hard
Theorem 3.2, to SVecCSP.

Theorem (Theorem 4.4 Restated). There is a reduction algorithm such that the following holds. Given
as input an integer 6 < k < n and an n-variable 4-REGULAR 3-COLORING instance I, it produces an
SVecCSP instance G = (V,E, X, {11, }.cE) where:

(R1) VARIABLES AND CONSTRAINTS. |V| = O(k) and |E| = O(k).
(R2) RUNTIME. The reduction runs in time poly(n, 2"108%/k),

(R3) ALPHABET. ¥ = F} where t = O (%g]{)
(R4) SATISFIABILITY. G is satisfiable iff ' is satisfiable.

The reduction starts by grouping vertices into supernodes, which take vector values. Then
the constraints between supernodes correspond to (possibly multiple) constraints in the original
instance. To make sure the new instance has small size, we need a grouping method (Lemma 5.1)
that produces as few supernodes and constraints as possible. Then we make duplicates of vari-
ables and rearrangements of their coordinates to make sure parallel constraints are scattered prop-
erly (Proposition 5.4). Finally we make more duplicates to ensure that linear constraints form a
matching and parallel constraints are applied on all coordinates (Proposition 5.5).
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5.1 From 4-REGULAR 3-COLORING to VecCSP

The following Lemma 5.1 serves the purpose of the grouping method and can be seen as a param-
eterized version of the sparsification lemma [IP01, IPZ01] in classical computation complexity.

Lemma 5.1 ([Marl0, KMPS23]). There is an algorithm A such that the following holds. A takes as
input a 2CSP instance G = (V,E, X, {IL }.cg) and an integer 6 < k < |V|, outputs a 2CSP instance

G = (V,E, 2, {I1,}eep) in time poly (|V|, |Z|") where |V'| = kand t < O ((|V| + |EJ) - #),such
that G is satisfiable iff G' is satisfiable. In addition, the constraint graph of G is a 3-regqular graph.

In the actual construction, each x € V' corresponds to a subset S(x) C V of size t and takes values in
¥5(%) gs assignments to variables in S(x). For each e = {x,y} € E/, the constraint T1, is the conjunction
of the following:

1. equality constraints on common variables of S(x) and S(y);

2. constraints across® S(x) and S(y) in G.
Remark 5.2. Note that since the constraint graph of G’ is 3-regular, the total number of constraints
in G’ is linear in |V’|. In addition, t only incurs an extra log k = k°(1) blowup over the information
theoretic limit (|V| + |E|)/k. This is crucial for us to get almost tight hardness. Indeed, naive
approaches (e.g., the reduction in [GLR"23]) will incur a polynomial loss. We also remark that
it is an open problem whether the extra logk can be further removed, which, if true, implies a

precise parameterized analog of the sparsification lemma and has many applications. See [Mar10]
for detailed discussions.

Given Lemma 5.1, we first obtain a vector-valued CSP (VecCSP) instance (Proposition 5.4),
which we will soon convert into SVecCSP (Proposition 5.5).

Definition 5.3 (VecCSP, [GLR"23]). A CSP instance G = (V,E, %, {I1,}.cg) is a VecCSP if the
following properties hold.

e ¥ = IF! is a t-dimensional vector space over a finite field IF with char(F) = 2.

e For each constraint e = {u,v} € E where u = (uy,...,u;) and v = (vy,...,v;) are two
variables in V, the constraint validity function I, is classified as one of the following cases:

— LINEAR. There exists a matrix M, € F**f such that
I (u,0) = Ly—m,o-

— PARALLEL. There exists a sub-constraint TT** : F x F — {0,1} and a subset of coordi-
nates Q, C [t] such that IT, checks Hi“b for every coordinate in Q,, i.e.,

I (u,0) = N TE(u;,0;).
i€Qe

¢ Each variable is related to at most one parallel constraint.

®The construction in [KMPS23] ensures that each original constraint (1, v) € E is covered by some new constraint
(x,y) € E in the sense that u € S(x),v € S(y). This means that we only need to check the cross constraints in G’ and
omit the ones purely inside S(x) or inside S(y).
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Note that SVecCSP, the special case of VecCSP we use, additionally enforces linear constraints
to be a matching and enforces parallel constraints to operate on all coordinates (i.e., Q. = [t]).

Proposition 5.4 (VecCSP Intermediate Instance). There is a reduction algorithm such that the following
holds. Given as input an integer 6 < k < n and an n-variable 4-REGULAR 3-COLORING instance I', it
produces an VecCSP instance G = (V,E, %, {IL }.c) where:

® VARIABLES AND CONSTRAINTS. |V| = O(k) and |E| = O(k).

e RUNTIME. The reduction runs in time poly(n,2"108k/k),

* ALPHABET. X = IF| wheret = O (”ligk).

* SATISFIABILITY. G is satisfiable iff I is satisfiable.

Proof. We first plug the 4-REGULAR 3-COLORING instance I' from Theorem 3.2 into Lemma 5.1
and obtain a 2CSP instance G’ = (V',E/,F}, {IL,},cp/). By the construction in Lemma 5.1, each
x € V' corresponds to a set S(x) of t variables in I'. We fix an arbitrary order in S(x) and use
x[i] to denote the i-th variable in S(x). From the fact that I is 4-regular and the construction in
Lemma 5.1, the produced 2CSP instance G’ has the following properties:

for each {x,y} € E' and i € [t], there are at most five sub-constraints between x[i] and
{ylj] : j € [t]}: at most one equality check (Item 1 of Lemma 5.1) and at most four coloring
checks (Item 2 of Lemma 5.1);

the constraint graph of G is 3-regular;

|V'| =k, |E'| =O(k),t =0 (”1(]’<gk), and the runtime is poly (1, k, 4') = poly(n,2"108k/k);

e (G’ is satisfiable iff T is satisfiable.

Thus, we duplicate each x € V' into constant many copies, and distribute the sub-constraints
in G’ onto different copies. This produces another 2CSP instance G” = (V”,E",F}, {11} },cp)
where

e for each e = {u,v} € E”, the constraint IT] has exactly one type of sub-constraint (i.e.,
equality or coloring), which forms a partial (non-parallel) matching across the coordinates
(i.e., S(u),S(v)) of u,v;

(Note that the consistency checks among duplicates will be added later.)

e each variable in V" is related to exactly one constraint;
o [V'|=0(|V']) = O(k) and |E"| = |E'| = O(k).

The above procedure is efficient: we only need to perform matching decompositions for each
{x,y} € E’ separately for equality checks and coloring checks.

Before adding the consistency checks among duplicates, we first permute coordinates of each
variable in V" to parallelize the partial matchings. This is possible since each variable in V" is
related to exactly one constraint in G”. For a fixed x € V', let xy,...,x, € V" be the duplicates
of x € V'. After the permutation, we add linear constraints between x; and x; 1 for 1 <i < m to
check whether they are consistent (i.e., the correct permuted copies of each other). See Figure 1 for
a streamlined presentation.
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Zy V4
Zy Z3
Zs5 Zg
X

part of a 4-Regular 3-Coloring instance I y

a constraint in the constructed 2CSP instance G,
S(x) =1{zy, 23, ....25}, SY) = {23, 23, ..., Z}

Zy Z3 Zy V4 Zq Zg
Z2 Ze Z2 Z3 Zy Zy
Zs Z Zg Zg Zs Z3
X1 Y1 X2 V2 X3 V3

break the constraints into 0(1) matchings to get G,
and permute the coordinates to make them parallel

Figure 1: An example of G’ and G” and the permutation to parallelize sub-constraints.

The construction of the VecCSP instance G = (V,E, X = F!, {IL }.cg) is completed after the
permutation and adding the consistency checks among duplicated. The satisfiability is naturally
preserved, |V| = |V”| = O(k), and |E| < |E"| 4 |V"| = O(k). In terms of Definition 5.3, the
consistency checks are linear constraints and the constraints in G” after permutation are parallel
constraints. t

5.2 From VecCSP to SVecCSP

Given Proposition 5.4, Theorem 4.4 follows directly by the following general reduction from
VecCSP to SVecCSP.

Proposition 5.5 (VecCSP to SVecCSP). There is a reduction algorithm such that the following holds.
Given as input a VecCSP instance G = (V,E,F!, {11, }.cE), it produces an SVecCSP instance G' =
(V',E',F' {11, }.cpr) where:

® VARIABLES AND CONSTRAINTS. |V'| = O(|V| + |E|) and |E'| = O(|V| + |E]).
* RUNTIME. The reduction runs in time poly(|V|, |E|, |E|!).
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* SATISFIABILITY. G’ is satisfiable iff G is satisfiable.

Proof. Now that we get a VecCSP instance G, we show how to modify it to to obtain an SVecCSP
instance G’ that satisfies properties Item (S3) and Item (S4). The construction consists of two steps
and see Figure 2 for a streamlined presentation.

¢ First, from G, get another VecCSP instance G which satisfies Ttem (S3).
¢ Next, based on CA}, build a SVecCSP instance G’ which in addition satisfies Item (S4).

To satisfy Item (S3), we split each variable x in V into a parallel variable xP and a linear variable
x'in G for parallel and linear constraints separately. Then we construct the constraints E in G.

e For each linear constraint e = {x,y} € E, we add the same linear constraint on {x',4'} in E.

e For each parallel constraint e = {x,y} € E with sub-constraint IT3*% and subset of coor-
dinates Q,, we add a parallel constraint on {xP,y?} in E, which has IT* applied on all
coordinates.

¢ We need to additionally check in G the partial equality between xP and x' only on the sub-
set of coordinates Q.. Since each variable x is related to at most one parallel constraint as
guaranteed in Definition 5.3, this additional check is well-defined.

This check can be written as Mg, xP = Mgq,x', where M, is a matrix which projects on
coordinates inside Q. and zeroing out coordinates outside Q.. To have the matrix only on
one side, we introduce an additional variable x? in @, and add two linear constraints x® =
Mg, xP and x* = Mg,x' to E.

We first show that the above construction preserves the satisfiability as follows.

* Given a solution ¢ for the original G, assign ¢(x) to x' and x?, which satisfies all linear
constraints in E. Then assign o(x) to xP on the subset Q, of coordinates, which satisfies all the
partial equality checks in E. Finally, assign arbitrary solution” of TT5* to xP on coordinates
outside Q,, which satisfies all the parallel constraints in E.

e Given a solution ¢’ of G, assign ¢’(x') to every x in G, which satisfies all linear constraints
in E. Since ¢’(xP) satisfies the parallel constraint in G’ for all coordinates and the partial

equality check guarantees consistency between ¢’(x') and ¢’ (xP) on the coordinates Q,, the
corresponding parallel constraints in E are satisfied as well.

Moreover, the variable set V C U,cy {xP,x!,x*} has size |V| = O(|V|) and the constraint set E
has size |E| < |[E| +2-|V| = O(|V| + |E|).

Now we construct G’ from G to satisfy Item (S4). The final variable set of G’ will be V' = XUY,
which is constructed along with the constraint set E' = E{UE,, as follows.

e Initialize X, Y as disjoint copies of V and initialize E = E'g = @. For a variable u € V, we
denote as x,, y, its X-copy and Y-copy in V’, respectively.

"Technically it is possible that TT$*? is not satisfiable. If Q, = @, then we can simply replace IT:*? by any satisfiable
sub-constraint. If otherwise Q. # @, then the original G is not satisfiable and G is also not satisfiable. Therefore the
construction still works.
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e For each u € V, we add an equality, which is a linear constraint with the identity matrix, in
E| between x, and y,,.

Note that this is consistent with Item (S4).

e Then for each parallel constraint e = {x,y?} € E, we add the same constraint in E, on the
X-copies of xP and yP.

* Finally for each linear constraint® e = {u, v} € E that checks u = M,v, we add new variables
X, to X and y, to Y. Then we impose a linear constraint y, = M,x, between them in E/, which
is consistent with Item (S4). We further add two equality constraints, which are identified as
parallel constraints in E/, between x, and x,,, as well as between y, and y,.

‘The construction of G’ preserves the satisfiability of G as all the duplicates in G’ of variables
in G are connected by identity constraints. Moreover, |X| = [Y| < [V|+ |E| = O(|V| + |E|) and
|E'| < |V|+ |E|+3-|E| = O(|V] + |E|) as desired. O

[op))
8
R
<]
Ny
=]

O S

5 @
G G' ] | N
U U \Y :,
/
Ve ,
: a parallel constraint, on a subset of coordinates ------3 : a linear constraint checking equality
: a linear constraint, where the arrow shows the direction =~ -------- : a parallel constraint checking equality

E—
= : a parallel constraint on all coordinates
—_—

: a linear constraint which computes the projection

Figure 2: An illustration of the reduction from G to @, and from G to G'.

6 PCPP for Multi-Test Problem

In this section we prove Theorem 4.14 for DOUBLETEST and Theorem 4.20 for SINGLETEST. For
convenience, we define the following multi-test problem (MULTITEST) which generalizes DOU-
BLETEST and SINGLETEST in a straightforward fashion.

Definition 6.1 (MULTITEST). Assume char(FF) = 2. (IF,m,d,t,u)-MULTITEST is a pair language
overX, = {0,1}, X, = F! consisting of all words in the form of w = (C, Ty o - - - o T;;), where

8In particular, e = {u,v} canbe {x',y'} or {x!,x*} or {xP,x?}.
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e Cis a Boolean circuit with u - |IF|" log |F| input bits and Ty, ..., T, € (F*)/FI" are codewords
Of RM]F,m,d,t.

¢ if we view F as {0, 1}10% E Tyo---0T, parallel satisfies C.
We define the input length |w| to be the size of C plus u - |F|" log |F|.

By setting u = 1 or u = 2, we immediately obtain (IF,m,d, t)-SINGLETEST or (F,m,d,t)-
DOUBLETEST. Hence Theorem 4.20 and Theorem 4.14 follows directly from the following result
for MULTITEST.

Theorem 6.2 (PCPP for MULTITEST). Assume char(IF) = 2 and |F| > max {6md,2'"m]log |F|}.
Assume u < 20 is a positive integer. Then for any 6 € [0,1], (F,d, m,t,u)-MULTITEST has

an (O(l),log |w| +O (logo‘1 |w| + log |]F|> ,5,0(5),Zt)—PCPP verifer Prt,

where |w| is the input length of (IF,d, m, t, u)-MULTITEST and . = Fa+1,

Proof sketch. Let (C, Ty o - - - o T},) be an input for (IF,d, m,t,u)-MULTITEST. Our goal is to check
whether Ty o - - - o T, is d-close to some T} o - - - o T;; € MULTITEST(C), i.e., the restriction of the
pair language MULTITEST on C. In other words, the following two conditions hold:

(C1) foreachj € [u], T e IFIFI" is the truth table of a polynomial of parallel degree d;

(C2) T;o--- 0T}, viewed as a word in {0, 1}*/FI"1o8[F| parallel satisfies the Boolean circuit C.

To guarantee Item (C1), we use the PCPP verifier Pi4; from the codeword testing of RMFm.d.t
(see Theorem 3.6). Given T} o --- o T satistying Item (C1), we aim to test that it also satisfies
Item (C2). That is, for each fixed i € [t], T{[i] o - - - o T,[i] satisfies the Boolean circuit C.

To this end, we will use the PCPP verifier P of CKTVAL (see Theorem 3.13). This alone,
however, is not sufficient as P cannot rule out the case that changing o(1) fraction of entries in
T{[i] o - - - o T;[i] satisfying the circuit C. To fix this issue, we have to exploit the fact that each (h [i]
is supposed to be the truth table of a degree-d polynomial, which, by Schwartz-Zippel lemma and
the fact that u is a constant, forbids such attacks. As a result, we need to incorporate the codeword
testing circuit (see Theorem 3.7) to enforce the low degree condition.

Unfortunately, this still does not work due to a subtle alphabet mismatch: the codeword testing
works over TF but Item (C2) needs to flat IF as {0,1}'°8/Fl. Therefore, the distance guaranteed by
the low degree condition can be dilated by a worst-case factor of log |F| = w(1) after converting IF
to {0, 1}10‘0’ |]F|, for which reason the mentioned attack can still be carried out. To address this issue,
we employ a standard approach to lift the conversion of FF via error correcting codes [BGH 06,
ALM*01, Din07]. More formally, after flattening IF as {0,1}1°8IFl, we take it through an error
correcting code with constant rate and distance, which produces a codeword in {0, 1}°°8IFl) and,
more importantly, has constant relative distance against other codewords.

In summary, to handle Item (C2), we need to use P to check the validity of the combination
of (1) the original circuit C, (2) the codeword testing procedure, and (3) the error correcting lifting.
This is parallel for each coordinate and is presented in Subsection 6.1. Then in Subsection 6.2, we
put together the argument for Item (C1) and prove Theorem 6.2.
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Remark 6.3. One may wonder the necessity of using a separate codeword testing for Item (C1), as
we anyway need to use it for Item (C2). The difference lies in the proximity: the former uses The-
orem 3.6 which guarantees the parallel proximity (i.e., including all the dimensions [t]), whereas
the latter uses Theorem 3.7 which only implies coordinate-wise proximity (i.e., individually for
each coordinate i € [t]).

Without the former, we can only get an Q)(t - §) final proximity via a union bound. Upgrad-
ing the latter needs to generalize the construction of Py to the parallel setting, which arguably
requires more work. Hence we stick to our current presentation for simplicity.

6.1 Single-Coordinate Checking Circuit

As sketched above, we construct another Boolean circuit C’ for Item (C2), which augments the
original circuit C with an alphabet lifting via error correcting code and a low-degree check. Later,
this single-coordinate checking circuit will be applied in parallel for every coordinate.

Lifted Flattening of IF. We will use the following standard error correcting code to achieve such
an alphabet lifting.

Proposition 6.4 (Binary ECC with Constant Rate and Distance [Jus72]). For every n > 1, there
exists an efficiently computable error correcting code with the encoding map ECC,, : {0,1}"* — {0,1}7" of
relative distance 5(ECCy) > 0.01.

Let Enc : F — {0,1}7'8/Fl to be ECCjog || composed with the natural flattening of IF into
{0,1}1°8[Fl. Let Dec be the corresponding decoding function.

Later putting back into the construction of P, we will apply Enc to every entry of Ty[i]o - - - o
T,[i] € FF“FI" for every coordinate i € [t]. For convenience, we define the parallel encoding map
Enc® : FIFI" — {0,1}7/FI"log[F| 55

Enc®(z)(k,-) = Enc(z) forz € FIF" and k € [|F|™], (5)

where we view Enc”(z) € {0,1}7/Fllog[F| a5 a function [|IF|"] x [7log|F|] — {0,1} and the index
k points to the lifted flattening of the k-th entry of z. Given the definition of Enc®, the lifted
flattening of Ty [i] o - - - o T, [i] can be simply represented as Enc”(Ti[i]) o - - - o Enc® (T, [i]).

The Construction of C'. Given the lifted flattening of alphabet, we now present the construction.
The circuit C’ takes as input y1 o - - - oy, where each y; € {0,1}”/FI"108|Fl is supposed to be Enc® (7))

for some ; € FI¥I". Note that ; will be Tj[i], rolling over all coordinates i € [t]. The circuit C’
check the following three things in order:

(51) Check if each y; is a codeword of Enc® and, if so, compute each g] and view it as a binary
string via the standard flattening of IF.

This requires to decode a total number of u - |IF|" words in {0,1}7'°8/Fl, which can be has
circuit size u|IF|™ - polylog|F| < |FE|"poly|F]|.

(S2) Check if each y; satisfies Ci4x from Theorem 3.7, i.e., J; is the truth table of a degree-d poly-
nomial.

This has size |IF|"poly|FF| by Theorem 3.7.
(S3) Check whether i3 o - - - o i, satisfies the original circuit C.

This has size precisely the size of C.

30



Now we list properties of C’.

Fact 6.5 (Satisfiability). If Enc®(i1) o - - - o Enc® (1) satisfies the circuit C', then i o - - - o i, satisfies
the circuit C.

Fact 6.6 (Size). Recall from Definition 6.1 that |w| is the input length of (IF,m,d, t)-MULTITEST, which
equals the size of C plus u - |IF|" log |[F|. The size of the circuit C" is at most |w| - poly|[F| and the input of
C’ has length O(|w]).

Claim 6.7 (Distance). If y; o - - - o y,, passes Items (S1) and (S2) but not Item (S3), then it is 27%0-far
from solutions of C’.

Proof. Letzq o --- oz, be an arbitrary solution of C’, which means it passes Items (S1) to (S3). Let
Z1,...,2y be the decoding outcome from Item (S1). Then there exists j € [u] such that §j; # Z;.
Since they both pass Item (52), ?] and 2]-, viewed as an element from FFIEI", correspond to truth

d_
|IF|

and our assumption on |F|. Recall from (5) that Enc® applies Enc entrywise. Since y; = Enc®(7)
and z; = Enc”(Z;), we now have A(yj, zj) > 0.01 - by Proposition 6.4. Since u < 2%, we have

tables of distinct degree-d polynomials. Hence A(y;,Z;) > 1 — w7 > 1 by Schwartz-Zippel lemma

Ay;,z;
A(ylo...oyulzlo...ozu) 2 (y;])>2—60

as desired. O

6.2 Combining Codeword Testing

Now we are ready to combine the codeword testing for Item (C1) and the single-coordinate check-
ing circuit C’ for Item (C2) to prove Theorem 6.2.

Proof of Theorem 6.2. The auxiliary proof for Pm: consists of two parts.

e The first partis 7y 1, - - -, Tdr,u- Each g, ; has alphabet £ and is constructed by Theorem 3.6,
which is supposed to be the auxillary proof for codeword testing of RME 4! on T;.

* The second part is denoted by 71y, which has the alphabet {0, 1} naturally embedded into
%!, For each coordinate i € [t], 7teke[i] is constructed by Theorem 3.13 for Py to check if
Enc®(Ty[i]) o - - - o Enc®(T,[i]) satisfies the circuit C’.

Testing Procedure of Pr;. Now we describe the testing procedure. Py executes one of the fol-
lowing two tests with equal probability.

e Foreachi € [u], Pmt invokes Piq; to run the codeword testing for RME™4t on T; o Tlid,;- This
checks whether T; € Im(RME"4/1),

* Pt parallel simulates Py to test if Enc®(Ty[i]) o - - - 0 Enc®(T,[i]) o 7teke[i] satisfies C’ for all
coordinates i € [t].

In detail, for each coordinate i € [t], Pt tosses random coins as Pey; does, and probes entries
of 7Teke[i] if needed. Whenever Py needs to probe some bit of Enc®(Tj[i]), Pme queries the
corresponding entry (i.e., the index k in (5)) of Tj[i], performs the lifted flattening of F for
that entry, and obtains the desired bit.
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We emphasize that the randomness used to simulate P is the same for all coordinates.
Therefore, the queries by Py are simulated in parallel for all coordinates i € [t], as the
query locations are uniquely determined by the randomness.

Parameters of Pn. Since u is a constant and both P4t Pk have constant queries (see Theorem 3.6
and Theorem 3.13), Pt makes constant queries.

Recall that the input length |w| equals the size of C plus u|F|" log |F|. By Theorem 3.6, the first
part tosses

mlog |FF| + O(loglog |F| 4+ logm) < log |w| + O(logm) < log |w| + O(log |F|)

coins, where we used the assumption on |F|. By Theorem 3.13 and Fact 6.6, the second part tosses
log([w| - poly|F[) + O (log® ([w] - poly|FF) ) < log | +O (log"" [w| + log |F|)

coins. Since we only execute one of them, the number of random coins is the maximum of the
above two as desired.

Completeness and Soundness. The completeness is straightforward by the completeness of P4t
(see Theorem 3.6) and P (see Theorem 3.13) and the construction of C’ (see Subsection 6.1). We
focus on the soundness analysis: assuming that T; o - - - o T, is d-far from MULTITEST(C) (i.e., we
do not have Items (C1) and (C2)), Pm: rejects with probability (3(4). By modifying the hidden
constant in ()(-) and noticing that J-far implies ¢’-far for any ¢’ < ¢, we additionally assume
5 < 2-100

Assume towards contradiction that the above soundness statement is false. We first show that
each T; is close to being parallel degree-d. This comes from the following Fact 6.8, which can be
deduced directly from Theorem 3.6.

Fact 6.8. If for some j € [u], T; is é-far from Im (RME44Y  then Py, rejects with probability Q)(5).

Now we assume each Tj is J-close to some T} € Im(RME™44) ‘which corresponds to Item (C1).
Next, we show T o --- o T parallel satisfies C, which corresponds to Item (C2). By Fact 6.5, it
suffices to show for each coordinate i € [t] that Enc®(T;[i]) o - - - o Enc®(T;[i]) satisfies C’, which
is precisely the following Claim 6.9.

Claim 6.9. For each coordinate i € [t], Enc® (T} [i]) o - - - o Enc®(Tj [i]) satisfies Items (S1) to (S3).

Given Claim 6.9, we arrive at a contradiction and complete the soundness analysis. ]
Finally we prove Claim 6.9.

Proof of Claim 6.9. Note that Item (S1) is already satisfied. Since each T}" € Im(RME™21) each T i)
is the truth table of a degree-d polynomial, which means Item (S2) is also satisfied. If Item (S3)
is false for some i € [t], then by Claim 6.7, Enc® (T} [i]) o - - - o Enc®(T;[i]) is 27%0-far from any
solution of C’. Observe that

A(Enc”(Ty[i]) oo Tyli], Enc”(Ty[i]) o -+ o T;[i]) < A(Ene®(Ty) o0 Ty, Enc™(T) o0 T})
< max A(Enc”(T}), Enc”(T}"))

j€[u]
(since A is relative distance)
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< 4. (by the choice of Tj*)

Since 6 < 2719 we know that Enc®(Ti[i]) o - - - o T, [i] is 2~ 7%~far from solutions of C’. By The-
orem 3.13, this means Pn¢, which executes P with half probability, rejects with probability
3% = Q(0). Recall that we assumed that Pp: does not reject with probability ()(6), which is a con-

tradiction. Thus Item (S3) should also be satisfied and this completes the proof of Claim 6.9. [
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A Derandomized Parallel Low Degree Test

In this section, we design a derandomized parallel low degree test to prove Theorem 3.6 and The-
orem 3.7. This is obtained by combining the derandomized low degree test [BSSVW03, Theorem
4.1] with the parallel low degree test [LRSW23, Lemma 7.7], where the latter builds on [F595].
While the combination is standard, we decide to expand the proof sketch in [BSSVWO03] to a full
proof for completeness.

Theorem (Theorem 3.6 Restated). Assume char(F) = 2 and |F| > max {6md,2'%mlog [F|}. Let
Y. = F9*1 be the set of univariate degree-d polynomials over F. There exists an efficient verifier Pyg; with
the following properties.

e The input of Pt is T o 7, where T € (F')FI" is supposed to be a codeword of RME"™4! and
€ (SHIFI™-(mlog [FN°Y s the quxiliary proof.

* P tosses mlog |IF| + O (loglog |F| + log m) unbiased coins and makes 2 queries on T o 7t.

o If T € Im(RME"™41) then there exists some 7t such that Pig: (T o 7r) always accepts.

o If T is 6-far from Im(RME™41) then Pr[Pg. (T o 1) rejects] > 27406 for any .

Theorem (Theorem 3.7 Restated). Assume char(IF) = 2 and |F| > max {6md,2'%mlog |F|}. There
exists a Boolean circuit Ciqy of size |IF|"poly|FF| for T € (F*)FI", where we encode FF as {0,1}1°8F|, such
that T is codeword of RME™® iff T parallel satisfies Cigt.

A.1 Extra Notation

We first set up some necessary notation.

Parallel Low Degree Polynoimal. We first recall the notion of parallel polynomial from Section 3.
Let F be a finite field. For a parallel-output function f: F" — F!, we denote f[1],..., f[t]: F" — F
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as its single-output components, i.e., f(x) = (f[1](x),..., f[t](x)). We aim to testif f[1],..., f[t]
are consistent with degree-d polynomials on a large common set of inputs. Formally, we say f is
d-close to parallel degree-d iff f is 5-close to RME4; and we say f is parallel degree-d if § = 0.

A simple union bound shows that if each f[i] is d-close to degree-d (e.g., from the standard
low degree test), then f = (f[1],..., f[t]) is té-close to parallel degree-d. However for our pur-
poses, such a loss is not affordable since t is typically large. Therefore we need to open-box the
specific low degree test and show that it implies consistency on 1 — § common fraction of inputs
simultaneously for all f[i].

Parallel Low Degree Test. For x,y € IF", the line crossing x in direction y is the set
lyy ={x+t-y:tcF}.

Note that if y = 0" then /,, = {x}, otherwise /, , has |F| points. Let IL be the set of lines in IF"".
For a parallel function f: F" — F' and any ¢ € IL, we use f|;: £ — ' to denote the restriction of
f on the line /.

Let F(®!) be the set of univariate parallel degree-d polynomials, i.e.,
F@) .= {h: F — F': h; is a univariate degree-d polynomial for each i € [t]} .

The standard low degree test LD Test/ [R596], translated to the parallel setting [LRSW23], is given
oracle access to f: F" — F! and g: I — F(®*), which later tests their consistency®. For each line
¢ € I, we denote g(¢) € F@!) as its parallel line polynomial, which we interpret as a univariate
parallel degree-d polynomial mapping elements in ¢ to IF. Thus for a line £ and a point z € /,
¢(0)(z) € F" is well defined. We say f agrees with ¢(¢) on z if f(z) = g(¢)(z).

For each f: F”" — F'and d € N, we use fi: L — F@! to denote the restriction of f on
each line to its closest parallel degree-d polynomial. That is, for each line ¢, we set fi.(¢) to be
the parallel degree-d polynomial closest to f|;, where we break tie arbitrarily. Note that we will
always assume the degree to be tested is d, and thus we omit d in defining fy, for simplicity.

In the completeness case (i.e., f is indeed parallel degree-d), we can pick fr.(¢) = f|, which
is also parallel degree-d. The parallel low degree test LDTest/% explores the reverse direction:
independently select x,y ~ F" and accept iff f(x) = g(/,)(x), i.e., f agrees with the parallel
line polynomial g(¢,,) on point x. The parallel low degree test [LRSW23] shows that if LDTest/?
accepts with probability 1 — ¢, then f is O(d)-close to parallel degree-d. Note that this bound does
not depend on ¢.

Derandomized Parallel Low Degree Test. Now we introduce the derandomized version of the
parallel low degree test. Following [BSSVWO03], this simply replaces the uniformly random direc-
tion y by a pseudorandom y ~ S for a much smaller set S C F". Hence the number of randomness
drops from |F|*" to |S| - |IF|™.

Definition A.1 (Derandomized Parallel Low Degree Test). Let S C F" and f: F" — F!,¢: L —

IF(#*) 10 The derandomized parallel low degree test LDTesté’g is executed as follows: indepen-

dently select x ~ F" and y ~ S, then accept iff f(x) = g(lx;)(x).

9The term consistency has been called correlated agreement, e.g., in recent literature of proximity gaps for RS codes
and related literature in FRI protocol/SNARKSs.
10Technically, g only needs to be defined on lines whose directions are in S. We choose to assume g is defined over
all lines IL for simplicity.
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Later the set S is chosen to be a A-biased set as in [BSSVW03].

Definition A.2 (A-Biased Set). S C [F" is a A-biased set iff

* Sis symmetric,ie. ify € Sthen —y € s;H

* |E,s[x(v)]| < A holds for any non-trivial homomorphism'? x: F" — j,, where y is the
multiplicative group of p-th unit root and p is the characteristic of IF.

In a graph theoretical reformulation, S is A-biased iff the graph Gg is an (undirected) expander
graph with expansion factor 1 — A, where the vertex set of Gs is F" and x,y € Gg is connected
iff x —y € S (see e.g., [[M21]). For our purposes, we quote the following results derived directly
from the expanding property of biased sets.

Lemma A.3 ([BSSVWO03, Lemma 4.3]). Suppose S C " is A-biased. Then for any B C F™ of density

U= % and any € > 0, we have

|45y N B p
P Ly el <= +A)- 5
Xy ! €y e (UF\ - > €
Finally we remark that A-biased sets exist for |S| = Q) (mj‘% UF') [AR94] and efficient explicit

constructions of sizes poly(m, log |F|, 1) are also obtained.

Fact A.4 (See e.g., [[M21]). For any finite field [F, positive integer m, and parameter A € (0,1], a A-biased
set of size poly(m, log |FF|, 1) can be constructed efficiently in time poly(m, |F|, 1).

Augmented Derandomized Parallel Low Degree Test. Unfortunately the derandomized parallel
low degree test is not sufficient to guarantee the exact quantitative degree condition, as the direc-
tions S have fairly limited possibilities. More concretely, even if LDTesté’g succeeds with proba-
bility 1, it is not guaranteed that f is parallel degree-d. To compensate the missing directions, we
need to augment Definition A.1 with an additional test that checks the consistency of f and g ona
purely random direction from the origin [BSSVWO3].

Definition A.5 (Augmented Derandomized Parallel Low Degree Test). Let S C F" and f: F" —

IF,g: I — F(@!), The augmented derandomized parallel low degree test AugLDTest]S(’g is executed
as follows: with equal probability we perform one of the following two tests:

* Independently select x ~ F" and y ~ S, then accept iff f(x) = g(¢xy)(x).
e Select z ~ F™, then accept iff f(z) = g(Lon2)(z).

The first test in AugLDTestJS(’g is simply LDTestJ;’g , for which we will later show that it guaran-
tees that f is close to parallel degree-md. Then the second test allows us to further bring the degree
down to d.

Tn some literature this symmetric assumption is not imposed. The parameter A in that case is comparable with the
one here by a multiplicative factor of 2.

12This homomorphism is usually referred as character. It is trivial if it maps everything to 1. An illustrative example
is when F = F; and  is a parity function.
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A.2 Codeword Testing

Theorem 3.6 and Theorem 3.7 follow directly from the following result, combined with the explicit
constructions for biased sets.

Theorem A.6. Assume |F| > 6md, |F| > 219 . mlog|F|, and A < Wloguﬂ‘ Let S C F" bea
A-biased set. If
Pr [AugLDTestfg’g accepts} >1-9,

then f is 2405-close to parallel degree-d.

Proof of Theorem 3.6. We first note that |F|™ > (m;d) and |F| > d are satisfied assuming the condi-
tions on |IF| in Theorem 3.6, thus RMF" is well defined.

Then we instantiate Theorem A.6 with A = Wlogﬂﬂ and the A-biased set S by Fact A.4. The

construction of § is efficient in time poly(|IF|, m) and S has size (1 log |F|)°V). Then we define P4

as AugLDTestJ;’g where T = f and 7 is defined to be the entries of g that can be possibly queried.
Recall Definition A.5. Then we have

|7t < ™ - |S| + [F|™ = [E|™ - (mlog IF[)*.
In addition, by merging the randomness of the two tests in AugLDTestJ;’g , Pt tosses
1+1log (|F|™|S|) = mlog |F| + O (loglog |FF| + log m)
total coins. The completeness is obvious and the soundness follows from Theorem A.6. O

Proof of Theorem 3.7. Now we turn to Theorem 3.7. By Theorem 3.6, it suffices to implement Pjqt
purely on f. In addition, since Pigy = AugLDTest/;’g and by Definition A.5, it performs the same
check in parallel for each coordinate i € [t]. This means that we only need to instantiate P4; for a

single coordinate (or equivalently, think of t = 1) to design the circuit Cig4;.

To get rid of the extra proof g, we simply set ¢ = fr.. Then, whenever we need information
about entries in g (i.e., a line polynomial), we can probe the entries along the line in f to compute
it. We remark that this is inefficient in terms of the query complexity, but it is still efficient in terms
of the circuit complexity.

Now we describe the construction of Cyg; for a fixed coordinate i € [t]. Based on the coin toss
of Pigt, it checks the consistency of an F-valued point (i.e., f[i](x) or f[i](z)) with an evaluation
point (i.e., x or z) of a degree-d line polynomial over F (i.e,, f,,[i] or fs,, [i]). To implement it as
a circuit, we take the conjunction of all the sub-circuit outcome from coin toss possibilities, where
each sub-circuit performs the following computation.

e It first interpolates the line polynomial using entries of f[i] along the line, and checks if this
line polynomial is degree-d.

This can be efficiently done with poly|IF| gates.

¢ Then it evaluates the value of the desired point of the line polynomial, and checks if it is the
same as the one directly obtained from f[i].

This also requires poly|F| gates only.
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The correctness of Ciq: follows directly from Theorem 3.6 and our choice of g = fi.. Since the
number of coin toss possibilities is |IF|"poly(m,log |F|), by our assumption on |F|, the size of Cigt
is |IF|"poly|FF| as claimed. O

To prove the statement about AuglLDTest, we need to analyze LDTest first, which guarantees a
weaker degree bound.

Theorem A.7. Assume |[F| > 3d, |F| > 2!% . mlog |F|, and A < 21007” Let S C IF" be a A-biased
set. If
Pr {LDTest’;’g accepts} >1-9,

then f is 2306-close to parallel degree-md.
Assuming Theorem A.7, we conclude the proof of Theorem A.6.

Proof of Theorem A.6. First we assume 6 < 2740 since otherwise 2495 > 1 and the statement trivially
holds. Recall Definition A.5 that AugLDTestf 4 executes LDTestJ;’g with probability 1/2. Hence
LDTest/; ¥ must accept with probability at least 1 — 26. By Theorem A.7, this means that f is 2314-
close to a parallel degree-md polynomial f’. It suffices to show that f’ is acutally parallel degree-d.
Assume towards contradiction that f’ is not parallel degree-d. Now we consider the second

half of AugLDTestf 8, which checks if f(z) = g(fon ;) (z) for z ~ F™. Then we have

Pr [f(2) = gl )] < P [f(2) # F(@)] + P, [(2) = g(lor)(2)]
<276+ Pr [f(z) = gllon2)(2)] (6)
z~JFm

To analyze (6), we consider the following quantity:

Pr [f'(i-w) = g(lonw)(i-w)]. )

w~IF™" i~F

On the one hand, conditioned on i # 0, we have {yn ;, = £y ;.,, and i - w being uniform in F”.
Therefore we can relate (6) with (7):

72 (1= 57) - e [P = s(m (). ®)

On the other hand, conditioned on w, f'(i - w) is a univariate parallel degree-md polynomial in i.
Letd < d’ < md be the parallel degree of f’. Then the coefficient of i in f'(i - w) is a non-zero

parallel degree-d’ polynomial. By Schwartz-Zippel lemma, it vanishes on at most & fraction of

[E
choices of w. For each w that the top coefficient of i does not vanish, by Schwartz-Zippel lemma,
f'(i-w) agrees with ¢(lom 1) (i - w) on at most d’ choices of i since ¢(¢yn 1) is parallel degree-d and
d < d’. This means
(7) < Pr [coeff of i in f'(i - w) Vanishes] + Pr[f'(i-w) = g(lomw)(i-w)|not vanish]
w~Fm w~IF" i~F
d d _ 2md

< I + ] < T (since d’ < md)
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Combining this with (8) and (6), we have

Pr [f(2) = g(lon2) (2)] < 276 + F -1 %

where we used the fact that § < 274 and |IF| > 6md. Since this is half of the actual AugL DTestJ;’g ,
it means

Pr [AugLDTestJS(’g accepts] <

which is a contradiction.

In conclusion, f" must be parallel degree-d. O

Our Theorem A.7 is the parallel version of [BSSVWO03, Theorem 4.1]. Its proof follows from
iteratively applying the following lemma, which is the parallel version of [BSSVWO03, Lemma 4.4].

Lemma A.8. Assume |[F| > 3d. Let S C F™ be a A-biased set and T C S of size |T| > |S|/2. Let
f:F" — FLIf
Pr [LDTesth’f L accepts} >1-46,

then for any 25 < v < 2720, there exists f': F™ — ' and T' C T with the following properties:

T
1. |7 > (1 . g) 7| > 2.
2. A(f, f) < 46.
3. Pr {LDTest?,’f]L accepts} >1-2%.4. (U%I + A).

Assuming Lemma A.8, we first conclude Theorem A.7.

Proof of Theorem A.7. First we assume § < 2730 since otherwise 23’6 > 1 and the statement trivially
holds. Next, we can also assume without loss of generality that ¢ = fy.. This is because, for each
possible’® line ¢ € I, LDTest/ conditioned on this line checks a uniformly random point x €
whether f(x) = g(¢)(x). Since g(¥) is parallel degree-d, the success probability maximized when
g(f) = fu(f).

We will repeatedly apply Lemma A.8 to bring the soundness gap down to < |F| 2", at which
point it is actually zero by granularity. Then we use the following characterization of parallel low
degree polynomials similar to [RS96] to arrive at an actual parallel degree-md polynomial.

Theorem A.9. Let S C F™ be a A-biased set and T C S of size |T| > LA - |S|. Then f: F™ — F'is
parallel degree-md if f|,  is parallel degree-d for every x € F™,y € T.

Lemma A.8 will be proved in Appendix A.4. Now we focus on reducing the soundness gap.

The § > chﬂﬂ Case. In this case, we first perform a pre-processing round to bring down the

soundness gap. By Lemma A.8 with T = Sand y = 2%, we have S; C Sand f(1): F" — F! with
the following property:

L |S1] > (1—2719).|S], since § <27

13 A line is possible in LDTesté’g if its direction lies in S.
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2. A(f, f) < 46.

()]
3. Pr {LDTes,tjsfl1 S accepts] >1 2190 log |F| and A <

since |FF| > < 72100 T Tog ]

_ 1
2%0.mlog |FF|”

Now define ‘ ,
0 = 2 and ;= 0;-2'% - mlog|F| = 2
" 250 mlog |F| T 08 IF1 = 2w

Foreachi=1,...,2[mlog |F|]|, we apply Lemma A.8 on ¢;, S;, f) and obtain 6,11, S;;1, V). To
show the correctness of this process, we verify by induction on i that the conditions in Lemma A.8
are satisfied, i.e.,'*

1S/ >09|S| and Pr [LDTestJS‘fw,fi] >1-4, 9)

where we omit 25; < ; < 272 since it holds by the definition of d;, ;.

The base case i = 1is valid by Item 1 and Item 3. For the inductive cases i > 2, we first observe
that the first condition in (9) follows from the following calculation:

Oi_ 1
1> Y 1 ) _ N ) ‘
|Si| > <1 %_1> |Si1] <1 20 mlog | ]]F]) 1Si—1] (by Lemma A.8)
> > 1l = 8i .
> 2 < 20 ilog T ) BN (by Lemma A.8 iteratively)
i-1

> . _n—10
= ( 710 . 11 108 ]IF]) (1 2 ) S| (by Item 1)
0.9|S]. (since i < 2 [mlog|F|])

The second condition in (9) follows from last round of Lemma A.8, which establishes that

[LDTestf S accepts] >1-2%.9,, <‘]F‘ + )\) =1-—27"1. < + A)

[FF|
i 1

>1—-27"l.p. —— — __>1-4.

- 2100 log |F| — 0
Let k = 2 [mlog |F|]. Then the above analysis shows

14+ A £, 27k _

S| >09|S| > ——-|S . >1— o > 1 — |F| 72"
|Sk| > 0.9]S| > 5 |S| and Pr [LDTest accepts} >1 2 mlog [F| >1— |F|

Since LDTestf S samples x ~ [F" and y ~ Sy C F" then perform a deterministic check whether
0 (x) = f]L( xy) (X), its accepting probability is an integer multiple of > |F|~2". There-

O f

IIFI‘” ISk]

fore, we actually have Pr [LDTest accepts} = 1, which means that f(*¥) is parallel degree-d on

lyy forall x € F",y € S. By Theorem A.9, this means that f (k) is parallel degree-md. In addition,
its distance from the original f is

A, ) < A, )+ T AU, 19) < 46+ Z A FO) (by Item 2)

i=1 i=

14Tn Lemma A.8 we only require |S;| > |S|/2. Here we strengthen it for convenience of Theorem A.9.
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k-1 k=1 4. i

SAOF Y A0 =0 Y o R
i= =

30 . 1
S 2°Y6. (Slnce 0 Z Wogllﬂ)

(by Lemma A.8)

1 . .. .
The 6 < 0 log ] Case. In this case, the analysis is even simpler as we do not need pre-

processing. Let S; = S and f(1) = f. Define
6;=2""1.5 and «;=6;-2"% mlog|F| =2"""1.5. mlog|F|.

We also apply Lemma A.8 for eachi = 1,...,2 [mlog |F|] on ¢;, Si,f(i) to obtain d; 1, Si+1,f(i+1).
The conditions in Lemma A.8 along this process can be verified in the similar fashion. Here we
only highlight the difference: for the second condition, we have

LDTestf S accepts} >1-2% 9, <]]F] ‘f‘)‘) =1-27""1. 5 mlog|F|- (\]F\ +A>
>1-27"8.5>1-g,

and for the third condition, we have

—i+11

2
i =271 5. mlog |F| < =——— oo <2 0

Then similarly, we set k = 2 [mlog |IF|] and obtain f(¥) as a parallel degree-md polynomial. More-
over, we have

A(fB, £y < Y A, £ ) Z (since f1) = f and by Lemma A.8)

i=1

which completes the proof. O

A.3 One Round of Correction

This section is devoted to proving Lemma A.8, which follows the sketch outlined in [BSSVWO03].

Lemma (Lemma A.8 Restated). Assume |[F| > 3d. Let S C ™ be a A-biased set and T C S of size
IT| > |S|/2. Let f: F™ — F. If

Pr [LDTestJ;’f L accepts} >1-9,
then for any 26 < v < 2720, there exists f': F"™ — ! and T' C T with the following properties:

T
1 |T'| > (1— f) T > 1.
2. A(f, f) <46
3. Pr {LDTestél,’f]L accepts} >1-2%4.4. (\l‘lTI + A).
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Proof. Let T' C T be the set of directions y € T such that for at least 1 — v fraction of x € F", f
agrees with the parallel line polynomial /, , on x. That is,

={yeT: [{x e F": f(x) = fulley) ()} | = (1 —7) - [F|"}. (10)
Then
1-6<Pr [LDTesté’f * accepts} (by assumption)
= ]FPr . [f(x) = fi(ley)(x)] (by Definition A.1)
x~IF"y~
T' , T\T ,
_ ||T|| B 0 = fulba) @) |y e T+ | |\T| ’,CNWT;NT [F(x) = fiu(Cey) (x) |y & T
Tl < _ |T’|> (- by (10
S ) (= (by (10))

which implies Item 1 by rearranging.

To construct f': F"™ — IF!, for each x € F" we define f'(x) € F! to be the most common value
of fi(€xy)(x) over y € T' where we break tie arbitrarily. Now we verify Item 2. Let

B—{xeP: P[0 # Alb)(0] 2 5}

By the definition of f’, we know that f'(x) = f(x) holds for any x ¢ B. Hence Item 2 reduces to
showing Pr,pn[x € B] < 46 as follows:

1
XEHI:.m [x = B] xPH];m |:y!3§*/ [f(x) 7£ fl(ex/y)(x)] Z 2:|
<2- IF!:]; . [f(x) # fr(lyy)(x)] (by Markov’s inequality)
1Tl o
<2 17 XNlmeNT [f(x) # f(ley)(x)] (since T" € T)
=2 ”71;“ - Pr [LDTestf N re]ects} <2 "T/" 0 (by assumption)
< 46. (by Item 1)

To prove Item 3, we first get rid of f'. For a fixed x € F" and each b € F!, let U, C T’ be the
set of directions y such that fy ({,)(x) = b. Denote b* = f'(x), which is defined to be the most
common value of fi.(¢x,)(x) overy € T'. Thus |Uy-| > |Uy| for any b € F'. As a result, we have

yI:l%/ [f/(x) = fl(gx,y)(x)] et ||L’1157/*‘ "L’][—%J/* Z ||l"1’—‘157| (Since ubls fOI'm a partition Of T/)
Z (H%’) (since |Up+| > |Uy| for all b)

= [fL(lay,) (%) = fLley,) (x)] -

20 y2~T’

Now taking the negation and the expectation over random x, we have

Pr LDTestj;,’f]L rejects} = x~]F¥",§~T’ LF/(x) # fr(ley)(x)]
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<

[fL(Cry,) (%) # f(ley,)(x)] - (11)

Pr
x~TFM Yy~ T/

To upper bound (11), we will use bivariate testing theorems [’S94] similar to [LRSW23, FS95]. The
idea is, as sketched in [BSSVWO03], to use Lemma A.3 to show the following claim.

Claim A.10. With probability at least
1—2%. 4. <1+A>
|IF|
over x,Y1,Y2, we have

1

x+i-yp) # fx+i-y)] < 500
x+j-y2) # fx+j-y)] < g
(xti-yi+j-v2) # fxti-yi+i-v2)] < oy
(x+i-y+j-y2) # flx+i-yi+i-y)] <

IN

(@) Priup [ L(£x+z‘-y1,yz)
(b) PrjF [ L (Cxtjyny)
(© Prijor [fL(Cxtivy
(d) Prijr [fr(Cetjyomn

Claim A.10 intuitively says that f is almost parallel degree-d along the line /, ,, (Item (a)), the
line £y, (Item (b)), and the plane spanned by /, ,, £+, (Items (c) and (d)). For simplicity, define

~— ~— o~ —~

R(i,j) = fullasiyg)(x+i-y1+j-y2) and C(i,j) = fL(lesjypy ) (X +i-y1+j-y2). (12)
Given Claim A.10 and (11), it suffices to show

R(0,0) = C(0,0) assuming Items (a) to (d). (13)

Observe that R: F x F — F! is a parallel bivariate polynomial. Recall that fy, is the restriction
of f on each line of its closest parallel degree-d polynomial. Thus for each fixed i € F, R(i,j) is
parallel degree-d in the variable j. Let Ry,...,R;: F x IF — [ be the single-output components of
R. Then for each r € [t] and in R,(i, ), the variable i has degree at most |F| — 1 and the variable j
has degree at most d. We say R is of parallel degree (|F| —1,d) for shorthand. Similarly, C(i, ) is
of parallel degree (d, |F| —1).

Combining Items (c) and (d), we have

P R() # CG )] < 1gp: (14

We will use the following lemma to zero out the inconsistent entries of R(i, j) and C(i, j).

Lemma A.11 ([PS94, Lemma 3]). Let Z C F X FF be arbitrary. There exists a non-zero bivariate polyno-

mial E: F x IF — [F of degree q\/ﬁJ , L\/@D such that E(i,j) = 0 forall (i,j) € Z.

By setting Z to be the set of (i,7) with R(i,j) # C(i,]), we have |Z| < |F|*/100 by (14). Thus

by Lemma A.11, there is a non-zero bivariate polynomial E of degree at most (%, %) such that

E(i,j)R(i,j) = E(i,j)C(i,]) holds for all i, j € IF. Note that R and C are polynomials with t outputs
and E has single output. The product E(i,j)R(i,j) produces a vector of length t with entries of
R(i, ) scaled by E(i, j); same for E(i,)C(i, ]).

Then we use the following lemma to show that R and C are close to a parallel bivariate poly-
nomial of parallel degree (d, d).
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Lemma A.12 ([PS94, Lemma 8]). Let E,P: F x F — T be bivariate polynomials of degree (b, a) and
(b+d,a+ d) respectively. Assume n > min {2b+ 2d,2a + 2d}. Assume further there exist distinct
i1,...,1n such that E(iy,-) divides P(iy, -) for all k € [n], and distinct jy, . .., j, such that E(-, ji) divides
P(-, jx) forall k € [n]. Then E(-,-) divides P(-,-), i.e., there exists a bivariate polynomial Q: F x F — F
of degree (d,d) such that E(i,j)Q(i,j) = P(i, ) holds for all i,j € FF.

Fix an arbitrary v € [t]. For each i,j € F, define P,(i,j) = E(i,j)R,(i,j), which also equals

E(i,j)C,(i,]) since E(i,j)R(i,j) = E(i,j)C(i, j). Since E is non-zero and has degree (%, %), there
9|FF|

are at least % many distinct i € F such that E(7,-) is an univariate polynomial not identically

zero, for which E(i, -) divides P, (i, -); same for E(-,j) and P,(+,j). By Lemma A.12 witha = b = %

and n = %, there exists a bivariate polynomial Q,: F x F — IF with parallel degree (d,d) such
that E(7,/)Q,(i,j) = P:(i,j) = E(i,j)R/(i,j) = E(i,j)Cr(i,]) holds for all i,j € IF, where we used
the fact that |F| > 3d implies |F| > 19415

Let Q: F x F — FF! be the parallel-output bivariate polynomial with single-output components
Q1,...,Q, obtained above. Then Q(i,-) = R(i,-) holds as long as E(i, -) is not identically zero,
which has at least 9115‘ possibilities out of |F| total choices off i. Recall Item (a). For at least % -
555 > & fraction of i’s, we have f(x +i-y1) = R(i,0) = Q(i,0). Note that the distance between
any two distinct (parallel) degree-d polynomial is at least 1 — %‘, which is at least 2 < 2- 1 since
|F| > 3d. In addition, Q(+,0) is parallel degree-d. Thus Q(-,0) is the closest parallel degree-d
polynomial of f|,, ,ie., Q(i,0) = fr(lxy,)(x +i-y1) = C(i,0) holds for all i € IF where we recall
(12). In particular, this means Q(0,0) = C(0,0).

Similarly, using Item (b), we can show Q(0,0) = R(0,0), which verifies (13) and thus Item 3,
and completes the proof of Lemma A.8. O

Finally it remains to prove Claim A.10.

Proof of Claim A.10. We show that each item holds with probability at least 1 — 230 . . (\IlFil + /\> ,
and then Claim A.10 follows from a union bound.

We first consider Item (a) and the analysis for Item (b) is almost identical. For each y € S,
define

B, = {x € F": fi(lxy)(x) # f(x)}.

Then for any fixed y, € T/, we have |B,,| < 7 - |IF|" by (10), and, moreover,
y Y Y2 y

Pr  [Item (a) does not hold]
x~]F’”,y1~T/

[ . . 1
= P P A i) 1 30) # flr o) >
. [Cx0 N By, | 5> b
XN]Fm,leT/ |/€x,yl | 200

By, |
|]F""

[ 1
= P P Y1 €EBy,| > —| =
e gy~ T | [x+i-y1 € By 200}

< Pr [ |€x,y1 N By2’ |By2| L
- X’\-/]Fm,leT/ L |€x,y1 | |]F|m 400
<ﬂ . r |£x,y1 n By2’ > |By2| L
T x~Fry~S x| |IF|™ 400

< 7 and v < 272 by assumption)

(since

(since T" C T CS)

151f 4 > 1, then 3d > %‘i;otherwise % =0<1<|F|
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Mxyl N By2| |By2| 1 .
<4 & ' T b t d Item 1
= xN]Fm,gws [ | fx,y1| IF|™ " 400 (by assumption and Item 1)
<27 (1 + A) ' L (by Lemma A.3)
- [IF| [IF[™
<220 Sy i + A (since ‘Byz‘ < ,)/)
B ‘]F‘ ‘ |]F|m =

By taking the expectation over v, Item (a) holds with the desired probability.

Now we consider Item (c) and the analysis for Item (d) is almost identical. For eachy € S,
define

By = {x € F": Pr[fills)x+]-0) # flx+]-)] >2°}. "

For each y, € S, we have

B
Cid L[+ o) # S wa)] > 270

< 210, ]Fpr‘ . [fl(ex,yz)(x +j-y2) # flx+j- yz)] (by Markov’s inequality)
X~ jro
=210 XN]FI;I'].N]F fL (Cxtjyay) (X +]y2) # f(x+]- y2)] (since Ly, = Lxtjy,y,)
|Bys|
=2° Pr [fi(tn)() # f(2)] =20 g
<2104, (16)

and

Pr  [Item (c) does not hold]
X~y ~T!

— _— 1
=t [}lﬁp illeriyup) (¥ +i-yi+]-y2) # f(x+i-yi+j-p2)] > 555

< Pr [ (17)

T x~Fy ~T Pr [X +i e EYZ]

. L
iF 300’

where we use the following reasoning for the last inequality: if the event inside bracket does not
happen, then

Pr (fL(Ceigiy) (X +i-y1+j-y2) # f(x+i-y1+j-y2)]

ij~F
S% + P [fu(leriyn)(x+i-y1+]y2) # fx+i-yi+j-y2) |[x+i-y1 & By,]
< ﬁ Lo 10 o ﬁ (by (15))
Then similar to the analysis for Item (a), we continue upper bounding (17) as follows:
RHS of (17) = x~]F£;1~T’ [W > 3(1)0]
< XN]FE;,lNT, [|€x,|yéx;1|3yz| > ‘%F”’ + 4(1)0] (by (16) and y < 2729)
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Loy NBys| _ Byl | 1 .
< : — " C ">
< 4x~IF’”,y1~S o] > F 300 (since " C Sand |T'| > |S|/4)
< 2%. <1 + /\) . By <2%0.4. (1 + /\) (by Lemma A.3 and (16))
N || L ||
Therefore Item (c) holds with the desired probabilit by taking the expectation over y;. O

A.4 Derandomized Characterizations of Parallel Low Degree Polynomials

In this part, we extend the characterization of low degree polynomials in [RS96] to the deran-
domized setting, where we only consider lines with directions generated by a (large subset of)
small-biased set.

We use superscript T to denote vector and matrix transpose. For two vectors u,v € F?, we use
(u,v) to denote their inner product which equals u v (or v " u).

Theorem (Theorem A.9 Restated). Let S C IF™ be a A-biased set and T C S of size |T| > 2 -S|.
Then f: F™ — F' is parallel degree-md if f| 0, 1S parallel degree-d for every x € F",y € T.

Proof. Assume without loss of generality that t = 1, since we can apply the analysis individually
for each single-output component f[1],..., f[t].

We first prove that T has the full rank m. Assume towards contradiction that T has rank at most
m — 1. Then there exists a non-zero vector z € [F" such that z" y = 0 holds for all y € T. In light of
Definition A.2, we construct a non-trivial homomorphism x: F" — Hp to derive a contradiction,
where p is the characteristic of IF. Let ¢: IF — p,, be a non-trivial (group) homomorphism, where
we view [ as an additive group. We define for each x € [F" that

x(x) =¢(x"2),
which is a non-trivial homomorphism since ¢ is a non-trivial homomorphism and z # 0™. Note
that for all y € T, we have

x(y) =8y'2) =¢(0)=1.

Thus
B ]| = | B D) (tyer + 1yen)] | = | B, (e +20) - yer]
7| IS =T
> E |1 — E |1 = - ——
= B Lver] = B Tver] = g1 = g
> A, (since |T| > 12 - |5))

which contradicts Definition A.2.

Now we fix a set of m linearly independent directions vy, . ..,y € T. Then we can interpolate f
using degree-d polynomials f|,, , ..., fle,,, for x € F". For concreteness, we apply the invertible
linear transform on F" such that y,...,y,, map to axis parallel directions ey, ..., e,, where ¢; =

0,...,0,1,0,...,0). Let f’ be the polynomial after this transform, which shares the same degree
‘\/—/ H/—J

i—1 m—i
with f since the transform is invertible and linear. Since f|,, ..., fle,,, are all degree-d, we
know that f’ is degree-d along the axis parallel lines. Then by polynomial interpolation (see e.g.,
[RS96, Lemma 28]), " has degree at most md, which in turn means that f has degree at most md
as claimed. n
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