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Abstract

The Zig-Zag product of two graphs, Z = G z H, was introduced in the seminal

work of Reingold, Vadhan, and Wigderson (Ann. of Math. 2002) and has since become

a pivotal tool in theoretical computer science. The classical bound, which is used

throughout, states that the spectral expansion of the Zig-Zag product can be bounded

roughly by the sum of the spectral expansions of the individual graphs, ωZ ≤ ωH+ωG.

In this work we derive, for every (vertex-transitive) c-regular graph H on d ver-

tices, a tight bound for ωZ by taking into account the entire spectrum of H. Our

work reveals that the bound, which holds for every graph G, is precisely the minimum

value of the function

x

c2
·

√
1− d · h(x)

x · h′(x)

in the domain (c2,∞), where h(x) is the characteristic polynomial of H2. As a

consequence, we establish that Zig-Zag products are indeed intrinsically quadratic

away from being Ramanujan.

We further prove tight bounds for the spectral expansion of the more fundamental

replacement product. Our lower bounds are based on results from analytic combi-

natorics, and we make use of finite free probability to prove their tightness. In a

broader context, our work uncovers intriguing links between the two fields and these

well-studied graph operators.
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1 Introduction

Expander graphs are fundamental across a wide range of fields within theoretical computer

science as well as in coding theory and cryptography, among others. Their significance

largely arises from the flexibility to view expansion through different lenses, whether combi-

natorial, probabilistic, or linear algebraic. This multifaceted understanding offers a unique

advantage, allowing for the deduction of combinatorial properties of graphs by examining

the spectral properties of related operators such as their adjacency matrices. The promi-

nent example of this interplay is seen in the study of the spectral expansion whose definition

we briefly recall next.

Let G be an undirected d-regular graph on n vertices, referred to as an (n, d)-graph

throughout, and let A be its adjacency matrix. Since G is undirected, A is symmetric and

so its spectrum is real-valued. We denote the eigenvalues of A by d = λ1 ≥ λ2 ≥ · · · ≥ λn.

The spectral expansion of G, denoted as λ(G), is given by max(λ2, |λn|). We further denote

the normalized spectral expansion of G by ω(G) = λ(G)
d

∈ [0, 1]. We alternate between the

two variants–the normalized and the unnormalized–depending on context.

An expander is a graph G which is, informally speaking, a sparse approximation of the

complete graph. Formally, one requires that the normalized spectral expansion ω(G) is

bounded away from 1 1. For a typical application, one “pays” a cost that increases with

the degree d and has an “error” that vanishes as ω(G) tends to 0. This raises the question

of what is the best tradeoff between ω(G) and the degree d of G. From the Alon-Boppana

bound [Nil91], which is usually stated in terms of λ(G), it follows that for every ε > 0 there

are only finitely many d-regular graphs G with λ(G) ≤ 2
√
d− 1− ε. A d-regular graph G

satisfying λ(G) ≤ 2
√
d− 1 is called a Ramanujan graph.

1.1 The Zig-Zag product

In their landmark paper [RVW00], Reingold, Vadhan, and Wigderson introduced the Zig-

Zag product, a novel approach that provides a simple combinatorial method for construct-

ing expander graphs. The combinatorial nature of the Zig-Zag product and its versatility

rendered it exceedingly valuable. Indeed, soon after the publication of [RVW00], Rein-

gold [Rei08] obtained his seminal result, SL = L, based on the Zig-Zag product. In this

case, the Zig-Zag product was not used to construct expander graphs per se but rather to

“transform” an existing graph into an expander, crucially without altering the structure of

its connected components.

Since then, the Zig-Zag product has gained significant attention. Many works have uti-

lized the Zig-Zag product, while others have adopted the underlying theme, which Reingold

has dubbed the “Zig-Zag recipe” (see Goldreich’s insightful survey [Gol05]). Prominent ex-

1It is common in this context to consider an infinite family of graphs. However, we will exclude this
technical detail from our informal discussion for simplicity.
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amples include Dinur’s proof of the PCP theorem [Din07], the state-of-the-art construction

of locally decodable and correctable codes [KMRZS17], and the construction of near-optimal

small-bias sets by Ta-Shma [TS17] which in turn is based on the improved Zig-Zag variant

dubbed the wide-replacement product due to Ben-Aroya and Ta-Shma [BATS11].

We turn to describe the Zig-Zag product and its known properties. Our discussion here

will be somewhat informal, with a more formal treatment available in Section 4.1. Let

G = (VG, EG) be an (n, d)-graph. We assume that every vertex v ∈ VG labels its neighbors

using the label set [d] ≜ {1, . . . , d} in such a way that every vertex uses all d labels, though

there is no requirement for label consistency across different vertices. Let H = (VH , EH) be

a (d, c)-graph, where we identify VH with [d]. The Zig-Zag product of G and H, denoted

as G z H, is the graph on the vertex set VG × VH , defined informally as follows: for every

vertex v ∈ VG, the d vertices {v} × [d] in the new graph are dubbed the cloud of v. Every

edge adjacent to the vertex (v, i) in G z H is induced by the following walk: starting at

(v, i) we take one step (“zig”) of the form (v, i) → (v, ℓ1), where ℓ1 is a neighbor of i in

H, remaining within the same cloud; we follow by the unique step (v, ℓ1) → (u, ℓ2) where

u is the ℓ1 neighbor of v and v is the ℓ2 neighbor of u; lastly, we take an additional H step

(“zag”) of the form (u, ℓ2) → (u, j) in u-s cloud, j being a neighbor of ℓ2 in H. Note that

G z H is an undirected graph on nd vertices of degree c2.

The key result of [RVW00] is a bound on the spectral expansion of the Zig-Zag product.

It is shown that for G and H which are ωG and ωH expanders, respectively, it holds that

G z H has spectral expansion 2

ω(G z H) ≤ ωG + ωH + ω2
H . (1)

Given the importance of the Zig-Zag product in theoretical computer science, it is pivotal

to gain a better understanding on the spectral expansion of G z H. Of particular interest

is the setting in which H is taken to be a Ramanujan graph, as in many applications

one may choose H, thus optimizing the spectral expansion of H is natural. In such case,

ωH = Θ( 1√
c
). Recall that the degree of G z H is D = c2. Thus, according to the bound

from Equation (1), all that can be said about the resulted graph is that it has spectral

expansion O( 1
D1/4 ) – quadratic away from Ramanujan.

1.2 Derandomized squaring

The question of understanding the spectral expansion associated with important graph

operators has been asked, and partially answered, for a graph product which is related to

the Zig-Zag product - the derandomized squaring. We turn to briefly discuss this operator

which was introduced by Rozenman and Vadhan [RV05] for their re-derivation of Reingold’s

2As a matter of fact, [RVW00] obtained a slightly stronger bound on the spectral expansion of the
resulted graph (see Section 5.5.2) though this does not affect our discussion.
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theorem. Informally, given an (n, d)-graph G and a (d, c)-graph H, the derandomized

square, denoted G s H, is obtained by placing a copy of H on the neighborhood of each

vertex of G. The logic being that G2 is obtained by placing the complete graph on every

such neighborhood. As H, being an expander, serves as a sparse approximation of the

complete graph, it is plausible that the resulted graph, G s H, is a sparse approximation

of G2. In particular, its spectral expansion should approximate ω2
G, where the quality of

the approximation improves as ωH → 0. Formally, Rozenman and Vadhan established the

bound

ω(G s H) ≤ ω2
G + ωH , (2)

where, note, the degree of G s H is cd (compared to a degree d2 for G2 and degree c2 of

G z H). Further, the authors proved that their bound is tight in the sense that it cannot be

improved if the only information that is incorporated to the bound is the spectral expansion

of the two graphs.

The question of what can be said about the spectral expansion of G s H was addressed in

[CCMP23], where the authors proved a lower bound on ω(G s H), depending on the entire

spectrum of H. Surprisingly, [CCMP23] also gave evidence, though not a proof, for the

fact that the derandomized squaring operation is essentially as strong as possible, namely,

G s H can get arbitrarily close to being Ramanujan (in particular, ω(G s H) = O
(

1√
cd

)
is achievable). Thus, we have strong reasons to believe that the derandomized squaring

operation is, in a sense, optimal, though the bound obtained by utilizing only the spectral

expansions as given in Equation (2) is far from capturing this as it yields a bound no better

than ωH ≈ 1√
c
. Does the same hold true for the Zig-Zag product?

2 Our results

In this paper, we obtain a deeper insight into the Zig-Zag product, providing a definite

answer to the previously mentioned question by examining the entire spectrum of H.

We further derive tight bounds for another foundational graph-theoretic operation–the re-

placement product. This discussion will follow shortly. Our study of both the Zig-Zag and

replacement products, along with the previously analyzed derandomized squaring oper-

ation [CCMP23], unveils fascinating interrelations among these combinatorial operators,

finite free probability, and analytic combinatorics. We initially present our results in a

relatively informal manner, postponing the detailed formal statements to later sections,

specifically Sections 2.1 to 2.3.

Lower bound on the spectral expansion of the Zig-Zag product. Our first result

focuses on the limitations of the Zig-Zag product, with the assumption throughout this

paper that H is vertex-transitive (interestingly, we will not rely on this assumption in
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our upper bounds). Specifically, we establish a lower bound for the spectral expansion of

G z H. This bound considers the entire spectrum of the (d, c)-graph H, captured by the

characteristic polynomial of its square, χx(H
2), and is applicable to every graph G. Our

work reveals that the following function emerges as critically important in the analysis of

the Zig-Zag product:

ZH(x) = x ·

√
1− d · χx(H2)

x · χ′
x(H

2)
. (3)

Indeed, our lower bound is given by

λ(G z H) ≥ min
x>c2

ZH(x)− on(1),

where n is the number of vertices in G. The presence of H2, rather than H, is perhaps

expected given that defining an edge in the Zig-Zag product requires taking two steps on

H. Our proof techniques lean on results from analytic combinatorics and the symbolic

method.

This result reduces the difficult combinatorial problem of lower bounding the spectral

expansion of Zig-Zag-ing with H to a straightforward minimization problem. Taking for

example H = C6, the length-6 cycle, we have that ZC6(x) =
√

2x(x−2)
x−3

, whose minimum

in (4,∞) can be easily derived,
√
6 +

√
2 ≈ 3.86. This should be compared to the Alon-

Boppana bound for degree-4 graphs, 2
√
3 ≈ 3.46. Naturally, for more complicated graphs,

the minimization problem becomes more difficult though certainly approachable, and far

easier than tackling the problem combinatorially. For example, the function corresponding

to the Petersen graph is given by ZPet(x) =
√

3x(x2−9x+12)
x2−11x+22

, from which we can deduce that

λ(G z Pet) ≥ 7.11. (see Section 5.5.2 for the exact bound).

Zig-Zag is inherently quadratically far from Ramanujan. We utilize the above

result to deduce a universal lower bound for the spectral expansion of the Zig-Zag product

with any c-regular vertex-transitive graph H. We prove that the classical bound obtained

by [RVW00] is asymptotically optimal, meaning that ω(G z H) = Ω( 1
D1/4 ) where, recall,

D = c2. Thus, the quadratic gap from Ramanujan is an intrinsic characteristic of the Zig-

Zag operation. This is a striking contrast to the strong evidence gathered for the closely

related derandomized squaring operation [CCMP23].

Proof of the tightness of the lower bound. Our lower bound acts as an analogue of

the Alon-Boppana bound for Zig-Zag products. We complete the analysis by proving the

existence of graphs of every size meeting it on the positive side of the spectrum, effectively

acting as the Zig-Zag analogue of (one-sided) Ramanujan graphs. More formally, we prove

that for every (d, c)-graph H–not necessarily vertex-transitive–and every integer n, there
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exists an (n, d)-graph G such that

λ2(G z H) ≤ min
x>c2

ZH(x). (4)

Our proof utilizes finite free probability, following the methodology of the seminal works

of Marcus, Spielman and Srivastava [MSS22, MSS18], who used it to prove the existence

of bipartite Ramanujan graphs. A key observation in our proof is the need to diverge from

the aforementioned works and consider the graph G in the configuration model. We stress

that for derandomized squaring, proving a tightness result remains open [CCMP23].

Tight bounds for the replacement product. Another graph operation which in fact

predates the Zig-Zag product is the replacement product denoted G r H. Informally, one

can think of the replacement product in the following way: every vertex v of G is replaced

by a copy of H which we dub the cloud of v, where the original edges from G are connecting

the clouds according to the edges of G (see Definition 4.3). This operator is more straight-

forward from the combinatorial perspective and often serves as an introductory concept

for grasping the Zig-Zag product. Interestingly, [RVW00] used their bound on ω(G z H)

to prove a bound on ω(G r H). We employ a similar approach to our work on the Zig-Zag

product, proving a lower bound on the spectral expansion of G r H using analytic combi-

natorics, and prove its tightness using finite free probability. While the free analysis bears

a striking resemblance to the Zig-Zag case (interestingly, informally speaking, the replace-

ment product turns out to be an additive counterpart to the multiplicative Zig-Zag), the

symbolic and analytic techniques we apply for the lower bound prove to be significantly

more intricate.

2.1 Lower bound for the Zig-Zag product

In this section, we formally present our lower bound for the spectral expansion of Zig-Zag

products. As in previous discussions, H is a vertex-transitive (d, c)-graph. There are certain

degenerate choices for H which lead to trivial outcomes when used in Zig-Zag products,

and are excluded from our results. These can be categorized into two distinct types: (1)

graphs consisting solely of self-loops and a perfect matching, possibly with parallel edges;

and (2) graphs composed of the disjoint union of 4-cycles (see Definition 5.1 and the short

discussion following it). Any other graph H is deemed Zig-Zag good, or simply good.

Theorem 2.1. Let H be a good vertex-transitive (d, c)-graph with d ≥ 3 and c ≥ 2. Then,

for every (n, d)-graph G,

λ(G z H) ≥ min
x>c2

ZH(x)− on(1).

The full statement of the above theorem is given in Section 5.1. We give an example of
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its usage with H being the Petersen graph in Section 5.5.2, and provide a proof sketch of

Theorem 2.1 in Section 3.2.

2.1.1 The universal Zig-Zag lower bound

At first glance, it appears that Theorem 2.1 cannot be applied to establish a universal

bound on the spectral expansion of Zig-Zag products involving all vertex-transitive graphs

of a given degree c, as it necessitates solving a distinct minimization problem for each graph

H without offering a general bound akin to Equation (1). To address this challenge, we

substitute the graph H with its universal cover, the infinite c-ary tree, denoted as Tc. This

approach is based on the premise that a graph’s spectrum encodes the number of cycles of

any specified length, making it reasonable to examine a graph with fewer cycles to derive

a lower bound on spectral expansion. However, the infinite nature of Tc means it lacks an

associated characteristic polynomial, rendering the direct application of Theorem 2.1 moot.

To circumvent this issue, we restate the theorem in terms of the Cauchy transform,

GH(x) =
1

d
· χ

′
x(H)

χx(H)
=

1

d

d∑
i=1

1

x− λi

, (5)

and utilize the (continuous) Cauchy transform corresponding to Tc, which takes the form

GTc(x) =
∫

1
x−λ

µc(λ) for some suitable measure µc known as the Kesten-McKay distribution

with parameter c. Through this method, we establish the following theorem.

Theorem 2.2. Let d, c ≥ 3. For every (n, d)-graph G and every good vertex-transitive

(d, c)-graph H,

λ(G z H) ≥ c2√
c− 1

− on(1).

For the particular case of c = 2 we get the bound λ(G z H) ≥ 3
√
3√
2
−on(1) ≈ 3.674. The-

orem 2.2 provides a definite answer to the previously posed question: given that the degree

of G z H is D = c2, the theorem asserts that ω(G z H) = Ω(D− 1
4 ), demonstrating that the

classical analysis provided in [RVW00] is asymptotically tight, at least for vertex-transitive

graphs. Returning to the question raised in Section 1.2, we observe a notable contrast

between the Zig-Zag product and the derandomized square, despite their similarity: while

there is a strong evidence that G s H can be arbitrarily close to Ramanujan—though its

classical analysis, the Rozenman-Vadhan bound, fails to disclose this—the aforementioned

result provably indicates that the Zig-Zag product is intrinsically limited, and its capabili-

ties are accounted for by its classical analysis. We provide a proof sketch of Theorem 2.2

in Section 3.2.
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2.2 Matching the bound, and connection to free probability the-

ory

As discussed above, we prove that the lower bound given by Theorem 2.1 is optimal, at

least in a one-sided manner, by showing the existence of graphs of every size matching it

in terms of the second largest eigenvalue.

Theorem 2.3. For every good (d, c)-graph H and for every integer n ≥ 1, there exists an

(n, d)-graph G such that

λ2(G z H) ≤ min
x>c2

ZH(x).

Interestingly, unlike Theorem 2.1, the upper bound of Theorem 2.3 applies to graphs

H which are not necessarily vertex-transitive. Note also that we are only able to bound

the second-largest eigenvalue, λ2, rather than the spectral expansion λ = max(λ2, |λn|).
Graphs characterized by a bounded second-largest eigenvalue are called one-sided spectral

expanders. These are also highly applicable in various contexts, mainly because they satisfy

the conditions of the Alon-Chung Lemma [AC88]. The proof of Theorem 2.3 leverages

finite free probability and the interlacing technique [MSS15, MSS18, MSS22]. We provide

an overview for the proof of Theorem 2.3 in Section 3.3. It remains open to explicitly

construct a graph G achieving the bound given by Theorem 2.3, analogous to the explicit

construction of Cohen [Coh16] for bipartite Ramanujan graphs.

It is important to highlight that the alignment of our lower bound, which is based on

analytic combinatorics, with our upper bound, derived from free probability theory, points

to a deep connection between these two fields, as previously observed in [CCMP23] in the

context of derandomized squaring. In this paper, we delve further into this connection,

where we diverge from prior work by leveraging it in our proofs. Specifically, during the

process of establishing our lower bound, we encounter the challenge of solving a rather com-

plicated equation that emerges from results in analytic combinatorics. A crucial technical

innovation we introduce is the application of free probability theory—particularly, insights

gained from the proof of our upper bound—to address this otherwise daunting equation,

thus establishing our lower bound. This is, in fact, more apparent in our analysis of the

replacement product, which we discuss next.

2.3 Tight bounds for the spectral expansion of the replacement

product

In analogous fashion to our lower bound and matching upper bound for the Zig-Zag prod-

uct, we provide bounds for the even more fundamental replacement product G r H (see

Definition 4.3). For brevity, we state both bounds in the theorem below, noting it is more
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convenient to state our result, and in particular the function RH(x) which is the analog of

ZH(x), in terms of the Cauchy transform.

Theorem 2.4. Let H be a good 3 (d, c)-graph, and let ΛH = minx>c RH(x), where

RH(x) = x+

√
1 + 4GH(x)2 − 1

2GH(x)
.

Then, the following hold:

1. For every (n, d)-graph G, λ(G r H) ≥ ΛH − on(1).

2. For every n there exists an (n, d)-graph G such that λ2(G r H) ≤ ΛH .

The upper and lower bounds are expressed and proven separately in Theorems 6.1

and 6.3, respectively. The upper bound is straightforward given the free probability based

proof of the Zig-Zag product, noticing that their matrix representations are similar, with

multiplication being substituted by addition. Intriguingly, the analytic tools required for

proving the lower bound in the context of the replacement product are substantially more

sophisticated, despite the simplicity of the operation from the combinatorial perspective.

The replacement product, on its own, is not specifically designed to produce good ex-

panders. Nonetheless, it is valuable to establish a universal bound for this operation,

applicable to all vertex-transitive degree-c graphs, similar to Theorem 2.2. We prove that

the best possible spectral expansion for the replacement product involving such c-regular

graphs is given by λ(G r H) ≥ c+ 1
c−1

− on(1), or ω(G r H) ≥ c
c+1

− on(1).

3 Proof overview

In this section, we provide an informal overview of the proofs for our results. In Section 3.1,

we discuss our lower bound for the spectral expansion of the Zig-Zag product, as given

by Theorem 2.1. Our proof relies on the symbolic method and leverages results from

analytic combinatorics, both of which we introduce and explain in the respective sections

(see Section 3.1 as well as Appendix A for the necessary background). With this, the

proof of Theorem 2.1 is outlined in Section 3.2. We follow with an outline of the ideas for

proving the analog bound for the replacement product. Additionally, we outline the proof

of tightness of our lower bounds, as stated in Theorem 2.3, in Section 3.3. In that section,

we provide the necessary background on finite free probability.
3In this context, the definition of “good” differs from the one we previously established for the Zig-Zag

product; refer to Section 6.2 for details.
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3.1 Analytic combinatorics and the symbolic method

Our lower bound results are based on the symbolic method which provides a framework to

convert a specification of a so-called combinatorial class by means of certain combinatorial

constructs into a functional equation that is satisfied by its associated generating function.

Here we briefly cover only the parts that we need from this theory, where more information

is given in Appendix A. The interested reader is referred to the excellent book by Flajolet

and Sedgewick [FS09] to learn more about this fascinating topic.

A combinatorial class A consists of a collection of objects paired with a designated size

function | · | : A → N. The associated generating function for this class is the formal power

series

A(z) =
∑
a∈A

z|a| =
∑
k∈N

Akz
k,

where Ak, which is also denoted as [zk]A(z), is the number of objects in A of size k, which

we always assume is finite. Set theoretic operators on the combinatorial classes reflect in

their associated generating functions. For instance, the sequence of a class, denoted as

SEQ(A) represents the disjoint union of the Cartesian products across all finite lengths

n ≥ 0. The generating function for SEQ(A) is given by 1
1−A(z)

. The elements of size 1 in a

combinatorial class A are called atoms, all of which are considered distinct.

The symbolic method classifies combinatorial classes into schemas based on their shared

structures. This approach aims to consolidate solutions to these problems and highlight

their interrelations. A notable schema within this framework is termed smooth inverse-

function schema. These are classes whose generating function ζ(z) satisfies the functional

equation u = z · ϕ(u), namely, ζ(z) = z · ϕ(ζ(z)), for some “well-behaved” complex func-

tion ϕ(u). Analytic combinatorics provides a method to estimate the coefficients of the

generating function for smooth inverse-function schema. This approach is applicable under

certain technical conditions on ϕ(u), which we hide under the rug in this informal proof

overview. The key requirement though is that there is a unique real positive solution to

the characteristic equation ϕ(u) = u · ϕ′(u) within ϕ-s analytic domain around the origin.

With this, we have the following theorem which is informally stated here.

Theorem 3.1. Let ζ(z) belong to the smooth inverse-function schema. Then, with τ the

unique positive root of the corresponding characteristic equation ϕ(u) = u · ϕ′(u), one has

[zn]ζ(z) ≈ ϕ′(τ)n. (6)

A more general schema is the smooth implicit-function schema. It generalizes the above

result to classes whose generating functions ζ(z) satisfy a more complicated functional

equation w = P (z, w), namely ζ(z) = P (z, ζ(z)) for some “well behaved” bivariate complex

function P (z, w). Analytic combinatorics provides a method to estimate the coefficients
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of the generating function also for the smooth implicit-function schema. We require these

more sophisticated tools for the analysis of the replacement product though we choose not

to delve into this in this section.

3.2 Lower bounding the spectral expansion of Zig-Zag products

In this section, we outline the key elements of the proof of Theorem 2.1. LetG be a d-regular

graph and H a vertex-transitive (d, c)-graph. Our starting point is standard, relying on the

trace method which asserts that λ(G z H) is lower bounded by roughly cℓ(G z H)1/ℓ for

every ℓ > 0, where cℓ(G z H) is the number of length-ℓ cycles that originate at some fixed

vertex v of G z H (see Lemma 4.5). Thus, the task at hand is to lower bound cℓ(G z H),

where we will eventually choose ℓ to be sufficiently large. A common strategy for this is to

consider a suitable infinite cover 4 of the graph of interest, G z H in our case, which we take

to be Td z H, where Td is the d-regular infinite tree. Indeed, for every ℓ, every length-ℓ cycle

in Td z H that originated at some fixed vertex induces a unique cycle in G z H, initiated

at some corresponding vertex, hence cℓ(G z H) ≥ cℓ(Td z H).

In order to apply the symbolic method more easily and specify some recursive relation

on the class of cycles, we truncate some of the edges of Td z H. We fix an arbitrary root r

in Td z H and remove some of the edges adjacent to r, resulting in a new graph which we

call X. See Figure 1 for an illustration of the truncation we use. As removing edges can

only reduce the number of cycles, it suffices to lower bound cℓ(X). To this end, we specify a

combinatorial class SX which is the class of cycles in X, originating in the root r that only

visit r upon completing a cycle. We identify an isomorphism between the restriction of the

cycles in SX to a single copy of H in Td z H to certain cycles in the graph H2, captured by

the class we denote AH . In Claim 5.3 we obtain an analytic formulation of AH-s generating

function, denoted AH(z), in terms of the Cauchy transform of H2. Particularly, we deduce

that the radius of convergence of AH(z) is 1
c2
. We then establish the following recursive

symbolic relation on SX :

SX = Z × (AH ◦ SX)×Z,

where Z is an atom (see Lemma 5.4). From the symbolic relation, we immediately derive

a functional equation that is satisfied by the corresponding generating function,

SX(z) = z2 · AH(SX(z)).

Recall that [zℓ]SX(z) ≥ cℓ(X). Thus, with the functional equation in hand, our objective

is to deduce estimates of its coefficients using Theorem 3.1. For invoking the theorem, we

define a function E(z) such that E(z2) = SX(z) and such that [z2n]SX(z) = [zn]E(z), which

4We will not need the formal definition of a cover in this paper, and we mention it here by name for
the reader who is familiar with this notion.
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satisfies the functional equation E(z) = z · AH(E(z)). We then prove in Claim 5.11 that

E(z) belongs to the smooth inverse-function schema. All the technical conditions are easily

established therein. In Lemma 5.8, we show that the key component, the characteristic

equation AH(u) = u ·A′
H(u) is equivalent, up to a change of variable u = 1

x
, to the equation

Z ′
H(x) = 0, where ZH(x) is given by Equation (3).

We prove in Section 5.1.2 that for every good H, the function ZH(x) must attain a

unique minimum x0 in the range (c2,∞). This minimum then induces the solution τ to

the characteristic equation AH(u) = u ·A′
H(u) within its radius of convergence. We further

prove in Section 5.1.2 that
√

A′
H(τ) = ZH(x0), which by Theorem 3.1, determines the

asymptotic growth of the coefficients of E(z) and hence also of SX(z). Putting everything

together completes the proof.

Zig-Zag is inherently quadratic far from Ramanujan. Equipped with Theorem 2.1,

we turn to discuss our lower bound that holds for all good c-regular vertex-transitive graphs

H (the proof appears in Section 5.2). As mentioned, the intuition behind the proof is that

Tc, the infinite c-regular tree, is a universal cover for all c-regular graphs, and therefore

has at most as many cycles of any size. Hence, the Cauchy transform GT 2
c
, appropriately

defined, could be plugged into the definition of ZH to achieve a universal lower bound.

More formally, we observe that the function Ψ(x, y) =
√

x2 − x
y
is monotone increasing

in y. Taking a closer look at ZH(x), the dependence in H is captured in the variable y of

Ψ(x, y). Since for any (d, c)-graph H and for all x > c2 we have that GH2(x) ≥ GT 2
c
(x), we

get that ZH(x) ≥ ZTc(x) for all x > c2. The proof follows by observing that for c ≥ 3,

min
x>c2

ZH(x) ≥ inf
x>c2

ZTc(x) = ZTc(c
2) =

c2√
c− 1

.

3.3 Existence of graphs matching the bound

To match the lower bound described in Section 3.2, given a fixed (d, c)-graph H and any

integer n ≥ 1, we wish to find an (n, d)-graph G such that λ2(G z H) ≤ minx>c2 ZH(x), as

stated in Theorem 2.3. First, observe that the adjacency matrix of G z H can be expressed

as

Z = HĠH, (7)

where H = In ⊗ AH , AH being the adjacency matrix of H, and Ġ is the matrix which

encodes the rotation map of G, dubbed the rotation matrix of G. Therefore, we have

reformulated our problem as finding a graph G where the second largest eigenvalue of the

matrix Z is small. This rephrasing opens the door to applying finite free probability. To

begin, in Section 3.3.1, we provide a brief overview of this elegant theory, highlighting its

relevance to the proof of Theorem 2.3. It is important to note that the discussion in this

high-level summary is in fact more detailed than the actual proof presented in Section 5.3,
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as this section delves into the methodology underpinning the proof.

3.3.1 A brief introduction to finite free probability

Free probability is a branch of mathematics, initiated by Voiculescu, that extends classi-

cal probability theory into the non-commutative setting. In classical probability, random

variables are analyzed using their joint distribution, which encodes the correlations or lack

of between them. In contrast, free probability introduces the abstract notion of “freeness”

to represent the absence of correlations, appropriately defined, among non-commutative

random variables. We invite the reader to learn more about this theory in the introductory

book by Nica and Speicher [NS06].

Free probability theory provides, in particular, tools to analyze the spectrum of the sum

and product of two operators, given that they are free, using knowledge of their individual

spectra. For finite matrices, though, the theory provides mainly asymptotic results, where

the dimension of the matrices tends to infinity. As a result, operators associated with finite

graphs cannot be studied directly by free probability theory.

In response to this limitation, Marcus, Spielman, and Srivastava, in their groundbreak-

ing series of works [MSS15, MSS18, MSS22], introduced the theory of finite free probability

along with the associated technique of interlacing. This enabled them to extend some re-

sults of free probability to the finite-dimensional setting, especially regarding the spectra of

matrix sums and products. 5 The finite free convolutions defined in [MSS22], presented be-

low, can be defined in a standalone fashion, not relying on the abstract concept of freeness.

Rather, they demonstrate that conjugating a finite operator, A, with a Haar-orthogonal

matrix, effectively “frees” A from other operators. We consider a specific application of

this principle in the context of operator multiplication, which will turn useful in analyzing

the spectrum of Z from Equation (7), when the graph G is picked at random.

3.3.2 Existence of graphs matching the Zig-Zag bound

Before turning to the formal definitions used in the proof, we outline the basic idea of the

randomized method which underlies the proof of Theorem 2.3. This involves three steps:

1. Define a distribution by which the graph G is drawn.

2. Analyze the expected characteristic polynomial of the Zig-Zag product of the random

G and a fixed graph H, using free probability theory.

3. Use the technique of interlacing to conclude that there exists a specific graph G in

the support of the distribution satisfying a desired property of the above expected

polynomial.

5Already here we wish to stress, that the replacement and Zig-Zag operations will correspond, respec-
tively, to the sum and product of a random matrix with some fixed matrix.
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Note that the above steps, although formalized (and analyzed) separately, are not inde-

pendent: one needs to be attentive in the choice of a distribution in Item 1 that it enables

Items 2 and 3. In our analysis, diverging from prior works [MSS18, CCMP23], this dis-

tribution is taken according to the configuration model, which enables us to express the

rotation map of G as Ġ = PMPT, where M is the adjacency matrix of an arbitrary fixed

perfect matching of dimension nd, and P is a random permutation matrix of the same di-

mension (see Section 4.1 for the relevant standard definitions). This enables us to express

Equation (7) as

ZP = HPMPTH, (8)

and the expected characteristic polynomial we wish to analyze is then

E
P
χx (ZP) = E

P
χx

(
HPMPTH

)
= E

P
χx

(
H2PMPT

)
, (9)

where the last equality is due to the invariance of the characteristic polynomial over cyclic

rotations of the matrices. This sets the stage for the definitions relevant for analyzing this

polynomial in Item 2.

Definition 3.2 (Free multiplicative convolution). Let A,B be m×m real symmetric ma-

trices, with characteristic polynomials a(x) and b(x), respectively. The free multiplicative

convolution of a(x) and b(x) is defined as

a(x)⊠ b(x) = E
Q
χx

(
AQBQT

)
, (10)

where the expectation is taken in the coefficient space over random orthogonal matrices Q

sampled according to the Haar measure on the group of n-dimensional orthogonal matrices.

There is a clear resemblance between Equation (10) and the right hand side of Equa-

tion (9), where H2 plays the role of A, and M plays the role of B. The main difference is

our wish to analyze an expectation over permutation matrices, while Definition 3.2 deals

with Haar orthogonal matrices. Following MSS, we are able to overcome this obstacle using

a quadrature argument, formalized in Lemma 4.8.

To recap, for bounding the roots of the expected characteristic polynomial EP χx (ZP),

we are left with the task of bounding those of (pH2 ⊠ pM) (x), where pH2(x) and pM(x)

are essentially the characteristic polynomials of the respective matrices. The analytic

framework that will allow us to study the multiplicative convolution includes the Cauchy

transform and the moment transform, and their respective inverse functions. Recall from

Equation (5) that the Cauchy transform of a real-rooted degree d polynomial p(t) ∈ R[t],
whose roots are λ1 ≥ λ2 ≥ · · · ≥ λd, is defined as Gp(x) = 1

d

∑d
i=1

1
x−λi

. For an undi-

rected graph H, we write GH(x) for the Cauchy transform Gp(x) where p(t) = χt(H) is the

characteristic polynomial of H. The M-transform (or moment transform), is defined by
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Mp(x) = xGp(x) − 1. We define the inverse of Mp(x), denoted Np(y), to be the largest

x so that Mp(x) = y, assuring the reader that this function is well-defined. It is worth

noting that by definition, for every y ∈ (0,∞), the value Np(y) provides an upper bound

on λ1. The key feature of the N -transform in our context is that it behaves well under

free multiplicative convolutions. We state here the theorem encapsulating this idea, which

appears in [MSS22].

Theorem 3.3. Let p and q be polynomials of the same degree, of which at least one has

only non-negative roots6. Then, for every y > 0,

Np⊠q(y) ≤
y

y + 1
· Np(y)Nq(y). (11)

At this point we see that NM(y) can be calculated explicitly, and NH2(y) can be ex-

pressed in terms of the Cauchy transform of H2. Therefore, applying Theorem 3.3 to

Equation (9) along with the quadrature technique (and a few straightforward calculations)

yields

α2

(
E
P
χx (ZP)

)
≤ min

x>c2

√
x2 − x

GH2(x)
= min

x>c2
ZH(x),

where αk(p) is the k-th largest root of the polynomial p(x). As we have bounded the roots

of the expected characteristic polynomial, we turn to Item 3, which is the deduction of the

existence of a graph having similar properties to it.

Interlacing. So far, we have discussed how to obtain a bound on the largest root of the

expected characteristic polynomial, where the expectation is in coefficient space and taken

over the group of permutation matrices. It is generally incorrect to assert that a bound

on the largest root of the expectation of polynomials can be utilized to infer a bound on

the largest root of one of the polynomials involved in the expectation. A key observation

by MSS concerning this issue is that such a result holds if the polynomials participating in

the expectation form an interlacing family, a condition satisfied in our case. This idea is

formalized in Lemma 4.9, where it is shown that in fact, for any choice of k, this structure

suffices to deduce a bound on the k-th largest root of at least one polynomial in the

family, given that we are able to bound the k-th largest root of the expected characteristic

polynomial.

3.3.3 Existence of graphs matching the replacement product bound

Our upper bound proof for the replacement product follows the same argument discussed in

Section 3.3.2, roughly by replacing multiplication with addition. The adjacency matrix of

the replacement product G r H can be expressed as R = H+Ġ, similarly to Equation (7).

6Originally, [MSS22] proved the theorem when both polynomials have non-negative roots. However, we
note that their proof generalizes to this case, as we further discuss in Section 4.2.1.
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Representing G in the configuration model enables us to express this equation asRP = H+

PMPT, similarly to Equation (8). As the N transform and free multiplicative convolution

served us in proving an upper bound on the roots of EP χx (ZP), the exact same strategy

using the K transform (which is the inverse of the Cauchy transform G) and the free additive

convolution lead us to a bound on the spectrum of the expected characteristic polynomial

EP χx (RP).

4 Preliminaries

In this section we set notation and shortly survey the necessary background for our proofs:

graphs and graph products in Section 4.1, the Cauchy-transform and finite free convolutions

in Section 4.2, and finally analytic combinatorics in Section 4.3.

4.1 Graphs

4.1.1 Rotation maps and the configuration model

Let G be an (n, d)-graph, and assume that every vertex v has a labeling of the d edges

adjacent to it with the labels {1, . . . , d} such that every label appears exactly once. Notice

that each edge is labeled twice (by both its end vertices), and the two labels might differ.

Let v[i] denote the i-th neighbor of v according to this labeling.

Definition 4.1 (Edge rotation map). The edge rotation map (or simply rotation map) of

a labeled (n, d)-graph G = (V,E), denoted RotG : V × [d] → V × [d], is defined by

RotG(v, i) = (u, j) ⇐⇒ v[i] = u ∧ u[j] = v.

Otherwise put, RotG(v, i) = (u, j) if the i-th neighbor of v is u, and the j-th neighbor

of u is v. Notice that RotG is an involution. We say that G is consistently labeled if for

every edge {u, v} ∈ E, RotG(v, i) = (u, i) for some i ∈ [d]; that is, every edge is seen with

the same label from both its end points. We also define accordingly the rotation matrix Ġ,

which is an nd× nd boolean matrix, where Ġ(v,i),(u,j) = 1 if and only if RotG(v, i) = (u, j).

We proceed by defining the configuration model for sampling a random (n, d)-graph, for

n, d ∈ N of which at least one is even. To this end, it might be helpful to envision an initial

phase in which each vertex is connected to d “half-edges”, and the graph is specified by

connecting the nd half edges.

Definition 4.2 (Configuration model). A random (n, d)-graph is said to be sampled by the

configuration model if the distribution can be described by sampling a uniformly random

perfect matching of the nd half-edges.
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The model can also be described, more formally, in matrix form: let M be the adjacency

matrix of an arbitrary perfect matching of dimension nd. Then, picking G according to the

configuration model is equivalent to picking a random nd× nd permutation matrix P and

setting Ġ = PMPT. We remark that unlike some other random graph models, self-loops

are allowed: it is possible that RotG(v, i) = (v, j) for some vertex v and i, j ∈ [d], in which

case v is its own i-th and j-th neighbor. We proceed by defining the two graph products

which will be of interest in our main results.

4.1.2 The replacement and Zig-Zag products

Definition 4.3 (Replacement product). Let G = (VG, EG) be an (n, d)-graph and H =

(VH , EH) a (d, c)-graph. The graph G r H = (VG × VH , E) is an (nd, c + 1)-graph defined

as follows: for every v ∈ VG, {(v, i), (v, j)} ∈ E for every {i, j} ∈ EH . In addition,

{(v, i), (u, j)} ∈ E whenever RotG(v, i) = (u, j).

One can think of the replacement product in the following way: Every vertex v of G is

replaced by a copy of H which we dub the cloud of v, where the original edges from G are

connecting the clouds according to RotG. Observe that the adjacency matrix of G r H can

be written as

R = H+ Ġ,

where H = In ⊗AH , and AH is the adjacency matrix of H.

Definition 4.4 (Zig-Zag product [RVW00]). Let G = (VG, EG) be an (n, d)-graph and H =

(VH , EH) a (d, c)-graph. The graph G z H = (VG × VH , E) is the (nd, c2)-graph defined as

follows: the edge {(v, i), (u, j)} is added to E for every ℓ1, ℓ2 such that RotG(v, ℓ1) = (u, ℓ2),

and {i, ℓ1}, {j, ℓ2} are edges in EH .

In a similar manner to the replacement product, we think of a cloud replacing every

v ∈ VG, where in this case the edges can be interepreted by the following walk: from (v, i)

one first takes a step in H within the same cloud. Then, uses RotG to transition to another

cloud, and finally takes an additional H step in the latter7. Accodring to Definition 4.4,

the adjacency matrix of G z H can be written as

Z = HĠH.

7For defining the rotation map of the Zig-Zag product, one can write Rot
G z H

((v, i), (a1, a2)) =
((u, j), (b1, b2)) if, using the notations above, RotG(v, ℓ1) = (u, j), RotH(i, a1) = (ℓ1, b2) and RotH(j, a2) =
(ℓ2, b1). This definition is necessary for using the Zig-Zag operation in recursive constructions [RVW00],
but will not be needed for our analysis.
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4.1.3 The trace method

In this paper we use a very common technique for lower bounding spectral properties of the

graph, called the trace method. The merit of this method is reducing the task of bounding

the spectral expansion of a graph to the task of lower bounding the number of cycles

originating at any vertex. Denote by Ck(G, v) the number of cycles of length k, originating

at a vertex v in the graph G. The following lemma appears in various contexts, and is

considered a folklore. For a proof see, e.g., Lemma 4.2 in [CCMP23].

Lemma 4.5 (Trace method for regular graphs). Let F be a family of graphs such that for

every G = (V,E) ∈ F and v ∈ V we have that

(C2k(G, v))
1
2k ≥ (1− ok(1)) ρ,

for some constant ρ > 0 that is independent of G and for infinitely many k-s. Then, for

every G ∈ F ,

λ(G) ≥ (1− on(1)) ρ, (12)

where n is the number of vertices of the graph G.

It is common to prove a lower bound on C2k(G, v) by looking at a cover for all graphs

in F . For example, the most famous and important lower bound on the spectral expansion

of regular graphs is the aforementioned Alon-Boppana bound, which can be proved using

the trace method, analyzing the d-regular infinite tree Td which is the universal cover of all

d-regular graphs.

4.2 Finite free probability

We use the following standard notation: for a symmetric matrix A, χx(A) is the charac-

teristic polynomial of A with variable x. We denote by λk(A) the k-th largest eigenvalue

of A. For a real-rooted polynomial p(x), we denote by αk(p) the k-th largest root of p(x).

For a distribution P over polynomials, we denote by Ep∼P [p(x)] the expected polynomial

over this distribution, where the expectation is taken in coefficient space, namely, for every

k, the coefficient of xk in Ep∼P [p(x)] is the expectation over coefficients corresponding to

xk in p(x) drawn according to P .

Definition 4.6 (Haar distribution on the orthogonal group). Denote the group of m×m

orthogonal matrices by O(m). The Haar distribution is the unique distribution over O(m)

which is invariant under multiplication (from the right or from the left) with any orthogonal

matrix. We call a matrix drawn from this distribution a Haar random matrix.

An important characteristic of the Haar distribution, upon which Definition 4.7 below

relies, is the following. Let A,B be two arbitrary m × m symmetric matrices, and Q
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a Haar random matrix of the same dimensions. Informally, the random rotation of B

according to Q removes any dependence between the respective eigenvectors of A and

B. More formally, if χx(A) = a(x) and χx(B) = b(x), then both expected characteristic

polynomials EQ χx(A+QBQT) and EQ χx(AQBQT) depend only on a(x) and b(x), and

not on the eigenvectors of either A or B.

Definition 4.7 (Additive and multiplicative convolutions). Let A,B be real symmetric

matrices of equal dimension, with characteristic polynomials a(x) = χx(A) and b(x) =

χx(B). The additive convolution a ⊞ b and the multiplicative convolution a ⊠ b are the

polynomials defined by

(a⊞ b)(x) = E
Q
χx(A+QBQT),

and

(a⊠ b)(x) = E
Q
χx(AQBQT),

where Q is a Haar random orthogonal matrix.

Although Definition 4.7 involves the matrices A and B, it depends in fact only on a(x)

and b(x), due to the properties of the Haar measure.8 It is important to note that, as

proven in [MSS22], both (a⊞ b)(x) and (a⊠ b)(x) are real-rooted. Interestingly, there are

explicit formulas for both (a⊞ b)(x) and (a⊠ b)(x) as functions of the coefficients of a(x)

and b(x). We refer the reader to [MSS22] for more details.

Working with graph matrices, an issue with the above defintion is that the Haar measure

does not have a meaningful combinatorial interpretation. Therefore, we need a way to relate

permutations matrices - which do have such interpretation - to Haar random matrices. To

this end we state the following lemma (which appeared first in [MSS18] for the additive

case, and later on in [CM23] for the multiplicative case, whose proof uses similar ideas)

which is described as a Quadrature result, translating an infinite (continuous) measure

space to a finite one.

Lemma 4.8 (Quadrature; Corollary 4.9 from [MSS18] and Lemma 2.3 from [CM23]). Let

A,B be real m × m symmetric matrices such that A1 = a1 and B1 = b1. Denote by

pA, pB the polynomials satisfying χx(A) = (x − a)pA(x), χx(B) = (x − b)pB(x). Let P be

a uniformly random m×m permutation matrix. Then,

E
P
χx

(
A+PBPT

)
= (x− (a+ b)) (pA ⊞ pB) (x), (13)

E
P
χx

(
APBPT

)
= (x− ab) (pA ⊠ pB) (x). (14)

Another tool we will need is Interlacing, which in our context will enable us deduce

8It is easily seen that the convolution is well defined for any real-rooted polynomials a(x) and b(x) by
choosing A,B to be diagonal matrices with their respective roots on the diagonal.
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bounds on roots of specific polynomials using similar bounds on the roots of an expectation

polynomial.

Lemma 4.9 (Interlacing). Suppose A,B are symmetric m×m matrices and P is a uniform

random m×m permutation matrix. Then, for every k ≤ m there exist permutation matrices

R,S such that

λk

(
A+RBRT

)
≤ αk

(
E
P
χx

(
A+PBPT

))
, (15)

λk

(
ASBST

)
≤ αk

(
E
P
χx

(
APBPT

))
, (16)

where we recall that αk(p) is the k-th largest root of p(x).

Lemma 4.9 is a simpler form of a much more general statement, appearing in Theorem

3.4 of [MSS18] (for Equation (15)) and in Theorem 6.5 and Lemma 6.3 of [CM23] (for

Equation (16)).

4.2.1 Transforms

Let p(x) be a degree m real-rooted polynomial with roots α1 ≥ α2 ≥ · · · ≥ αm. The Cauchy

transform of p(x) is defined as the function

Gp(x) =
1

m

m∑
i=1

1

x− αi

=
1

m
· p

′(x)

p(x)
.

When p(x) is the characteristic polynomial of an m×m matrix A, it holds that

Gp(x) =
1

m
Tr
(
(xI−A)−1) .

In many settings it is instructive to study the Cauchy transform as a function whose

domain is C+. However, we will consider the Cauchy transform as a function on R, where
we evaluate the Cauchy transform to the right of its rightmost pole, at x > α1.

Note that when the Cauchy transform of a polynomial p is restricted to (α1,∞), its

range is (0,∞). Additionally, Gp(x) is monotonically decreasing within this domain. With

this in mind, one can define Kp : (0,∞) → (α1,∞) as the inverse of Gp(x) when restricted

to the latter domain. In other words, Kp is the max-inverse of Gp. Particularly, for every

y ∈ (0,∞), Kp(y) provides an upper bound on α1, the largest root of p.

Accompanied to the Cauchy transform of p is the M-transform (or moment transform),

which is defined by

Mp(x) = xGp(x)− 1. (17)

In a similar manner to the definition of Kp, we define the inverse of Mp, denoted Np(y),

to be the largest x so that Mp(x) = y. In a similar manner to Kp, for every y ∈ (0,∞),
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Np(y) provides an upper bound on α1.

For a symmetric matrix A, we use the notation GA for Gχx(A), and GpA for the Cauchy

transform of pA as used in Lemma 4.8, which will be relevant for all matrices throughout

this paper (that is, there will always exist a such that A1 = a1). We will similarly denote

MA, KA, NA, MpA , KpA , NpA . The key feature of the K and the N transforms is that they

behave very well under additive and multiplicative convolutions, respectively, as shown in

the following two lemmata.

Lemma 4.10 (Theorem 1.11 in [MSS22]). For real-rooted polynomials p(x) and q(x) of the

same degree, and for any y > 0,

Kp⊞q(y) ≤ Kp(y) +Kq(y)−
1

y
.

Lemma 4.11 (Generalization of Theorem 1.12 in [MSS22]). Let p(x) and q(x) be real-

rooted polynomials such that q(x) has non-negative roots and p(x) has at least one positive

root. Then, for every y > 0,

Np⊠q(y) ≤
y

y + 1
· Np(y)Nq(y).

Lemma 4.11 appears in [MSS22], with the additional requirement that both polynomials

have only non-negative roots. We state this generalization here, and provide the proof in

Appendix C for completeness, though the proof follows the same arguments.

It is a common use case to apply Lemmas 4.8, 4.10 and 4.11 to graph matrices, and

so one needs to calculate the K and N transforms for the polynomials pA(x) and pB(x).

Analytically though, it is more convenient to use the same transforms of χx(A) and χx(B),

which only differ from pA(x) and pB(x) by one root, respectively. Luckily, for graph ma-

trices, the numbers a and b used in Lemma 4.8 are the largest eigenvalues of the respective

matrices, typically representing the degree of the graphs. This enables us to make use of

the following claim, which makes the above issue a mere technicality.

Claim 4.12. Let A be the adjacency matrix of an (n, d)-graph G. Then, for every x > d,

GpA(x) ≤ GA(x) and MpA(x) ≤ MA(x), and for every y > 0, KpA(y) ≤ KA(y) and

NpA(y) ≤ NA(y).

Proof. For the first part, notice that both GA(x) and GpA(x) are averages of terms of the

form 1
x−αi

, where the αi-s are the roots of the respective polynomials, and GA(x) is averaging

over one additional term compared to Gp(x), that term being 1
x−d

, which is the largest when

evaluated at x > d. Therefore GpA(x) ≤ GA(x), and by definition MpA(x) ≤ MA(x) as

well, with equality iff A = dI. For the latter two claims, we notice that these are the

inverse functions of the above two which are monotone decreasing.
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4.3 Analytic combinatorics and the symbolic method

We follow the notation of [FS09] and use the symbol ▷◁ for denoting the exponential order

of sequences, which aligns with our analysis of spectra of graphs using the trace method.

Formally, we say that a sequence of integers c = (cn)n∈N is of exponential of order K, and

write c ▷◁ K if lim supn→∞ |cn|
1
n = K. Additionally, for a function f(x) with expansion

f(x) =
∑∞

n=0 fnx
n around 0, we write f(x) ▷◁ K in the case that f ▷◁ K for f = (fn)n∈N.

We also recall the definition of a modulus of singularity ; We say that R is the modulus

of singularity of a complex function f(z) nearest to the origin if

R = sup {r ≥ 0 | f is analytic in |z| < r} .

R is also referred to as the radius of convergence of f . As noted in [FS09], Chapter IV,

for f(z) with non-negative coefficients (a class which includes all combinatorial generating

functions), we have that

R = sup {r ≥ 0 | f(x) is analytic at all points 0 ≤ x < r} . (18)

Throughout the paper, we use the following theorem to find the exponential order of

combinatorial generating functions.

Theorem 4.13 (Exponential growth formula; Theorem IV.7 in [FS09]). If f(z) is analytic

at 0 and R is the modulus of singularity nearest to the origin, then

f(z) ▷◁
1

R
.

Definition 4.14. A function y(z) analytic at 0, is said to belong to the smooth inverse-

function schema if there exists a complex function ϕ(u), analytic at 0, such that in a

neighborhood of 0, one has y(z) = z · ϕ(y(z)), and ϕ(u) satisfies the following conditions:

ϕ(u) ̸= α + βu, ϕ(0) ̸= 0, and ∀n [un]ϕ(u) ≥ 0, (19)

and within its radius of convergence around 0, there exists a (necessarily unique) positive

solution τ to the characteristic equation ϕ(u) = u · ϕ′(u).

Theorem 4.15 (Theorem VI.6 in [FS09], restated10). Let y(z) belong to the smooth inverse-

function schema, y(z) = z · ϕ(y(z)) and let τ be the solution to the characteristic equation.

Then y(z) ▷◁ ϕ′(τ).

A more general theorem is applicable in the case that a more complicated recursive

relation holds.
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Definition 4.16. Let y(z) be a function analytic at 0 with expansion y(z) =
∑

n≥0 ynz
n,

where y0 = 0 and such that all coefficients are non negative. The function y(z) is said to

belong to the smooth implicit-function schema if there exists a bivariate function P (z, w)

such that

y(z) = P (z, y(z)),

where P (z, w) satisfies the following conditions:

1. P (z, w) =
∑

m,n≥0 pm,nz
mwn is analytic9 in a domain |z| < R and |w| < S for some

R, S > 0.

2. The coefficients of P satisfy

pm,n ≥ 0, p0,0 = 0, p0,1 ̸= 1,

and pm,n > 0 for some m and for some n ≥ 2.

3. There exist (then necessarily unique) two numbers r, s, such that 0 < r < R and

0 < s < S, satisfying the system of equations

P (r, s) = s,

Pw(r, s) = 1,

which is called the characteristic system, where Pw is the derivative of P (z, w) with

respect to w.

Theorem 4.17 (Theorem VII.3 in [FS09], restated10). Let y(z) belong to the smooth

implicit-function schema defined by P (z, w), with (r, s) the positive solution of the charac-

teristic system. Then,

y(z) ▷◁ r−1.

5 The Zig-Zag product

In this section we prove both our lower and upper bounds on the Zig-Zag product (see

Section 5.1 and Section 5.3, respectively). Following the lower bound proof, in Section 5.2,

we deduce our universal bound which holds for all degree-c graphs. We end this section

by observing the existence of “trivial” eigenvalues of the Zig-Zag product when using a

9Recall that a bivariate function f(x, y) is analytic in a point (a, b) if and only if the functions fb(x) =
f(x, b) and fa(y) = f(a, y) are analytic in the points x = a and y = b correspondingly, as univariate
functions.

10The original theorem specifies much more than the asymptotic exponent, but this restatement of the
theorem suffices for our needs.
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consistently-labeled graph G (see Section 5.4), and analyze the Zig-Zag product of several

specific graphs in Section 5.5.

5.1 Lower bound

In this subsection we prove our lower bound on the spectral expansion of a Zig-Zag product.

To state our main theorems, for every graph H we define the function

ZH(x) =

√
x2 − x

GH2(x)
, (20)

where GH2 is the Cauchy transform of H2.

Definition 5.1 (Bad graphs for the Zig-Zag product). Let H be a vertex-transitive (d, c)-

graph. We say that H is bad if the number of connected components in H2 is at least d
2
.

Otherwise, H is called good.

Note that our classification of graphs as either “bad” or “good” applies exclusively to

vertex-transitive graphs. This classification can be made more explicit. Indeed, bad graphs

are divided into two distinct categories:

1. Unions of disjoint 4-cycles, and

2. Perfect matching graphs with c1 parallel edges together with c2 self-loops at each

vertex, for some c1, c2 ≥ 0 such that c1 + c2 = c.

The Zig-Zag product of any graph G with a bad graph is degenerate in some sense, and is

amenable to a straightforward analysis, which we leave to the reader.

Theorem 5.2. Let H be a good vertex-transitive (d, c)-graph with d ≥ 3 and c ≥ 2. Then,

for every (n, d)-graph G,

λ(G z H) ≥ min
x>c2

ZH(x)− on(1).

The proofs of Theorem 5.2 makes use of the trace method (see Lemma 4.5), and hence

lower bounding the spectral expansion is reduced to lower bounding the number of cycles of

any size in a certain infinite cover of the product. For lower bounding the number of cycles

in the cover, we separate the analysis into two primary components: deducing the symbolic

relation for the class of cycles in the infinite cover, resulting in a functional equation for

our desired generating function; and applying analytic combinatorics, in order to determine

the asymptotics of our desired combinatorial class. This is a very general method which

finds itself useful here, as well as in Section 6 and in [CCMP23] in which similar objects

were analyzed.
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5.1.1 Symbolic analysis

Let H be vertex-transitive (d, c)-graph. Fix an arbitrary vertex v in H, and let H̃v be the

graph obtained from H2, where the steps using v as a middle vertex are omitted; that is, if

{u, v} and {v, w} are edges in H, then the walk u → v → w will not induce the edge {u,w}
in H̃v. Let Γ(v) be the set of neighbors of v in H. We use the infinite cover of graphs of

the form G z H, and work with the graph Td z H. We define a truncated version of this

infinite object so it will be more amenable to analyze with analytic combinatorics. Fix an

arbitrary vertex r = (vTd , vH) in Td z H. A single Zig-Zag step corresponds to a length-3

walk of the form

(vTd , vH) −→
H−step

(vTd , v
′
H) −→

Td−step
(uTd , v

′′
H) −→

H−step
(uTd , uH).

There are potentially c distinct values that uTd may attain, or less in case of parallel edges

in H. Choose an initial H-step arbitrarily and truncate all the other edges in which r

participates. The chosen H-step uniquely determines uTd . Now, truncate all the edges that

connect (uTd , ·) with (vTd , ·) except the ones that connect to r. We call this truncated graph

X. See Figure 1 for an illustration.
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𝑟
𝑣𝒯𝑑

𝑢𝒯𝑑

Figure 1: The Zig-Zag product graph T5 z C5. The black straight solid edges are those of

C5. The blue dotted edges come from the rotation map of T5. The curly edges are those of

the Zig-Zag product (note that they follow a Zig-Zag path: one step on C5, followed by a

step on T5 and then a second C5-step). In X, the dashed curly edges are truncated.

Towards counting the cycles in X, we define three combinatorial classes:

1. AH : Paths from Γ(v) to Γ(v) in H̃v, where Γ(v) is the multi-set of neighbors of v in

H. The corresponding generating function is defined by AH(z).

2. SH2 : Cycles in H2, originating at the vertex v, returning to v only upon completing

the cycle (not including the empty cycle). The corresponding generating function is

defined by SH2(z).

3. SX : Cycles in X, originating at the vertex r, returning to r only upon completing

the cycle (not including the empty cycle).The corresponding generating function is

defined by SX(z).
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The class of arbitrary cycles originating at the root vertex r in X is given by CX :=

SEQ(SX). It is not hard to prove, using tools from analytic combinatorics, that the gener-

ating functions CX(z) and SX(z) share their radius of convergence and hence the growth

rates of their coefficients are the same, up to sub-exponential factors. For more on this

subject, see sub-criticality in Chapter VI.9 in [FS09]. We thus focus on finding the asymp-

totic behavior of the coefficients of SX(z), which by definition lower bound the coefficients

of CX(z). We will first state and prove some lemmata towards this end.

Claim 5.3. For the classes SH2 and AH defined above, we have

SH2(z) = 1− 1
1
z
GH2(1

z
)
,

and

AH(z) =
SH2(z)

z
=

1

z
− 1

GH2(1
z
)
. (21)

Furthermore, the radius of convergence of AH(z) is lower bounded by 1
c2
.

Proof. The first part was proven in [CCMP23], and we provide the proof here for complete-

ness. The combinatorial class CH2 of arbitrary cycles originated at v is related to the class

SH2 by CH2 = SEQ(SH2). Indeed, any nonempty cycle is a sequence of cycles returning to v

exactly once, and the empty cycle is correctly captured by the SEQ construct. The relation

between the generating functions of CH2 and SH2 is thus given by CH2(z) = 1
1−SH2 (z)

, or

equivalently, SH2(z) = 1 − 1
CH2 (z)

. Therefore, it suffices to prove that CH2(z) = 1
z
GH2(1

z
).

To this end, note that as H is vertex-transitive, CH2(z) can also be written as

CH2(z) = eTv (I− zH2)−1ev =
1

d
Tr
((

I− zH2
)−1
)
,

where ev denotes the vector satisfying (ev)u = 0 for all u ̸= v and (ev)v = 1. Now,

GH2(x) =
1

d
Tr
((

xI−H2
)−1
)
=

1

xd
Tr
((

I− x−1H2
)−1
)
.

Substituting x = 1
z
, we see that CH2(z) = 1

z
GH2(1

z
), which completes the proof of the first

part.

For the second part, Equation (21), we observe that there is a one-to-one correspondence

between simple paths from v to v in H2 and paths from Γ(v) to Γ(v) in H̃v, in which their

sizes only differ by 1: taking a path of the former and breaking it down as a walk in H

with twice as many steps, looking at the odd vertices defines a path from some i ∈ Γ(v) to

some j ∈ Γ(v) in H̃v.

As for the radius of convergence of AH(z), the singularity of AH(z) at z = 0 is a

removable singularity (indeed, recall from Equation (21) that AH(z) =
SH2 (z)

z
, and note that
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[z0]SH2(z) = 0 as the class SH2 does not include the empty cycle), and hence does not affect

the radius of convergence. Observing Equation (21) again, we see that the singularities of

AH(z) must thus come from the singularities of 1

GH2( 1
z )
. The only singularities of GH2

(
1
z

)
are poles, which translate to removable singularities of 1

GH2( 1
z )
. The singularities of AH(z)

must thus come from the zeros of GH2

(
1
z

)
. By the identity

GH2 (x) =
1

d
· χ

′
x(H

2)

χx(H2)
,

the zeros of GH2 (x) are easily seen to be a subset of the roots of χ′
x(H

2). These roots are all

real and their magnitude is bounded above by c2, since χ′
x(H) is interlacing with χx(H

2).

Hence, the radius of convergence of AH is lower bounded by 1
c2
, as desired.

Lemma 5.4. The class SX satisfies the symbolic relation

SX = Z × (AH ◦ SX)×Z,

where Z is an atomic class. In particular, SX(z) satisfies the functional equation

SX(z) = z2 · AH(SX(z))
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𝑢𝐻

𝑣𝐻
′′
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′
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𝑣𝒯𝑑

𝑢𝒯𝑑

Figure 2: A cycle in the Zig-Zag product T5 z C5. The black solid edges are those of C5.

The blue dotted edges come from the rotation map of T5. The red solid arrows are valid

steps in the Zig-Zag product. The green dashed arrows are steps on the cloud of uTd ,

according to the transition matrix H̃v.

Proof. Consider a cycle C ∈ SX . Denote the first step in C by (vTd , vH) → (uTd , uH) and

the last step by (uTd , wH) → (vTd , vH). Per our truncation, the first Zig-Zag step must be

of the form

(vTd , vH) −→
H−step

(vTd , v
′
H) −→

Td−step
(uTd , v

′′
H) −→

H−step
(uTd , uH),

and the last Zig-Zag step must be of the form

(uTd , wH) −→
H−step

(uTd , v
′′
H) −→

Td−step
(vTd , v

′
H) −→

H−step
(vTd , vH).

for some uH , wH ∈ ΓH(v
′′
H). These two steps correspond to the two atomic Z elements

in the symbolic relation stated in Lemma 5.4. As for the middle steps, let us look at the

projection of the cycle C to visits in the cloud of uTd , (vertices in {uTd} × VH). We claim

that the projection of C to these vertices is isomorphic to a path in AH . As H is vertex-

transitive, paths from Γ(v′′H) to Γ(v′′H) in H̃v′′H
have one-to-one correspondence with paths

from Γ(v) to Γ(v) in H̃v. We thus turn to show that the projection of C is a walk on H̃v′′H
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which starts and ends in Γ(v′′H). As wH , uH ∈ Γ(v′′H), the above projection of the cycle C

indeed starts and ends in Γ(v′′H). As for the steps in-between, we claim that the steps in

H̃v′′H
are exactly all the possible steps. Indeed, consider a Zig-Zag step from (uTd , ·). It

must be of the form

(uTd , xH) −→
H−step

(uTd , yH) −→
Td−step

(tTd , ·) −→
H−step

(tTd , ·). (22)

As Td is a tree, in order to go back to (uTd , ·), we must perform a step of the form

(tTd , ·) −→
H−step

(tTd , ·) −→
Td−step

(uTd , yH) −→
H−step

(uTd , zH). (23)

Projected to the cloud of uTd , we stepped from xH to zH . That is, stepped on H2. However,

note that if yH = v′′H then per our truncation, Equation (22) must terminate in r. As cycles

in SX visit r only upon completing the cycle, such a step cannot correspond to a middle

step in C, which explains the use of H̃v′′H
instead of H2.

So far we showed that the cycle C starts with a step that takes us from r to the cloud of

uTd and ends with a step that takes us back from that cloud to r. We showed that projected

to this cloud, the cycle C is in a one-to-one correspondence with a path in AH . We now

claim that each such middle step may be substituted with a path that is in one-to-one

correspondence with the cycles in SX . To illustrate this, consider a step x → z on H̃v′′H

which is induced by the length-two walk on H given by x → y → z. The first H-step

x → y requires us to take a detour through a specific cloud (given by the first coordinate of

Rot(uTd , y)). This specific cloud is in correspondence with the unique cloud which we choose

not to truncate in our truncation process. We can think of it as a determination of the first

H-step in Equation (22), which ultimately determines also the Td-step. The second H-step

y → z determines the last H-step in Equation (23), in addition to the last Td-step which

is predetermined. This determination corresponds to the second part of our truncation

where we only allow to go back to r instead of going back to other vertices in the same

cloud. As a consequence, each cycle C ′ ∈ SX corresponds to walks of the form x → y → x.

Substituting only the last H-step by y → z, we get a one-to-one correspondence between

cycles in SX and instantiations of the step x → z as paths in X.

In the last section we completed the symbolic derivation of the relevant classes for our

analysis. We now tend to analyze SX(z). As Td is bipartite and as each step in the Zig-Zag

product corresponds to a single step on Td, the Zig-Zag product Td z H is bipartite and

thus all cycles in SX are of even sizes. Hence, defining the function E by

[zn]E(z) := [z2n]SX(z),
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we obtain the relation E(z2) = SX(z) and so by Lemma 5.4,

E(z) = z · AH(E(z)). (24)

E is now amenable to analysis using Theorem 4.15. In order to invoke this theorem, we

first need to prove that E(z) belongs to the smooth inverse-function schema. In particular,

we need to solve the characteristic equation induced by E(z), which is given by AH(u) =

u · A′
H(u).

5.1.2 Solving the characteristic equation and minimizing ZH

In this section we will show that ZH(x) must attain a minimum in the range x > c2, and

then relate its minimizer to the solution of the characteristic equation AH(u) = u ·A′
H(u).

To this end, it suffices to prove that the term inside the square root in the definition of

ZH(x),

g(x) := x2 − x

GH2(x)
,

has a positive minimum in this range. In Lemma 5.8 we bridge between the minimum of ZH

and the solution to the characteristic equation defined by Equation (24), AH(u) = u·A′
H(u).

Claim 5.5. The function g(x) has a positive minimum in the range x > c2.

Proof. As g(x) and its derivative are continuous in the range x > c2, it suffices to prove

that near c2, g′(x) < 0 and that g(x) → ∞ as x → ∞. In both proofs, we will need to

investigate the Cauchy transform in order to analyze the terms. Denote by λ1 ≥ · · · ≥ λd

the eigenvalues of the adjacency matrix of H. The eigenvalues of H2 are thus {λ2
i }

d
i=1.

Writing GH2 explicitly, we have

GH2(x) =
1

d

d∑
i=1

1

x− λ2
i

.

Claim 5.6.

lim
x→c2

g′(x) < 0.

Proof.

g′(x) = 2x+
xG ′

H2(x)

G2
H2(x)

− 1

GH2(x)
. (25)

Taking the limit of g′(x) as x approaches c2, 2x approaches 2c2 and 1
GH2 (x)

approaches 0.

Now,

G ′
H2(x)

G2
H2(x)

= −
1
d

∑d
i=1

(
1

x−λ2
i

)2
(

1
d

∑d
i=1

1
x−λ2

i

)2 = −d

∑d
i=1

(
x−c2

x−λ2
i

)2
(∑d

i=1
x−c2

x−λ2
i

)2 . (26)
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Denote by m1 the multiplicity of the eigenvalue c2 in H2. As x approaches c2, this ratio

approaches

−
m1

d
m2

1

d2

= − d

m1

.

It is well known that m1 equals to the number of connected components in H2. As we

assumed H is good (in the sense of Definition 5.1), m1 <
d
2
. Plugging this back, we can see

that as x approaches c2, g′(x) approaches 2c2 − d
m1

· c2 < 0, proving Claim 5.6.

Claim 5.7. In the range x > c2, g(x) is strictly positive and, satisfies

lim
x→∞

g(x) = ∞.

Proof. For all x > c2 = λ2
1, we have that x − λ2

i is positive for all i and hence 1
x−λ2

i
≥ 1

x
.

Consequently, by applying this bound for all i ̸= 1, we get

GH2(x) =
1

d

d∑
i=1

1

x− λ2
i

≥ d− 1

d
· 1
x
+

1

d
· 1

x− c2
.

So for all x > c2,

g(x) = x2

(
1− 1

xGH2(x)

)
≥ x2

(
1− 1

d−1
d

+ 1
d
· x
x−c2

)
=

c2x2

dx− c2(d− 1)
.

It is now easy to see that in the domain x > c2, the last terms is positive, and diverges to

∞ as x → ∞, which concludes the proof.

Claim 5.6 and Claim 5.7 and the trivial continuity of g′(x) in the domain x > c2 imply

the existence of a point x0 > c2 which minimizes g(x), and that g(x0) > 0. In particular,

g′(x0) = 0.

Lemma 5.8. For x0 > c2, the following conditions are equivalent:

• g′(x0) = 0, and

• 1
x0

solves the characteristic equation AH(u) = u · A′
H(u).

Proof. Let us write AH in terms of GH2 . We have that

AH(u) =
1

u
− 1

GH2

(
1
u

) ,
A′

H(u) = − 1

u2
−

G ′
H2

(
1
u

)
G2
H2

(
1
u

)
· u2

.
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Substituting variables u = 1
x
and writing the characteristic equation in terms of x instead

of u, we get the equation

0 = AH

(
1

x

)
− 1

x
A′

H

(
1

x

)
= 2x− 1

GH2(x)
+ x

G ′
H2(x)

G2
H2(x)

= g′(x),

which completes the proof of the lemma.

Corollary 5.9. There exists a solution τ ∈
(
0, 1

c2

)
to the characteristic equation AH(u) =

u · A′
H(u), within the radius of convergence of AH(u).

Proof. The existence of the solution to the characteristic equation within the domain
(
0, 1

c2

)
is implied by Claim 5.5 and Lemma 5.8. By Claim 5.3, since the radius of convergence of

AH(u) is lower bounded by 1
c2
, the solution lies within its radius of convergence of AH(u),

as desired.

Corollary 5.10. There is a unique point x0 ∈ (c2,∞) such that Z ′
H(x0) = 0. In x0, ZH(x)

attains its global minimum in that domain.

Proof. By Theorem 4.15, the solution τ ∈
(
0, 1

c2

)
to the characteristic equation AH(u) =

u · A′
H(u) is unique. Lemma 5.8 then concludes the proof.

5.1.3 Coefficients extraction

In the previous sections we translated the problem of approximating the number of cycles

of each length in X to estimating the coefficients in the series expansion of the function

E(z). We reduced the problem of solving the characteristic equation to the problem of

minimizing ZH(x). We are now ready to conclude Theorem 5.2.

Claim 5.11. The function E(z) belongs to the smooth inverse-function schema.

Proof. As long as H̃v has an edge e ∈ Γ(v) × VH , paths in AH of every even length may

be produced by walking back and forth along e. In particular, all the even coefficients are

non-zero and hence AH(u) ̸= A0 + A1u. It is easy to verify that the assumption that H is

good implies that this is indeed the case. Moreover, AH(0) ≥ c > 0. Indeed, there are c

elements in Γ(v), each one contributes an empty path from Γ(v) to Γ(v). In case of parallel

edges in H, AH(0) might be even larger. In any case, AH(0) ̸= 0. Finally, by the definition

of AH(z) as a generating function of a combinatorial class that counts paths, its coefficients

must be non-negative. Thus, the conditions in Equation (19) are satisfied.

The solution to the characteristic equation AH(u) = u · A′
H(u) within the radius of

convergence ofAH(u) was already established in Corollary 5.9, concluding that E(z) belongs

to the smooth inverse-function schema.

We are now ready to prove Theorem 5.2.

32



Proof. By Claim 5.11, we get that E(z) belongs to the smooth inverse-function schema.

By Lemma 5.8, the solution τ to the characteristic equation AH(u) = u · A′
H(u) is such

that x0 =
1
τ
is the unique minimizer of ZH(x) in the domain (c2,∞). Now, we have that

A′
H(τ) =

AH(τ)

τ
=

1

τ 2
− 1

τGH2

(
1
τ

) = x2
0 −

x0

GH2(x0)
.

Hence, by Corollary 5.10,√
A′

H(τ) =

√
x2
0 −

x0

GH2(x0)
= min

x>c2
ZH(x).

Invoking Theorem 4.15, we get that E ▷◁ A′
H(τ). By the definition of E(z), we get that

SX ▷◁
√

A′
H(τ) = min

x>c2
ZH(x).

Note that [zn]SX(z) is a lower bound on the number of cycles in Td z H, both because

the truncation reduces the number of cycles and because SX only counts cycles that visit

the root vertex r only upon completing a cycle. Invoking Lemma 4.5, we conclude that for

every graph G on n vertices,

λ2(G z H) ≥ (1− on(1))min
x>c2

ZH(x) = min
x>c2

ZH(x)− on(1).

5.2 Universal Zig-Zag lower bound depending on degree only

Theorem 5.2 gives a precise analytical viewpoint of how the spectrum of H2, and equiv-

alently its cycle structure, influences the spectrum of G z H. They require, however, full

understanding of H’s structure and solving a separate minimization problem for every H

of interest. The following theorem captures the best possible expansion one can expect

from a Zig-Zag product, and depends only on the degree c of the small graph H. It also

fully captures the asymptotic potential and limitation of the Zig-Zag product. We further

analyze it for the specific case of c = 2 and in particular cycle graphs in Section 5.5.1.

Theorem 5.12. Let H be a good vertex-transitive (d, c)-graph with d ≥ 3 and c ≥ 3. Then,

for every (n, d)-graph G,

λ(G z H) ≥ c2√
c− 1

− on(1). (27)
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For the particular case of c = 2,

λ(G z H) ≥ 3
√
3√
2

− on(1) ≈ 3.674.

A clear consequence of Theorem 5.12 is that a Zig-Zag product of two graphs is always at

least quadratically far from being Ramanujan. It is worth noting that the parameter d, the

degree of the large graph and size of the small one, does not play a role in Equation (27).

This is for the reason that, as the Alon-Boppana bound can be achieved by counting cycles

in the infinite d-regular tree, we think similarly of H’s size as being infinity. Hence we only

expect graphs to achieve this bound in the large d limit, and we leave open the question of

a universal lower bound depending on both c and d (but not on the full spectrum of H).

For proving Theorem 5.12, we need two additional definitions: the Kesten-McKay dis-

tribution, which represents the spectrum of the inifinite d-regular tree, and a more general

definition of the Cauchy transform.

Definition 5.13. Let a be a real number, and let µ be a probability distribution over

[−a, a] ⊂ R. The Cauchy transform of µ is the function Gµ : (a,∞) → R defined by:

Gµ(x) =

∫
R

1

x− t
µ(t)dt.

The definition shown in Section 4.2.1 is a special case of the above, when µ is considered

to be the (discrete) uniform distribution over the roots of the polynomial p(x). It is also

known that for every x > a,

Gµ(x) =
∞∑
r=0

mr(µ)

xr+1
, (28)

mr(µ) being the r-th moment of µ.

Definition 5.14. The Kesten-McKay distribution with parameter c is given by the proba-

bility density function

µkm(t) =


c
√
4(c− 1)− t2

2π(c2 − t2)
, for |t| ≤ 2

√
c− 1;

0, otherwise.

(29)

This distribution is known (see, e.g., [McK81]) to represent the spectrum of the infinite

c-regular tree Tc. In particular, its moments represent the number of closed walks of every

length originating at the root of Tc, and so for positive x we have by Equation (28) that

GH(x) ≥ Gkm(x) and GH2(x) ≥ Gkm2(x), (30)
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where by km2 we denote the distribution of a random variable X2, where X is distributed

according to µkm. It can easily be derived (see, e.g. [CM23] Section 3.3) that

Gkm2(x) =
c
√

x− 4(c− 1)−
√
x(c− 2)

2
√
x(x− c2)

. (31)

Proof of Theorem 5.12. Let

Ψ(x, y) =

√
x2 − x

y
.

We note that for x > 0, Ψ(x, y) is monotone increasing in y and that ZH(x) = Ψ (x,GH2(x)).

We denote

ZTc(x) = Ψ (x,Gkm2(x)) .

By Equation (30) we get that ZH(x) ≥ ZTc(x) for all x > c2. By a direct calculation,

ZTc(x) =

√
c

2c− 2
·
√

x2 − x3/2
√
4− 4c+ x. (32)

The global minimal value of ZTc(x) is ZTc(x0) = 3
√
3

2

√
c(c− 1), achieved at x0 = 9(c−1)

2
.

Therefore,

λ(G z H) ≥ 3
√
3

2

√
c(c− 1)− on(1). (33)

Note that, as 9(c−1)
2

< c2 for c ≥ 4 (with equality holding for c = 3), x0 is not a valid

assignment for the minimization problem minx>c2 ZH(x).

It can be easily verified that ZTc(x) is increasing for x > x0, and therefore the opti-

mal bound for the minimization problem is achieved at x = c2, yielding the lower bound

ZTc(c
2) = c2√

c−1
.

An example of the above, comparing the universal Zig-Zag lower bound with c = 3 to

the lower bound on Zig-Zag with the Petersen graph, is shown in Figure 3.
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Figure 3: The green dashed line represents ZPet(x) as defined in Section 2. The red line is

ZT3(x). The dotted purple line is the lower bound for λ(G z Pet), and the orange one is

the universal lower bound for λ(G z H) when H is of degree 3.

It is worth noting that the bound shown in Equation (33) can be proved using elementary

combinatorial means, by carefully counting the cycles of the Zig-Zag of two infinite trees.

We add this self contained proof of this weaker version of Theorem 5.12 in Appendix B.

5.3 Existence of graphs matching the Zig-Zag lower bound

The goal of this section is to prove the tightness of Theorem 5.2, which we do, as discussed in

Section 3.3, by defining a distribution over graphs and applying finite free probability. As we

have seen in Definition 4.4, the adjacency matrix Z of G z H can be written as Z = HĠH.

By Definition 4.2, drawing G according to the configuration model is equivalent to picking

Ġ as a random matching. We can now define the following distribution on graphs: draw

G according to the configuration model, and return G z H. The corresponding (random)

adjacency matrix is given by

ZP = HPMPTH,

where M is some fixed matching of dimension nd and P is a uniformly random permutation

matrix of the same dimension. We are now ready to state the main theorem of this section.

Theorem 5.15. For every good (d, c)-graph H and every integer n ≥ 1, there exists an

(n, d)-graph G such that

λ2(G z H) ≤ min
x>c2

ZH(x),

where ZH(x) is as defined in Equation (20).
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Theorem 5.15, together with Theorem 5.2, establishes that both results are optimal with

respect to the second largest eigenvalue (Theorem 5.2 bounds negative eigenvalues as well).

Note that Theorem 5.15 does not require the graph H to be vertex-transitive.

In order to prove Theorem 5.15, we follow the steps of [MSS18] and its followups [CM23]

and [CCMP23], and first bound the roots of the expected characteristic polynomial :

E
P
χx (ZP) = E

P
χx

(
HPMPTH

)
using Lemma 4.8 and Lemma 4.11, and then invoke Lemma 4.9 to claim that there exists

a specific graph G having the same bound on its roots.

Proof of Theorem 5.15. Since characteristic polynomials are invariant under cyclic rota-

tions, we have that χx

(
HPMPTH

)
= χx

(
H2PMPT

)
. Thus,

E
P
χx (ZP) = E

P
χx

(
H2PMPT

)
= (x− c2) (pH2 ⊠ pM) (x), (34)

where the last equality follows by Lemma 4.8. Since c2 is the largest eigenvalue of G z H,

bounding the rest of the spectrum reduces to the task of bounding the roots of pH2 ⊠ pM.

Recall that for every y > 0, NpH2⊠pM(y) provides an upper bound on the largest root of

pH2 ⊠ pM. By Lemma 4.11, we know that for every y > 0,

NpH2⊠pM(y) ≤ y

y + 1
· NpH2 (y) · NpM(y) ≤ y

y + 1
· NH2(y) · NM(y), (35)

where for the last inequality we applied Claim 4.12. By a straightforward calculation,

MM(x) = 1
x2−1

, and hence NM(y) =
√

y+1
y
, so Equation (35) can be rewritten as

NpH2⊠pM(y) ≤
√

y

y + 1
· NH2(y). (36)

We know that every value of the above is an upper bound on the roots of pH2 ⊠ pM, and

therefore the best we can do is to minimize this function over y > 0. As NH2 is the inverse

under composition of MH2 , instead of minimizing over y, we will minimize over x > c2,

where

y = MH2(x) = xGH2(x)− 1,

and we also observe that GH2(x) = GH2(x). Overall we have that

α2

(
E
P
χx (ZP)

)
≤ min

x>c2

(√
x2 − x

GH2(x)

)
, (37)

where we recall that αk(p) is the k-th largest root of the polynomial p(x).

For proving the existence of a graph achieving the same bound as the expected polyno-
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mial, we apply Lemma 4.9 with k = 2, as we see by Equation (34) that EP χx (ZP) aligns

with the RHS of Equation (16).

5.4 Trivial eigenvalues for consistently labeled G

The Zig-Zag construction, as described in Definition 4.4, involves not only the graphs G and

H, but also the edge labeling, encoded in the rotation map of G. At first sight, it is unclear

whether the labeling can influence the expansion properties of the product. On an intuitive

level though, a more structured labeling yields more structured Zig-Zag products, which

potentially harms expansion as we associate an expander with a pseudorandom graph. We

formalize this idea in this section.

Theorem 5.2 is proven tight in Section 5.3. In addition, simulations suggest that the

bound represents the typical behavior of G z H for a random graph G drawn according to

the configuration model. However, for even n, there is a different common way to draw

random (n, d)-graphs, which produces consistently labeled graphs: picking d independent

random perfect matchings, and union them (each perfect matching is then associated with

a unique label). In the claim below we prove that, for any consistently labeled graph G,

the d eigenvalues of the graph H2 are a subset of the nd eigenvalues of G z H, counted with

multiplicities. We follow by discussing the cases in which these trivial eigenvalues influence

the expansion properties.

Claim 5.16. Let G = (VG, EG) be a consistently labelled (n, d)-graph, and let α be an

eigenvalue of H with corresponding eigenvector y. Then, α2 is an eigenvalue of G z H with

corresponding eigenvector 1n ⊗ y.

Proof. Let (v, i) be a vertex in G z H. By the definition of the Zig-Zag product, for every

j ∈ ΓH(i) and for every k ∈ ΓH(j), (v, i) is connected to (u, k) in G z H, for some u in VG.

Therefore, if we only look at the second coordinate, the edges in G z H are equivalent to

those of H2. Since in the vector 1n⊗y the values are determined by the second coordinate,

we get that the eigenvalues translate to G z H as well.

When is Claim 5.16 making an impact on expansion properties of the graph?

Had G been consistently labeled, this immediately tells us the following: if H is bipartite,

c2 is an eigenvalue of G z H, meaning that the graph is disconnected (which is generally not

the case if G is not consistently labeled). More generally, had H2 had an eigenvalue close to

c2, the largest trivial eigenvalue may be larger than the lower bound of Theorem 5.2. This

is seen in the case that H is a cycle of odd length, where the trivial eigenvalue becomes

larger than our bound from Theorem 5.2 for d ≥ 11. We elaborate on the specific case of

cycle graphs, which also gained attention in [RVW00], in Section 5.5.1.
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5.5 Zig-Zag with specific graphs

We examplify the usage of Theorem 5.2 and Theorem 5.12 by considering two concrete

examples, comparing our results to the classical RVW analysis and to the Alon-Boppana

bound.

5.5.1 Zig-Zag with cycles

An application of the Zig-Zag product, shown in the original paper [RVW00], is a way to

transform any expander G of arbitrary degree d to a degree 4 expander, by zig-zagging

with the cycle graph of size d, which we denote Cd.

Lemma 5.17 (Corollary 3.4 in [RVW00]). Let d be odd and G be an (n, d)-graph with

ω(G) < 1. Then, G z Cd is an (nd, 4)-graph with ω(G z Cd) < 1.

The range of possible values for ω(G z Cd) remains, however, unspecified by Lemma 5.17.

Here we prove lower bounds for it, which depend both on d and on whether or not G is

consistently labeled.

Corollary 5.18. For consistently labelled graph G, ω(G z Cd) ≥ 1−Θ( 1
d2
).

Proof. It is well known that the normalized eigenvalues of Cd are cos
(
2πk
d

)
for k ∈ {0, . . . , d−

1} (see, e.g., [HLW06]). Hence, the largest eigenvalue of Cd, denoted α, satisfies α =

1 − Θ
(

1
d2

)
. The normalized largest eigenvalue of C2

d is therefore α2 = 1 − Θ
(

1
d2

)
. By

Claim 5.16, α2 is also an eigenvalue for G z Cd.

Corollary 5.18 tells us in particular that although Lemma 5.17 indicates that G z Cd is

indeed an expander for constant d, for consistently labeled graphs the expansion vanishes

with the degree. The more general case is the one where G is not necessarily consistently

labelled, which follows immediately from Theorem 5.12.

Corollary 5.19. For any (n, d)-graph G,

ω(G z Cd) ≥
3
√
6

8
− on(1) ≈ 0.91856. (38)

Note that the value shown in Equation (38) is tight by our general existence result

discussed in Section 5.3, and is larger than the Alon-Boppana bound of 2
√
3

4
≈ 0.866.

5.5.2 Zig-Zag with the Petersen graph

The Petersen graph, denoted Pet, is a 3-regular graph on 10 vertices. Its characteristic

polynomial is (x− 3)(x+ 2)4(x− 1)5, and therefore taking H = Pet gives

χx(Pet
2) = (x− 9)(x− 4)4(x− 1)5, (39)
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and ω(Pet) = 2
3
.

For any (n, 10)-graph G, the Zig-Zag product G z Pet is a (10n, 9)-graph. By the Alon-

Boppana bound,

2
√
8− on(1) ≤ λ(G z Pet) ≤ 9,

and we note that 2
√
8 ≈ 5.66. We wish to know what the RVW bound gives us in

comparison to our bound. At this point we look at the exact result from [RVW00] which

says that ω(G z H) ≤ f (ω(G), ω(H)), where

f(a, b) =
1

2

(
(1− b2)a+

√
(1− b2)2a2 + 4b2

)
.

Assuming that G is Ramanujan, the RVW bound can be shown to yield

λ(G z Pet) ≤ 3

2

(
1 +

√
17
)
≈ 7.685.

In the notations of Theorem 2.1, using Equation (39), one gets

ZPet(x) =
√
3x ·

√
12− 9x+ x2

x(22− 11x+ x2)
.

The minimal value of ZPet(x) gives the bound

λ(G z Pet) ≥ 3√
11

33+ 3
√

11(275−4
√
11)+ 3

√
11(275+4

√
11)

− on(1) ≈ 7.1176.

Our universal bound of Theorem 2.2, which only takes into account the degree and not on

the full information about Pet, tells us in this instance that

λ(G z Pet) ≥ 32√
3− 1

− on(1) ≈ 6.364.

6 The replacement product

For analyzing the replacement product, we applied the previously used tools: analytic

combinatorics and free probability. The proof of the upper bound follows identical steps to

those of our proof of the upper bound for the Zig-Zag product from Section 5.3. The lower

bound, on the other hand, turns out to be much more involved. It was our analysis of the

upper bound, and the belief that the two should coincide, that assisted us in proving the

lower bound.
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Let H be a vertex-transitive (d, c) graph. Pivotal to our proofs is the function RH :

(c,∞) → R which pops up in the proof of the upper bound and is extensively used in the

proof of the lower, given by

RH(x) = x+

√
1 + 4GH(x)2 − 1

2GH(x)
, (40)

where H is a (d, c)-graph and GH is the Cauchy transform of H. In particular, we will seek

to minimize this function. The proof of the existence and the uniqueness of the minimum

of RH(x) appears in Section 6.2.2, under some minimal conditions which we assume on H.

6.1 Construction

We follow the steps of Section 5.3 in order to establish the existence of an optimal family

of graphs, each of which is obtained by taking the replacement product with a given (d, c)-

graph H. The difference here is the order in which the upper and lower bounds are shown,

so in this case the lower bound, proven in Section 6.2, will prove to be optimal. For an

overview of the methodology behind the construction and proof, see Section 3.3.

Theorem 6.1. For every (d, c)-graph H and every integer n ≥ 1, there exists an (n, d)-

graph G such that

λ2(G r H) ≤ min
x>c

RH(x).

As discussed in Definition 4.3, the adjacency matrix R of G r H can be written as

R = H + Ġ. The rest of the proof proceeds exactly like Section 5.3. The distribution

is defined as follows: draw an (n, d)-graph G according to the configuration model, and

return G r H. The corresponding (random) adjacency matrix is given by

RP = H+PMPT,

where M is some fixed perfect matching of dimension nd, and P is a uniformly random

permutation matrix of the same dimension.

Proof of Theorem 6.1. We start by looking at the expected characteristic polynomial

E
P
χx (RP) = E

P
χx

(
H+PMPT

)
= (x− (c+ 1)) (pH ⊞ pM) (x),

where the last equality follows by Lemma 4.8. Since (c + 1) is the largest eigenvalue of

G r H, bounding the rest of the spectrum reduces to the task of bounding the roots of

pH ⊞ pM.

We recall that for every y > 0, KpH⊞pM(y) provides an upper bound on the largest root
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of pH ⊞ pM. By Lemma 4.10, we know that for every y > 0,

KpH⊞pM(y) ≤ KpH(y) +KpM(y)− 1

y
≤ KH(y) +KM(y)− 1

y
, (41)

where the last inequality follows by Claim 4.12. It is easily verified that

KM(y) =
1 +

√
1 + 4y2

2y
,

and so overall we get

KpH⊞pM(y) ≤ KH(y) +

√
1 + 4y2 − 1

2y
. (42)

By definition of the K transform, for every y > 0 the value of KpH⊞pM(y) is an upper bound

on α2 (EP χx (RP)), and therefore we should aim to minimize the RHS of Equation (42)

over y > 0.

As KH is the inverse under composition of GH, instead of minimizing over y, we will

minimize over x > c where y = GH(x), and we also observe that GH(x) = GH(x). Overall

this leads us to

α2

(
E
P
χx (RP)

)
≤ min

x>c
RH(x), (43)

where we recall that αk(p) is the k-th largest root of the polynomial p(x).

For proving the existence of a graph achieving the same bound as the expected char-

acteristic polynomial, we apply Lemma 4.9 with k = 2, as we see that EP χx (RP) aligns

with the RHS of Equation (15).

6.2 Lower bound

Definition 6.2 (“Bad” graphs for the replacement product). We say that a vertex-transitive

(d, c)-graph H is bad if the number of connected components in H is at least d
2
. We say

that a graph is good, being vertex transitive, if it is not bad.

We note that bad graphs for the replacement product must be perfect matching graphs

with c1 parallel edges for every match, along with c− c1 self-loops for each vertex, for some

c1 ∈ {0, . . . , c}. The replacement product of any graph G with a bad graph is degenerate

in some sense, and is amenable to a straightforward analysis. The replacement product

with matching graphs (with self loops) result in a union of disjoint cycles (with self loops),

and the replacement product with graphs with self loops only result in perfect matching

graphs with self loops.

Theorem 6.3. Let H be a good vertex-transitive (d, c)-graph with d ≥ 3 and c ≥ 2. Then,
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for every (n, d)-graph G,

λ(G r H) ≥ min
x>c

RH(x)− on(1).

To achieve a lower bound to a expansion of the replacement product with H, we stick

to our proof of the lower bound for the Zig-Zag product.

6.2.1 Symbolic analysis

Let H be a good vertex-transitive (d, c)-graph with d ≥ 3 and c ≥ 2. First, we look at the

replacement product of the infinite d-ary tree and H, denoted as Td r H. Our goal with

this object is to lower bound the number of cycles of every length that originate at a fixed

root vertex r to itself. Recall that the edges adjacent to each vertex consist of a single edge

that is induced by the rotation map of G and c edges which are induced by H. To simplify

the task of lower bounding the number of cycles, we truncate the product graph Td r H.

In this case, the truncation is rather simple: simply remove the edge that touches r that

comes from the rotation map of G. Denote the truncated version by X.

1

𝑟

2 3

4

𝑏

𝑎

Figure 4: The replacement product graph T5 r C5. The black solid edges are those of C5.

The blue dashed edges and the dotted edge come from the rotation map of T5. In the

truncated graph X, the dotted edge is truncated.
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Fixing an arbitrary vertex v in H, and having r, the root of X fixed as before, we define

three combinatorial classes:

1. SH : Cycles in H, originating at the vertex v, returning to v only upon completing

the cycle (excluding the empty cycle), with corresponding generating function SH(z).

2. DH : Cycles in SH , where the last step is omitted, with the corresponding generating

function DH(z).

3. SX : Cycles in X, originating at the vertex r, returning to r only upon completing the

cycle (excluding the empty cycle), with the corresponding generating function SX(z).

Note that DH represents the paths from v to one of its neighbors that do not traverse

v in the middle. By the definition of DH , it is clear that its generating function satisfies

DH(z) =
SH(z)

z
. In a similar fashion to Claim 5.3, the relation between SH and the Cauchy

transform is given by SH(z) = 1− 1
1
z
GH( 1

z )
.

Although we think of edges that come from H and edges that come from Td as equal, it

will be didactic to denote them differently. The atomic symbolic variable Z will capture

an H-edge and the atomic symbolic variable U will capture a Td-edge.

Lemma 6.4. The class SX satisfies the symbolic relation

SX = DH(Z × SEQ(U × SEQ(SX)× U))×Z.

Proof. In order to close a cycle from r to itself, one must close a cycle in the top-level copy

of r (i.e., the copy of H which r is a part of). Each step in that copy of H (except for the

last one) can then be replaced by performing the step and then adding a detour of a specific

form that we will describe next. The description so far gives us the symbolic “template”

for the formula

SX = DH(Z × · · · )×Z, (44)

where the latter Z describes the last step which cannot be replaced by a detour and DH

already has a Z in its input because we replace each step by a pair consisting of a step

in H and a detour. For describing the detour, let us start with an example. Consider

the cycle (r, 1, 2, 3, 4, r) in Figure 4. The first step r → 1 can be replaced, for example

by r → 1 → a → 1. In general, the alternate route can go down the blue dashed edge

(1, a), perform an arbitrary cycles from a to itself that does not use the edge (1, a) and

then return to vertex 1. Note that the cycles from a to itself that do not use the edge

(1, a) are exactly captured by the symbolic expression SEQ(SX). This specification of

alternate route generalizes to the general case, and is captured by the symbolic expression

U × SEQ(SX)×U . We now observe that a detour can queue several such alternate routes,

which yields the symbolic representation of the detour SEQ(U × SEQ(SX)× U). Plugging
this back in Equation (44), we get the desired result.
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From the symbolic relation we obtain a functional equation. As we count H-steps the

same as Td-steps, we assign the trivial generating functions Z(z) = z = U(z). Lemma 6.4

then yields the functional equation

SX(z) = z ·DH

(
z · 1

1− z2

1−SX(z)

)
= z ·DH

(
z(1− SX(z))

1− SX(z)− z2

)
. (45)

SX(z) is now amenable to analysis using Theorem 4.17. In order to invoke this theorem,

we first need to prove that SX(z) belongs to the smooth implicit-function schema. In

particular, we need to solve the characteristic equation induced by SX(z), which is given

by

w = z ·DH

(
z(1− w)

1− w − z2

)
, (46)

1 = z ·D′
H

(
z(1− w)

1− w − z2

)
· z3

(1− w − z2)2
. (47)

6.2.2 Solving the characteristic system and minimizing RH

In this section we will show that RH(x) must attain a minimum in the range x > c, and

then relate its minimizer to the solution of the characteristic system

Lemma 6.5. The function RH(x) has a minimum in the domain x > c.

Proof. It suffices to show that R′
H(x) is negative near x = c and that RH(x) → ∞ as

x → ∞.

R′
H(x) = 1 +

G ′
H(x)

2G2
H(x)

·

(
1− 1√

4G2
H(x) + 1

)
. (48)

As x approaches c, G2
H(x) diverges to ∞, and so the term in the parentheses approaches 1.

Similarly to Equation (26), the ratio
G′
H(x)

G2
H(x)

approaches − d
m1

as x approaches c, where m1 is

the multiplicity of the eigenvalue c in H. For good graphs (in the sense of Definition 6.2),

we get that R′
H(x) approaches 1− d

2m1
< 0.

As for the limit of RH(x) as x goes to ∞, note that RH(x) > x and hence diverges to

∞. These two facts together with the continuity of the derivative of RH(x) in the domain

(c,∞) imply the existence of a minimum of RH(x) in the same domain.

To solve the characteristic system, it will be convenient to introduce a new variable

x(z, w) =
z(1− w)

1− w − z2
=

1
z

1
z2

− 1
1−w

. (49)
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Expressing w in terms of x and z, we get the reverse relation

w(z, x) =
x− z − xz2

x− z
= 1− z

1
z
− 1

x

. (50)

This gives us a characteristic system in the variables z and x instead of z and w. Working

out the substitution, one gets arrived at the system

1 =

(
1

z
− 1

x

)
·
(
1

z
−DH(x)

)
, (51)

1 =

(
1

z
− 1

x

)2

· (x2D′
H(x)). (52)

As we believe (and later on prove), the lower and upper bounds coincide, and together

with Theorem 4.17 and Theorem 6.1, choosing z0 such that 1
z0

= miny>cRH(y) is a good

guess to start with. As it turns out, the minimizer argminy>cRH(y) also plays a role in

the solution of the characteristic equation.

Lemma 6.6. Assume that R′
H(t) = 0. Then the characteristic system in the variables z

and x, Equations (51) and (52), has a solution

(z0, x0) =

(
1

RH(t)
,
1

t

)
.

Proof. For Equation (51) we simply have to recall that

DH(x) =
SH(x)

x
=

1

x
− 1

GH(
1
x
)
, (53)

and so, recalling Equation (40),

1

z0
−DH(x0) = RH(t)−DH

(
1

t

)
= t+

√
1 + 4GH(t)2 − 1

2GH(t)
−
(
t− 1

GH(t)

)
=

√
1 + 4GH(t)2 + 1

2GH(t)
.

Additionally, we have that

1

z0
− 1

x0

= RH(t)− t =

√
1 + 4GH(t)2 − 1

2GH(t)
. (54)
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Plugging these into Equation (51), we obtain(
1

z0
− 1

x0

)
·
(

1

z0
−DH(x0)

)
=

√
1 + 4GH(t)2 − 1

2GH(t)
·
√

1 + 4GH(t)2 + 1

2GH(t)
= 1,

which means that (z0, x0) is a valid solution to Equation (51). As for Equation (52), working

out the derivatives, we obtain

R′
H(t) = 0 =⇒ G ′

H(t) =
2G2

H(t)
1√

1+4G2
H(t)

− 1
.

Expressing D′
H in terms of GH , using Equation (53), we have the relation

D′
H(x) = − 1

x2

(
1 +

G ′
H

(
1
x

)
G2
H

(
1
x

)) ,

and so

x2
0D

′
H(x0) = −

1 +
2

1√
1+4G2

H(t)
− 1

 =

√
1 + 4G2

H(t) + 1√
1 + 4G2

H(t)− 1
.

Furthermore, by Equation (54),

(
1

z0
− 1

x0

)2

=

(√
1 + 4GH(t)2 − 1

)2
4G2

H(t)
.

Plugging these together into Equation (52), noting that,(√
1 + 4GH(t)2 − 1

)2
4G2

H(t)
·
1 +

√
1 + 4G2

H(t)

1−
√

1 + 4G2
H(t)

= 1,

we see that our chosen point (z0, x0) satisfies Equation (52), and hence is a solution to the

system.

Corollary 6.7. Assume that R′
H(t) = 0. The characteristic system in the variables z, w

has the solution

(z0, w0) =

(
1

RH(t)
, 1− 1

RH(t)(RH(t)− t)

)
,

which lies in the positive quadrant.

Proof. Let (z0, x0) be the solution to the characteristic system in the variables z and x

obtained in Lemma 6.6. The fact that (z0, w0) solves the characteristic equation in the

variables z and w is immediate from Lemma 6.6 and the relation w = 1 − z
1
z
− 1

x

given in
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Equation (49). It is easy to verify that RH(x) > x for all x > c. Hence,

x0 =
1

t
<

1

RH(t)
< z0.

By Equation (49),

w0 = w(z0, x0) =
x0 − z0 − x0z

2
0

x0 − z0
.

As 0 < x0 < z0, it is easy to verify that both the numerator and the denominator are

negative, and hence w0 is positive.

Lemma 6.8. The following conditions are equivalent:

1. t = miny>cRH(y),

2. The point
(

1
RH(t)

, 1− 1
RH(t)(RH(t)−t)

)
is the solution to the characteristic system de-

fined by SX(z) = P (z, SX(z)) inside the radius of convergence of P (z, w), in the

positive quadrant.

Proof. As t is a local minimizer of RH(y), R′
H(t) must vanish. We conclude, by Corol-

lary 6.7, that the point
(

1
RH(t)

, 1− 1
RH(t)(RH(t)−t)

)
is a solution to the characteristic system

within the radius of convergence of P (z, w). For the other direction recall that the solution

to the characteristic system in the positive quadrant inside the radius of convergence is

guaranteed to be unique. Finally, note that the function p(y) ≜
(

1
RH(y)

, 1
RH(y)(RH(y)−y)

)
is

injective, proving the equivalence between the two conditions.

Corollary 6.9. There is a unique point t ∈ (c,∞) such that R′
H(t) = 0. In t, RH(y)

attains its global minimum in that domain.

Proof. By Theorem 4.17, the solution (z0, w0) to the characteristic system is unique. Lemma 6.8

then concludes the proof.

6.2.3 Coefficients extraction

To extract the coefficients from SX(z), we want to invoke Theorem 4.17 with y(z) = SX(z)

and P (z, w) = z · DH

(
z(1−w)
1−w−z2

)
. We already reduced its characteristic system to the

minimization of RH(y). Denote t = argminy>cRH(y). Let

(z0, w0) =

(
1

RH(t)
, 1− 1

RH(t)(RH(t)− t)

)
be the solution to the characteristic system.
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Lemma 6.10. There exists ε > 0 such that P (z, w) is analytic in the domain

{(z, w) : |z| < z0 + ε, |w| < w0 + ε} .

Proof. To prove the lemma we use the fact that the analyticity of functions is closed under

composition. Recall that P (z, w) = z ·DH(x(z, w)). We will first show that the radius of

convergence of DH is 1
c
. We will then show that there exists ε > 0 such that x(z, w) is

analytic in the domain |z| < z0 + ε, |w| < w0 + ε, and that in this domain |x(z, w)| < 1
c
.

As DH has non-negative coefficients, per Equation (18), to compute its radius of con-

vergence it suffices to find its first singularity along the non-negative part of the real axis.

Recall that by Equation (53), DH(x) =
1
x
− 1

GH( 1
x)
. Note that as the smallest element in

the class DH is of size 1, and so DH(0) = 0. In particular it does not have a singularity

at 0. The singularities of DH must thus come from the singularities of 1
GH( 1

x
)
. Similarly to

Claim 5.3, the radius of convergence of DH must thus come from the zeros of GH(
1
x
). Since

GH(y) > 0 for all y > c, the radius of convergence of DH(x) is lower bounded by 1
c
. As

x0 =
1
t
< 1

c
, there exists ε1 > 0 such that DH(x) is analytic for all x such that |x| < x0+ε1.

To analyze the singularities of x as a function of z and w, we recall Equation (50),

|x(z, w)| =
∣∣1
z

∣∣∣∣ 1
z2

− 1
1−w

∣∣ ≤
∣∣1
z

∣∣∣∣1
z

∣∣2 − ∣∣ 1
1−w

∣∣ ≤
1
|z|

1
|z|2 −

1
1−|w|

.

Thus, it suffices to prove that x(z, w) < 1
c
for real non-negative inputs within our domain

|z| < z0 + ε, |w| < w0 + ε. For this we first note that

1− w0 − z20 = 1−
(
1− 1

RH(t)(RH(t)− t)

)
− 1

RH(t)2

=
1

RH(t)(RH(t)− t)
− 1

RH(t)2

> 0,

where the inequality follows from the fact RH(t) > t. Therefore, there exists ε2 > 0 such

that

1− (w0 + ε2)− (z0 + ε2)
2 > 0.

We now claim that within the domain 0 < z < z0 + ε2, 0 < w < w0 + ε2, the function
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x(z, w) is monotone increasing in z and in w. Indeed,

∂x

∂z
=

(1− w)(1− w + z2)

(1− w − z2)2
> 0,

∂x

∂w
=

z3

(1− w − z2)2
> 0.

As x(z, w) is continuous within the aforementioned domain, it must be monotone increasing.

Thus, it suffices to prove that x(z0, w0) <
1
c
, which indeed holds as x(z0, w0) = x0 =

1
t
< 1

c
.

So there exists ε > 0 such that within the domain |z| < z0 + ε, |w| < w0 + ε, we have that

|x(z, w)| < 1
c
as desired. Altogether, the singularities of P (z, w) consist of the singularities

of x(z, w) together with the points in which x(z, w) hits a singularity of DH . These two

cases are never obtained in the domain |z| < z0+ ε, |w| < w0+ ε and so P (z, w) is analytic

in that domain.

Lemma 6.11. The coefficients of P (z, w) satisfy condition 2 in Definition 4.16.

Proof. We follow the symbolic derivation in order to prove the non-negativity of the co-

efficients. w, as a power series with a single non-zero coefficient, clearly has non-negative

coefficients. 1
1−w

, as it represents sequences of the element represented by a series with

non-negative coefficients, also has only non-negative coefficients. Multiplying everything

by z2 does not affect the non-negativity of the coefficients, but only shifts them. Tak-

ing another sequence of the obtained objects and using the same argument, we have that
1

1− z2

1−w

has non-negative coefficients. Again, multiplying everything by z dose not affect the

non-negativity. So
z

1− z2

1−w

=
z(1− w)

1− w − z2
= x(z, w)

has non-negative coefficients. Finally, as it counts paths, DH has only non-negative co-

efficients. When we plug a non-negative series into it we must obtain a non-negative

series. Hence, DH

(
z(1−w)
1−w−z2

)
has non-negative coefficients. Finally, another multiplication

by z shifts the coefficients and leaves them non-negative, and P (z, w) must have only non-

negative coefficients. Moving on to the next bullet, p0,0 = P (0, 0) = 0 · DH(0) = 0, as

desired. For the third bullet, we derive P w.r.t w, which gives

Pw(z, w) = z ·D′
H(x(z, w))

z3

(1− w − z2)2
. (55)

Plugging z = w = 0 we obtain p0,1 = 0 ̸= 1. For the last bullet we need to show that P

is not affine in w. To this end, it suffices to show that for an arbitrary value of z, P is

not affine in w. Plug z = 1
2c

in Equation (55). We claim that this is a strictly monotone

increasing function of w (and not constant as in derivatives of affine functions). Indeed,
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x = x(z, w) is a strictly monotone increasing function of w near the point (z, w) =
(

1
2c
, 0
)
.

DH is strictly monotone increasing in its radius of convergence, which is where x lies when

z = 1
2c

and w near 0. The outer term z4

(1−w−z2)2
is also strictly monotone increasing in w

near 0. So the derivative of P near 0 is not constant which means that P is not affine in

w, as desired.

We are now ready to prove Theorem 6.3. First, we have that for every (n, d)-graph G,

cℓ(G z H)
1
ℓ ≥ cℓ(Td z H)

1
ℓ ≥ cℓ(X)

1
ℓ ≥

(
[zℓ]SX(z)

) 1
ℓ .

Second, Lemma 6.10, Lemma 6.11 and Corollary 6.7 together with Corollary 6.9, show that

SX(z) belongs to the smooth implicit-function schema. Invoking Theorem 4.17, we get that

SX ▷◁ RH(t) = min
x>c

RH(x).

To conclude the proof of Theorem 6.3, the application of Lemma 4.5 then gives us

λ(G r H) ≥ (1− on(1))RH(t) = min
x>c

RH(x)− on(1).

6.3 Universal lower bound depending on degree only

In a similar fashion to Section 5.2, we prove a lower bound on the expansion of G r H that

only depends on its degree, and captures the best possible behavior we can expect from a

replacement product.

Theorem 6.12. Let H be a good vertex-transitive (d, c)-graph with d ≥ 3 and c ≥ 3. Then,

for every (n, d)-graph G,

λ(G r H) ≥ c+
c

c− 1
− on(1). (56)

For c = 2,

λ(G r H) ≥ 2
√
2− on(1) ≈ 2.8284.

For c ≥ 3, as the degree of G r H is c+ 1, we have that

ω(G r H) ≥ c

c+ 1
,

meaning that the replacement product cannot produce good expanders, and the rate at

which ω(G r H) approaches 1 is inverse linear in c.

Proof. We follow the same lines of the proof of Theorem 5.12, where in this case we replace

GH in Theorem 6.3 with the Cauchy transform of the Kesten-McKay distribution, which is
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known from the free probability literature to be

Gkm(x) =
c
√

x2 − 4(c− 1)− x(c− 2)

2(x2 − c2)
.

Let

φ(x, y) = x+

√
1 + 4y2 − 1

2y
.

We note that φ(x, y) is monotone increasing in y and that RH(x) = φ (x,GH(x)), and we

denote RTc(x) = φ (x,Gkm(x)). By Equation (30) we get that RH(x) ≥ RTc(x) for all

x > c.

For the c = 2 case we have that

RT2(x) = x+

√
x2 − 4

2
·

(√
x2

x2 − 4
− 1

)
,

having a global minimum at x0 =
3√
2
with value RT2(x0) = 2

√
2.

For c ≥ 3, unfortunately, we cannot deduce a nice formula similar to Equation (32) for

RTc(x). However it can be verified that RTc(x) is increasing in (c,∞), hence the minimal

value is achieved at RTc(c), which will be our lower bound. Note that c is a removable

singularity for Gkm(x), so we are formally calculating limx→c+ (RTc(x)).

Denote gc = Gkm(c). By a straightforward calculation, gc =
c−1

c(c−2)
for every c ≥ 3, and

we get that

RTc(c) = φ(c, gc) = c+

√
1 + 4g2c − 1

2gc
= c+

1

c− 1
.
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A The symbolic method: a brief overview

In this section we give a brief overview for the symbolic method. We believe that the

unfamiliar reader will benefit from reading it. The symbolic method provides a technique to

convert a specification of a combinatorial class by means of certain combinatorial constructs

into a functional equation that is satisfied by its associated generating function. In more

technical terms, a combinatorial class A consists of a collection of combinatorial objects

paired with a designated size function | · | : A → N. The associated (ordinary) generating

function for this class is the formal power series A(z) =
∑

a∈A z|a| =
∑

k∈N Akz
k, where Ak

is the number of objects in A of size k, which we always assume is finite.

Set theoretic operators on the combinatorial classes reflect in their associated generating

functions. For instance, when two combinatorial classes, A and B, are combined in a disjoint

union, denoted as A+ B, the corresponding generating function becomes the sum of their

individual generating functions, A(z) + B(z). When considering the Cartesian product

A × B, it corresponds to the multiplication of their generating functions, A(z) · B(z). In

this context, the size of an element (a, b) from A × B is given by |a| + |b|. This concept

of the Cartesian product can be extended to multiple classes. Another valuable concept

is the sequence of a class, denoted as SEQ(A). This represents the disjoint union of the

Cartesian products across all finite lengths n ≥ 0. The generating function for SEQ(A) is

given by 1
1−A(z)

.
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We make use of standard shorthand notations: For an integer ℓ ≥ 1 and a class A, we

let ℓA denote the sum of ℓ copies of A. We similarly write Aℓ for the Cartesian product of

ℓ copies of A. The class denoted Z refers to the class containing a single element of size 1.

Its generating function is, of course, z. The elements of size 1 in a combinatorial class A
are called atoms, all of which are considered distinct. An element of size 0, denoted as ε,

is called a neutral object.

For instance, the class of binary strings can be constructed as SEQ({0} + {1}) where

both elements 0, 1 in their corresponding sets are atoms. Note that we can also write the

class more succinctly as SEQ(Z+Z) or SEQ(2Z) as indeed 2Z is a combinatorial class that

consists of two atoms. For the purpose of counting elements, these descriptions are equiv-

alent, or isomorphic, though the second is less informative. From this, the corresponding

generating function is immediately obtained, 1
1−2z

=
∑∞

k=0 2
kzk.

To give another example, consider the class of rooted trees where the sequence order of

a node’s children matters, meaning they are arranged from left to right. This class can be

formulated using the recurrence A = • × SEQ(A), where • symbolizes an atom denoting a

node. In this context, the size function corresponds to the number of vertices in the tree.

To elaborate, a tree consists of a node, contributing a size of 1, followed by a sequence

of trees. The related generating function satisfies the functional equation A(z) = z
1−A(z)

,

or equivalently A(z)2 − A(z) + z = 0. Using basic methods, it can be shown that the

coefficients of A(z) are the Catalan numbers.

B An elementary combinatorial proof of a weaker ver-

sion of Theorem 5.12

We provide here a proof of a weaker version of the universal lower bound, namely the

one expressed in Equation (33), using the trace method, without the usage of analytic

combinatorics but rather based only on elementary combinatorial techniques. One may

think of the main part of the proof as a count of cycles in Td z Tc, that is, the Zig-Zag

operation with the graph H being the infinite c-regular tree.

Theorem B.1 gives a bound that is stronger than the Alon-Boppana bound, however the

asymptotic dependency on the degree is similar.

Theorem B.1. For every (n, d)-graph G and every (d, c)-graph H,

λ(G z H) ≥ 3
√
3

2

√
c(c− 1)− on(1) ≈ 2.5981

√
c(c− 1). (57)

To establish the proof, we once again count the cycles in Td z H for applying the trace

method. In a similar manner to the way cycles are counted in Tc using the Catalan numbers,

we will reduce the count of cycles in Td z H to the Fuss-Catalan numbers. Note that the
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Fuss-Catalan numbers played an important role in the proof of the lower bound on the

spectral expansion of rotating expanders in [CCMP23], and our proof of Theorem B.1 is

similar.

Definition B.2 (Fuss-Catalan numbers). For integers p ≥ 2 and k ≥ 0, the (p, k) Fuss-

Catalan number, denoted as C
(p)
k , is given by

C
(p)
k =

1

pk + 1

(
pk + 1

k

)
.

Note that the ordinary Catalan numbers are obtained by setting p = 2. As for Catalan

numbers, for every p ≥ 2, Fuss-Catalan numbers also satisfy a recurrence relation which is

given by

C
(p)
k+1 =

∑
a1+a2+···+ap=k

p∏
i=1

C(p)
ai

. (58)

It is a known fact that

C
(p)
k =

(
1

k

)Θ(1)(
pp

(p− 1)p−1

)k

. (59)

Proof of Theorem B.1. Consider a length-2k cycle in Td z H, starting at an arbitrary vertex

(v, i) which we consider as the root. By the breakdown of the steps described in Defini-

tion 4.4, it consists of 4k steps in H, where each step can be thought of as either a forward

step or a back step. By forward and back we trace the distance from (v, i), the odd steps

defining the distance of the cloud we are in: a forward odd step results in moving a cloud

away, while a back odd step results in returning a cloud closer.

In order to enumerate this type of closed walks, we define an algorithm that uniquely

defines such a walk:

1. Pick an integer m ≤ k such that a cycle is complete for the first time after 4m

H-steps.

2. Pick an integer ℓ ≤ m such that the walk got back to the original cloud for the first

time at step 4ℓ− 1.

3. Recursively continue for the 3 gaps, which are g1 = 4ℓ − 4, g2 = 4m − 4ℓ, and

g3 = 4k − 4m.

Notice that g1+g2+g3 = 4(k−1), and moreover, for every choice of two forward steps, one

of them has c options and the other c− 1. Hence the number of choices can be expressed

recursively as

Bk = c(c− 1) ·
∑

a+b+c=k−1

BaBbBc, (60)
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with the initial value B0 = 1. This matches the recursive formula of Equation (58) for C
(3)
k .

Combining this with Equation (59), we have that C2k(G z H) ▷◁ (c(c− 1))k ·
(

33

22

)k
,

completing the proof.

C Proof of Lemma 4.11

Adopting similar notations to those in [MSS22], we denote by P(d) the set of real-rooted

polynomials of degree exactly d with a positive leading coefficient. We denote by P+(d) the

subset that consists only of polynomials with non-negative roots. For proving Lemma 4.11,

we need to extend Definition 4.7 by defining the convolution operation on polynomials of

different degrees.

Definition C.1 (Multiplicative convolution; Definition 1.4 of [MSS22]). Let

a(x) =
d∑

i=0

xd−i(−1)iai,

b(x) =
d∑

i=0

xd−i(−1)ibi

be polynomials of degree at most d. The d-th multiplicative convolution, denoted as a⊠d b,

is defined as the polynomial

(a⊠d b)(x) =
d∑

i=0

xd−i(−1)i
aibi(
d
i

) .
It is proven in [MSS22] that when a(x) and b(x) are real-rooted and of degree exactly d,

Definition C.1 and Definition 4.7 coincide (note that for any polynomial a(x) ∈ P(d), one
can define the matrix A to be a diagonal matrix with the roots of a(x) appearing on the

diagonal). When d is clear from context, we omit it from the notation. In this section, we

prove the following result.

Lemma C.2 (Lemma 4.11 restated). Let q(x) ∈ P+(d) and p(x) ∈ P(d) such that p(x) has

at least one positive root. Then, for every y > 0,

Np⊠q(y) ≤
y

y + 1
· Np(y)Nq(y). (61)

We denote by D the derivative operators of polynomials. Namely, the derivative of a

polynomial f(x) is denoted by Df(x). For a real number α > 0 we let Uα be the operator
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on polynomial space mapping f to f − αDf . Note that Equation (61) is equivalent to

Sp⊠q(y) ≤ Sp(y) · Sq(y), (62)

where Sp(y) =
y

y+1
Np(y).

The following claim follows by the exact same arguments as in [MSS22], but is stated

for more general polynomials. For completeness, we reproduce the proof.

Claim C.3 (Base case; Lemma 4.8 in [MSS22]). Let λ ̸= 0. If p(x) = (x − λ)d and

q(x) ∈ P(d), then for all y > 0,

Sp⊠q(y) = Sp(y) · Sq(y).

Proof. We first observe that since p(x) = (x− λ)d, we can directly calculate that

Sp(y) = λ. (63)

By Definition 4.7, invoked withA = λI, we see that p⊠q has the same roots as q, multiplied

by λ. Particularly,

(p⊠ q)(x) = λdq
(x
λ

)
.

Let qλ(x) be the polynomial satisfying qλ(x) = q
(
x
λ

)
. Notice that the M-transform

(recall Equation (17)) depends only on the roots of the corresponding polynomial, and

hence is invariant under multiplication of the polynomial by a constant. Thus,

Mp⊠q(x) = Mqλ(x). (64)

By a direct calculation, Mqλ(x) = Mq(
x
λ
), and so applying Nq to both sides gives us

Nq (Mqλ(x)) =
x

λ
.

This, together with Equation (64), implies that Np⊠q(y) = λ · Nq(y) is the inverse function

of Mp⊠q(x). Overall we get that

Sp⊠q(y) =
y

y + 1
Np⊠q(y) = λ · y

y + 1
Nq(y) = λ · Sq(y) = Sp(y) · Sq(y),

where the last equality follows by Equation (63).

Claim C.4. Let p(x) ∈ P(d). For a real number a ≥ d, define

u(x) = p(x)− x

a
p′(x).
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Then, u(x) is real-rooted. Furthermore, if a > d then

maxroot (u(x)) > maxroot (p(x)) ≥ maxroot (p′(x)) .

Proof. It is easy to see that every root of p(x) which equals 0 or has multiplicity at least 2

is a root of u(x). Therefore, it suffices to prove the claim for p(x) having d distinct roots

α1, . . . , αd which differ from 0.

Note that u(x) is of degree d in the case the a > d, and d − 1 if a = d. Observe also

that if u(x) = 0 then p(x) ̸= 0, as p(x) and p′(x) cannot vanish at the same point per our

assumption. Define

f(x) =
u(x)

p(x)
= 1− 1

a

d∑
i=1

x

x− αi

,

and note that the following hold:

1. u(x) = 0 ⇐⇒ f(x) = 0.

2. f(x) has a pole at every root of p(x).

3. limx→∞ f(x) = 1− d
a
.

4. limx→−∞ f(x) = 1− d
a
, and f(x) approaches the limit from above.

Let β1 < · · · < βr be the negative roots and γ1 < · · · < γs be the positive roots of p(x). By

the observations above, u(x) has a root smaller than β1 (by 4, including the case a = d)

and in between every two consecutive negative ones, hence at least r negative roots. It

also has a root in between every two consecutive positive roots, and a root larger than γs
if a > d (proving the furthermore part of the statement), hence at least s− 1 positive roots

if a = d and at least s positive roots if a > d, completing the proof.

We make use of the following lemmata, proven in [MSS22], which we state here without

a proof.

Lemma C.5 (Pinching ; Lemma 4.1 in [MSS22]). For d ≥ 2, let p(x) ∈ P(d) be monic,

and write p(x) =
∏d

i=1(x−λi), where λ1 ≥ λ2 ≥ · · · ≥ λd. Assume further that λ1 > λk for

some k ∈ [d]. Then, for every α > 0 there exist µ, ρ ∈ R and two polynomials p̃(x) ∈ P(d)
and p̂(x) ∈ P(d− 1) such that

1. p(x) = p̂(x) + p̃(x),

2. p̃(x) = (x− µ)2
∏

i ̸=1,k(x− λi),

3. p̂(x) = (x− ρ)
∏

i ̸=1,k(x− λi),

4. maxroot(Uαp) = maxroot(Uαp̃) = maxroot(Uαp̂), and
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5. ρ > λ1 > µ > λk. In particular, if d ≥ 3 then p̂ has at least two distinct roots.

Lemma C.6 (Lemma 4.2 in [MSS22]). Let f(x), g(x), h(x) be real-rooted polynomials with

positive leading coefficients such that f = g + h. Then,

maxroot(f) ≤ max {maxroot(g),maxroot(h)} ,

with equality if and only if

maxroot(f) = maxroot(g) = maxroot(h).

Lemma C.7 (Degree reduction; Lemma 4.9 in [MSS22]). For p(x) ∈ P(d) and q(x) ∈ P(k),
where k < d, it holds that

p(x)⊠d q(x) =
(
p(x)− x

d
Dp(x)

)
⊠d−1 q(x).

(Note that p(x)− x
d
Dp(x) is a polynomial of degree d− 1.)

Lemma C.8 (Lemma 4.10 in [MSS22]). For q(x) = (x− λ)d,

(xD − d)q(x) = λd(x− λ)d−1.

For q(x) ∈ P+(d), it holds that (xD − d)q(x) ∈ P+(d− 1), and

maxroot(q(x)) ≥ maxroot ((xD − d)q(x)) .

Note that (xD−d)q(x) is indeed real-rooted by Claim C.4. In the special case q(x) ∈ P+(2)

with distinct roots, strict inequality holds, namely,

maxroot(q(x)) > maxroot (xq′(x)− 2q(x)) .

Moving forward, it will prove useful to express the N -transform at a given point w as

the maximal root of a polynomial. By definition, Mp(x) = xGp(x) − 1 = x
d
· p′(x)

p(x)
− 1,

therefore we can write

Mp(x) = w ⇐⇒
(
1− xD

d(w + 1)

)
p(x) = 0.

For w > 0, we define the operator Vw by

Vwp(x) =

(
1− xD

d(w + 1)

)
p(x),

and note that Vwp(x) is real-rooted by Claim C.4. AsNp(w) is defined to be the max-inverse
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of Mp(x), we can write

Np(w) = maxroot (Vwp(x)) . (65)

Claim C.9. Let d ≥ 2 and let p(x) ∈ P(d) be a polynomial with a positive leading coefficient

and at least one positive root. Then, for every w > 0,

maxroot (Vwp(x)) > maxroot (p(x)) .

Proof. Let r(x) = xp′(x)
d(w+1)

, so that

v(x) ≜ Vwp(x) = p(x)− r(x).

Denote α = maxroot (p(x)). We notice that if p0 is the leading coefficient in p(x), then

r0 = p0
w+1

is the leading coefficient of r(x). In particular, r0 < p0, and thus v(x) > 0 as

x → ∞. Therefore, it suffices to prove that there exists β ≥ α such that v(β) < 0.

It is clear that the roots of r(x) are those of p′(x) and 0. It is also known that the roots

of p(x) and its derivative interlace, and so maxroot (r(x)) ≤ α, and as r0 > 0, we know that

r(x) > 0 for x > α. In the case that α is a simple root of p(x), by interlacing we have that

r(α) > 0 and therefore v(α) < 0. Otherwise, assume that m ≥ 2 is the multiplicity of α as

a root of p(x). Then, as ε → 0+, p(α+ ε) ≈ εm whereas r(α+ ε) ≈ εm−1, and therefore for

ε > 0 small enough, we get v(α + ε) < 0.

Corollary C.10 (Similar to Corollary 4.11 in [MSS22], but for more general real-rooted

polynomials). Let w > 0, d ≥ 2, and let p(x) ∈ P(d) have at least two distinct roots, at least

one of which positive. Then, there exist p̃(x) ∈ P(d) and p̂(x) ∈ P(d− 1) such that

1. p(x) = p̂(x) + p̃(x),

2. maxroot(p̃) ≤ maxroot(p),

3. maxroot(Vwp) = maxroot(Vwp̃) = maxroot(Vwp̂), and

4. if d ≥ 3, p̂(x) has at least two distinct roots.

Proof. Let t = maxroot(Vwp), and set α = t
d(w+1)

. By Claim C.9, we know that t > 0 and

hence α > 0, and so Uαp(x) is well-defined. We have that

Uαp(x)− Vwp(x) =
x− t

d(w + 1)
p′(x), (66)

and therefore t is a root of Uαp(x). Furthermore, by Claim C.4, t > maxroot(p′) and

hence for every x > t it holds that p′(x) > 0, thus Uαp(x) > Vwp(x). As a consequence,

maxroot(Uαp) = t.

61



Let p̃(x) ∈ P(d) and p̂(x) ∈ P(d − 1) be the polynomials guaranteed to exist by

Lemma C.5. Then,

maxroot(Uαp̃) = maxroot(Uαp̂) = t. (67)

We wish to also show that t = maxroot(Vwp̂), and a similar argument will hold for Vwp̃. As

before, note that

Uαp̂(x)− Vwp̂(x) =
x− t

d(w + 1)
p̂′(x). (68)

Assume s > t is the maximal root of Vwp̂. Note that by Equation (67) together with

Claim C.4, s > maxroot(p̂′), and as p̂′(x) and Uαp̂(x) have positive leading coefficients,

p̂′(s) > 0 and Uαp̂(s) > 0. Hence substituting x = s, we get a positive number on the LHS

of Equation (68) and a negative one on its RHS, in contradiction.

Proof of Lemma C.2. We prove a stronger version of the theorem by induction on the

degree d. Equation (62) holds for d = 1 by Claim C.3, which also covers the case that one

of p(x) or q(x) having exactly one root. For the case that both p(x) and q(x) have at least

two distict roots we prove that a strict inequality holds, namely,

maxroot (Vw(p⊠d q)) <
w

w + 1
maxroot(Vwp) ·maxroot(Vwq). (69)

Fix q(x) ∈ P+(d) with at least two distinct roots, and for p(x) ∈ P(d) define

ϕ(p) ≜
w

w + 1
maxroot(Vwp) ·maxroot(Vwq)−maxroot(Vw(p⊠d q)).

Assume by contradiction that there exists p(x) ∈ P(d) such that ϕ(p) ≤ 0. Let [−R,R]

be an interval containing all roots of p(x). Since [−R,R]d is a compact set and ϕ(p) is

a continuous function of the roots of p, there exists a monic polynomial p0(x) ∈ P(d)
minimizing ϕ over degree d monic polynomials with roots in this interval. Observe that

we can pick such p0 having two distinct roots: if ϕ(p0) < 0 this is necessary by Claim C.3

and Equation (65), and if ϕ(p0) = 0 we can choose p0 = p. By Corollary C.10, there exist

p̃(x) ∈ P(d) and p̂(x) ∈ P(d− 1) such that p0(x) = p̂(x) + p̃(x),

maxroot(Vwp0) = maxroot(Vwp̃) = maxroot(Vwp̂), (70)

and maxroot(p̃) ≤ maxroot(p0). By Lemma C.6 and by the bilinearity of the ⊠ operation,

maxroot(Vw(p0 ⊠ q)) ≤ max {maxroot(Vw(p̂⊠ q)),maxroot(Vw(p̃⊠ q))} , (71)
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with equality only if all three are equal. We note that

maxroot(Vw(p̂⊠d q)) = maxroot(Vw(p̂⊠d−1 ((xD − d)q))) by Lemma C.7

≤ w

w + 1
maxroot(Vwp̂)maxroot(Vw((xD − d)q)) * induction hypothesis

≤ w

w + 1
maxroot(Vwp̂)maxroot(Vwq)) ** by Lemma C.8

=
w

w + 1
maxroot(Vwp0)maxroot(Vwq)) by Equation (70)

≤ maxroot(Vw(p0 ⊠d q)) since ϕ(p0) ≤ 0.

As * is a strict inequality in the case d ≥ 3 (as both p̂ and (xD − d)q have at least

two distinct roots) and ** is strict in the case d = 2, we have by Equation (71) that

maxroot(Vw(p0 ⊠ q)) < maxroot(Vw(p̃ ⊠ q)), which implies ϕ(p̃) < ϕ(p0), contradicting the

minimality of p0.
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