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Abstract

Sensitivity measures how much the output of an algorithm changes, in terms of Hamming distance,
when part of the input is modified. While approximation algorithms with low sensitivity have been
developed for many problems, no sensitivity lower bounds were previously known for approximation
algorithms. In this work, we establish the first polynomial lower bound on the sensitivity of (randomized)
approximation algorithms for constraint satisfaction problems (CSPs) by adapting the probabilistically
checkable proof (PCP) framework to preserve sensitivity lower bounds. From this, we derive polynomial
sensitivity lower bounds for approximation algorithms for a variety of problems, including maximum
clique, minimum vertex cover, and maximum cut.

Given the connection between sensitivity and distributed algorithms, our sensitivity lower bounds
also allow us to recover various round complexity lower bounds for distributed algorithms in the LOCAL
model. Additionally, we present new lower bounds for distributed CSPs.
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1 Introduction

The notion of algorithmic sensitivity, introduced by Varma and Yoshida [VY23], measures the stability of
an algorithm’s output in Hamming distance (or the earth mover’s distance if the algorithm is randomized)
when an element in the input is added or deleted. In practical situations, low sensitivity is desirable be-
cause inputs can easily change due to noise or over time. If an algorithm has high sensitivity, it may lose
reproducibility, erode user trust, and lead to inconsistent decisions. Since this concept was introduced, low-
sensitivity algorithms have been developed for many graph problems. Some representative results include a
2-approximation algorithm for the minimum vertex cover problem with sensitivity O(1) [CHHK16,VY23],
a (1 — e)-approximation algorithm for the maximum matching problem with sensitivity ACW/e) Y724,
where A is the maximum degree, an additive O(nQ/ 3)-approximation algorithm for the minimum s-¢ cut
problem with sensitivity O(n?/3), where the output is a vertex set [VY23], and a (1 + ¢)-approximation
algorithm for the shortest path problem with sensitivity O(e~* log? n) (with respect to edge contractions
instead of additions or deletions) [K'Y23]. Moreover, it has been shown that algorithms with low sensitivity
can be used to design online algorithms with small recourse [Y122], as well as online learning algorithms
with low regret [DY?24]. Therefore, it is important to understand whether low sensitivity algorithms can be
achieved for each problem.

On the lower bound side, the only known general result that we are aware of is that any randomized al-
gorithm for finding a proper 2-coloring of a bipartite graph with n vertices requires sensitivity (n) [VY23],
which follows easily from the fact that a connected bipartite graph has only two proper 2-colorings such that
the Hamming distance between them is £2(n). Indeed, there are no known lower bounds on the sensitivity
of approximation algorithms, leaving a significant gap in our knowledge. This is especially true, since all of
the known upper bounds are derived from approximation algorithms.

In this work, we show polynomial sensitivity lower bounds for (even randomized) approximation algo-
rithms for various combinatorial problems by adapting the probabilistically checkable proofs (PCP) frame-
work [ALM ™98, AS98]. We emphasize that this is the first time that lower bounds for approximation algo-
rithms have been established. We are able to derive lower bounds for a variety of combinatorial problems
through reductions, and we present some representative results next.

We start with the maximum clique problem. Consider an (inefficient) n~°-approximation algorithm that
outputs a clique of size at most n'~¢. Its sensitivity is trivially bounded by O(n'~¢) and this is the only
known upper bound. We show that the polynomial dependency on 7 is necessary:

Theorem 1.1. There are universal constants £, > 0 such that any algorithm for the maximum clique
problem that outputs an n~°-approximate clique with probability 1 — O(1/n) has sensitivity Q(n?).

We note that the lower bound also applies to the maximum independent set problem. Additionally,
our proof is information-theoretic, and the lower bounds presented in this work apply even to inefficient
algorithms.

Next, we consider the minimum vertex cover problem. As we mentioned, there exists a 2-approximation
algorithm for the minimum vertex cover problem with sensitivity O(1) [CHHK16, VY23]. We prove that
the sensitivity must increase significantly as the approximation ratio approaches one.

Theorem 1.2. There are universal constants £, § > 0 such that any (possibly randomized) (1+¢)-approximation
algorithm for the minimum vertex cover problem has sensitivity (n?).

It is known that computing an v/2-approximate vertex cover is NP-hard [Kho02, SMS18]. Thus, The-
orem 1.2 implies that achieving a small approximation ratio not only makes the problem computationally
hard but also makes it impossible to achieve low sensitivity.



Finally, we discuss the maximum cut problem, where the output is a vertex set. Trivially, the random
assignment algorithm is a 1/2-approximation algorithm with sensitivity zero, and we can obtain an (ineffi-
cient) additive O(ve~1nm)-approximation algorithm with sensitivity O(en) by converting a differentially
private algorithm [EKKL20]. As mentioned, the only known lower bound is that exact algorithms, which can
solve 2-coloring, must have sensitivity 2(n) [VY23]. We show that the sensitivity must remain polynomial
as the approximation ratio approaches one:

Theorem 1.3. There exist universal constants €, > 0 such that any (possibly randomized) (1 — ¢)-
approximation algorithm for the maximum cut problem has sensitivity Q(n°).

We can obtain similar lower bounds for other constraint satisfaction problems (CSPs) including E3SAT
and 3LIN.

Although the notion of sensitivity is interesting in its own right, it has a close connection to distributed
algorithms in the LOCAL model of distributed computing [Lin92]. In this model, a network is represented
as a graph G = (V, E), where each vertex v € V corresponds to an agent, and each edge e € F represents
a communication link. Communication occurs in synchronous rounds. In each round, every vertex v € V
receives messages from its neighbors, performs some local computation, and sends messages of arbitrary
size to its neighbors. Note that, in ¢ rounds, a vertex can compute its output based on the topology of its
t-hop neighborhood. The goal of a distributed algorithm is for the outputs of the vertices to form a feasible
solution to the problem.

We can show that if there exists a distributed algorithm in the LOCAL model for a graph problem that
runs in ¢ rounds, then there is an algorithm for the problem with sensitivity O(A?), where A is the maximum
degree of the graph. Building on this connection, we can recover various lower bounds on round complexity,
including an Q(1/¢) lower bound for an n~¢-approximation algorithm for the maximum independent set
problem [BHKK16], an 2(logn) lower bound for a (1 + ¢)-approximation algorithm for the minimum
vertex cover problem for some constant ¢ > 0 [GS14,FFK22], and an 2(log ) lower bound for a (1 — ¢)-
approximation algorithm for the maximum cut problem for some constant € > 0 [CL23]. We note that these
lower bounds match the known upper bounds [CL23].

Moreover, we can use this observation to establish lower bounds for distributed constraint satisfaction
problems (DCSPs) [YIDK92], which can model tasks such as resource allocation and scheduling in dis-
tributed settings, including wireless networks (see the surveys [YHO0O, FPY 18] and references therein). In
DCSPs, each variable and constraint is associated with an agent. The agent for a variable can communicate
with the agent for any constraint involving that variable, and vice versa. The goal of a distributed algorithm
is for the assignment produced by the variables to maximize the number of satisfied constraints. We can
immediately establish a round complexity lower bound of 2(logn) for specific CSPs, such as E3SAT and
3LIN, using the corresponding sensitivity lower bounds. Moreover, we show that there exists an arbitrarily
hard CSP in the distributed setting:

Theorem 1.4. There exists an O(log log n)-ary CSP such that any distributed algorithm for the CSP that out-
puts an w(1/ log n)-approximate solution with probability 1 — O(1/n) requires Q2(log n/loglogn) rounds.

We believe this result is interesting because, apparently, it cannot be obtained by applying a gadget
reduction to known lower bounds. We hope this work sheds new light on the study of distributed approxi-
mation algorithms for graph problems and CSPs.



1.1 Proof Overview

An instance of a constraint satisfaction problem (CSP) is a tuple (V, E, ¥, R = {Re}ecr), where (V, E)
is a hypergraph, ¥ is a finite domain (often referred to as the alphabet), and R, is a |e|-ary relation over
X, 1e., R, C vl we say that an assignment o : V' — X satisfies a constraint on e = (vy,...,vg) if
(o(v1),...,0(vg)) € Re. Forl > ¢ > s > 0, we define MaxCSP, ¢ as the problem where, given a c-
satisfiable CSP instance, i.e., there exists an assignment that satisfies at least a c-fraction of the constraints,
the goal is to compute an s-satisfying assignment for the instance, i.e., an assignment that satisfies at least
an s-fraction of the constraints. Here, c and s are referred to as the completeness and soundness parameters.

We first present a sensitivity lower bound for the case where the gap between completeness and sound-
ness is extremely small. Specifically, we show that any algorithm for MaxCSP ;_g(1/y,) requires sensitivity
of Q(n) for E2LIN on cycles, where each constraint is of the form x+y = 0 (mod 2) orz+y =1 (mod 2).

Next, we gradually increase the gap in multiple rounds without reducing the sensitivity lower bound.
To do so, we adapt the probabilistically checkable proof (PCP) framework [AS98, ALM 98], which was
originally developed as a characterization of NP and have been useful for proving inapproximability results.
More specifically, we build on Dinur’s PCP construction [Din07], which consists of four steps: degree
reduction, expanderization, gap amplification, and alphabet reduction. Below, we explain each step and
describe how we modify them to ensure the sensitivity lower bound remains (almost) intact. Since the
argument for gap amplification and reduction is already covered in Dinur’s original proof, we will primarily
focus on how to analyze the increase and decrease in sensitivity.

We first note that the reduction in each step generally works as follows: Let Z be a family of instances.
Consider converting a CSP instance I = (V, E,%,R) € Z to another instance I’ = (V',E', ¥ R’).
Suppose we have an algorithm A’ for the latter. We then run A’ on I’ to obtain an assignment o', and
subsequently convert ¢’ : V' — Y/ back into an assignment o : V — X for I. Let 7’ be the family of
instances obtained from instances in Z by converting them. The sensitivity of algorithms for Z’ is bounded
from below by the sensitivity for Z’, multiplied by two parameters, C; and C,,, which are determined by the
conversion of instances and assignments, respectively. Specifically, C represents the number of changes to
the new instance I’ when a constraint in the original instance I is changed, and C,, represents the number
of changes to the assignment o for I when a value in the assignment ¢’ for I’ is altered. To maintain a large
sensitivity lower bound, C'r and C,, need to be small.

The proof of Dinur’s PCP construction proceeds by iteratively applying the following four steps; we
now sketch how they can be modified in order to preserve sensitivity.

Degree Reduction. The goal of this step is to reduce the degree of each variable to a small constant and
make the underlying graph regular. The reduction is straightforward: for each variable v € V with degree
d in the original instance I, we split v into d copies, v1, . . ., v4, and connect them with an expander, adding
equality constraints on the newly introduced edges. To obtain a label for v in the original instance I, we
select one of vy, . . ., vg uniformly at random and use the label of the chosen v; in I'.

A key feature of this transformation is that it actually increases the sensitivity lower bound by d, which
is crucial to offset the sensitivity decrease in other steps.

Expanderization. In this step, we simply superimpose an expander with a trivial constraint (satisfied by
any assignment) onto the instance I to transform the underlying graph into an expander, which is important
for the gap amplification step. We use the assignment for I’ directly as the assignment for I.



Gap amplification. The goal of this step is to increase the gap between completeness and soundness by a
constant factor t. Suppose the underlying graph is a d-regular expander. To achieve this, we sample a vertex
u € V, perform a random walk of length O(t), and reach vertex v. We then add a constraint between u
and v over the alphabet X1+ +d" \which encodes the assignments of the t-hop neighborhoods, checking
whether the labels of the variables along the path satisfy all the constraints. (This only defines a distribution
over constraints; we convert this into an unweighted instance by multiplying the probability mass of each
constraints by d°*) to compute the number of copies needed for the constraint.)

To recover an assignment o for I from an assignment ¢’ for I’, for each variable u € V, we gather
the labels of variables in the ¢-hop neighborhood via a random walk. In Dinur’s original proof [Din07], the
majority of these labels would be used as the label for u in I. However, this recovery procedure does not
allow us to preserve the sensitivity lower bound, as changing a single label could change the majority for
many variables. To smooth this transition, we would like to choose a label from a distribution weighted
according to the frequency that it occurs in this random walk. However, the possibility of returning a label
with low probability mass ruins the soundness argument. Instead, we consider a distribution only over labels
with sufficiently large probability mass. Combined with a careful conditioning argument, this allows us to
preserve the sensitivity lower bound while still increasing the gap.

Alphabet reduction. This step decreases the size of the alphabet to a small constant. To do so, while
preserving the gap, we take the Hadamard encoding of our alphabet. However, doing this converts our graph
into a hypergraph, as every constraint now depends on many Boolean variables. To remedy this, we instead
want to check whether a given assignment is close to a satisfying assignment to that constraint by examining
only a few bits of that assignment. To do so, we apply a PCP to this constraint: we introduce sets of variables
which purportedly encode the Hadamard table L of a satisfying assignment « for our constraint, as well as
variables for the Hadamard table () of o ® .. We then tests (via constraints) whether this is indeed the case,
using applications of the BLR linearity test [BLR93].

To recover an assignment o for I from an assignment ¢’ for I’, for each variable u € V, we consider
the bits o’[u] which purportedly contain a label for u — a Hadamard codeword. We would like to map
o'[u] to the closest Hadamard codeword (and hence label to u), however this would not allow us to preserve
our bound on sensitivity: consider any assignments to o’[u] which lies on the unique decoding radius of a
codeword. Then, changing a single bit in this assignment could change which codeword ¢”’[u] is mapped to,
and hence which label o assigns to u. Instead, we smooth this transition by employing a randomized thresh-
olding argument: We choose a random threshold 7 € [0,1/4] (as one may recover uniquely a Hadamard
codeword which has been 1/4 corrupted) and assign o’ [u] to its closest codeword if its relative distance to
that codeword is at most 7, and to an arbitrary but fixed codeword otherwise. This smooth transition, along
with a careful conditioning argument, allows us to maintain our bound on sensitivity.

1.2 Discussions

This work presents the first sensitivity lower bounds for approximation algorithms and establishes lower
bounds for various graph problems. However, it also opens up several interesting directions for future
research.

Parallel Repetition The label cover problem is a special type of a CSP where (i) every constraint is binary
and has the so-called projection property (See Section 5 for details), and (ii) the underlying graph formed



by the constraints is bipartite. For 1 > ¢ > s > 0, let LabelCover, s denote the problem that, given a
c-satisfiable label cover instance, the goal is to compute an s-satisfying assignment.

Parallel Repetition. [DS14,Raz95] is a powerful framework that reduces LabelCover; ;. to LabelCovery .
without increasing the arity of constraints, though it does increase the alphabet size. The reduction itself is
straightforward: for an integer parameter ¢ > 1, for every choice of ¢ constraints, which are over >, we add
a new constraint over X' that represents the conjunction of these ¢ constraints. As a result, the number of
constraints increases from m to m’. This reduction plays a crucial role in deriving tight inapproximability
results for problems like the set cover problem [Fei98, Mos12] and systems of linear equations [Has01].

Unfortunately, it is not clear whether the parallel repetition framework can be used to derive sensitivity
lower bounds for LabelCover . from those for LabelCover; ;_.. The challenge arises because a modifica-
tion to a label cover instance may lead to approximately m‘ —(m—1)* ~ tm!~! modifications in the instance
produced by parallel repetition. Therefore, a naive lower bound for the latter problem would be tm% times
that of the former problem, which becomes vacuous. An intriguing open question is whether recent tech-
niques [BMV24] can be employed to establish meaningful sensitivity lower bounds for LabelCover; .

Stronger Sensitivity Bounds. The reason that the lower bounds we obtain take the form Q(n?) is that,
through the reductions, the instance size grows polynomially. It is known that there is a PCP of length
O(n log? n) [BSGH™ 04, Din07], and an interesting question is whether we can use the PCP construction to
obtain higher lower bounds. However, note that the lower bound cannot be of the form pl—o(l) , because that
would imply a lower bound of n!~°(}) for an n~¢-approximation algorithm, which contradicts the fact that
there is a trivial n~¢-approximation algorithm with sensitivity O(n!~¢).

Serial Repetition. By applying serial repetition to the label cover instance obtained from our PCP theo-
rem — i.e., by taking the ANDs of subsets of constraints —- we are able to obtain polynomial sensitivity
lower bounds against randomized algorithms which output a non-negligible approximation with high prob-
ability. When then use this lower bound to prove Theorems 1.1 and 1.4. When we are instead interested
polynomial-time tractability, rather than low sensitivity, there is not much of a difference between such
with-high-probability guarantees and and guarantees in expectation. Indeed, we can simply compute mul-
tiple assignments and take the best one that we find. However, this is not a sensitivity-preserving process.
Indeed, it is not clear whether with-high-probability guarantees and in-expectation guarantees are equiva-
lent for low-sensitivity algorithms, making it an interesting open problem to extend Theorems 1.1 and 1.4
to approximation algorithms with in-expectation guarantees.

Hardness for Polynomial-time Tractable Problems. Although our lower bound argument begins with
E2LIN, a polynomial-time tractable CSP, the CSP we obtain at the end of the PCP construction is NP-hard
(as can be verified using Schaeffer’s dichotomy theorem [Sch78]). Therefore, with the current approach,
we can only establish lower bounds for NP-hard problems. An interesting open question is whether similar
lower bounds can be established for polynomial-time tractable problems, such as finding a (1 — ¢)-satisfying
assignment for satisfiable E3LIN instances, where each constraint is of the form z +y + z = 0 (mod 2) or
z+y+z=1 (mod 2).

Average Sensitivity. Average sensitivity [MY 19, VY23] is a variation of sensitivity where we measure an
algorithm’s stability against average-case modifications to the instance. Specifically, the average sensitiv-
ity of an algorithm A on a graph G = (V, E)) is defined as the average Hamming distance between A(G)
and A(G — e), where the average is over edges e € E deleted from GG. We note that the sensitivity of an



algorithm provides an upper bound on average sensitivity, making the latter easier to bound. Algorithms
with low average sensitivity have been proposed for various problems, including graph problems [VY23],
dynamic programming problems [KY22b, KY?22a], clustering problems [PY20, YI22], and learning prob-
lems [HY23].

An interesting question is whether the techniques developed in this work can be applied to bound average
sensitivity. Our approach heavily relies on the fact that, in the context of CSPs, the sensitivity with respect
to deleting a constraint can be lower bounded by half of the sensitivity with respect to swapping a constraint.
However, this relationship does not generally hold for average sensitivity, and a more delicate argument is
needed to account for changes in the underlying graph of a CSP instance.

1.3 Related Work

Differential privacy [Dwo06] is a fundamental concept in private data analysis, requiring that the output
distributions of an algorithm be similar for neighboring instances. Though we do not define it formally
here, it is straightforward to show that an e-differentially private algorithm implies an algorithm with sen-
sitivity O(en), where n is a bound on the output size. By combining this with known differentially pri-
vate algorithms, we can derive approximation algorithms with sensitivity O(en) for the global minimum
cut problem [GLM " 10], the densest subgraph problem [DLR'22], and the correlation clustering prob-
lem [CAFL"22], although this sensitivity bound is relatively weak.

Aside from the linear sensitivity lower bound for 2-coloring, the only other known lower bound we
are aware of is that any deterministic constant-factor approximation algorithm for the maximum matching
problem requires Q(log* n) queries [YZ21], where log* n is the iterated logarithm of n. However, their
argument relies on Ramsey theory, and thus it cannot be extended to randomized approximation algorithms.

Although DCSPs have been extensively studied in the AI community [FPY 18, YHOO], their theoretical
aspects remain largely unexplored. One exception is the work by Butti and Dalmau [BD24], who provided a
characterization of CSPs that can be solved by a deterministic distributed algorithm in finite time, assuming
each agent lacks an identifier. We hope that our lower bound offers new insights into this problem.

Individual fairness [DHP ™ 12] is another area which shares similarities with sensitivity. Individual fair-
ness requires that similar individuals should be assigned similar labels (more specifically, their distributions
over labels should have low statistical distance). Hence, our sensitivity bounds give lower bounds in the
case when individuals are represented as graphs and are classified according to, for example, their cliques
or cuts; such representations have been used, for example in [KHMT20].

2 Preliminaries

For positive integer n, let [n] denote the set {1,2,...,n}. We use bold symbols to denote random variables.
For a real number = € R, let [z]; = max{z,0}.

Graphs. We often use n and m to denote the number of vertices and edges in a graph when the graph is
clear from context. For a graph G = (V, E') and a vertex v € V, let deg(v) denote the degree of v. For a set
E and an element e € E, let E — e denote the set E \ {e}.

For a graph G = (V, E), let \;(G) denote the i-th largest eigenvalue of the adjacency matrix of G.
It is known that A\; = d when G is d-regular. Let A(G) = max {\2(G), |\.(G)|}. A d-regular graph
G = (V,FE) is called an (n,d, \)-expander if A(G) < A < d. The following lemmas guarantee the
existence of sufficiently strong expanders.



Lemma 2.1 (see, e.g., [HLWO06]). Let d > 3 be an integer. Then, there exist explicit constant A < d/2 and
an explicit (polynomial-time computable) family of (n, d, \)-expanders.

Lemma 2.2 (see, e.g., [HLWO06]). If G = (V, E) is a d-regular graph and G’ = (V, E’) is a d’-regular
graph, then H = (V, EU E’) is a (d + d’)-regular graph such that A\(H) < A\(G) + A\(G').

Constraint satisfaction problems. We formally define constraint satisfaction problems (CSPs). An in-
stance of a CSPis atuple I = (V, E, X, R = {R¢}.cp) consisting of a variable set V, a set of hyperedges
FE over V, a finite domain 3 (also referred to as the alphabet), and a relation R, C Ylel foreach e € E. A
constraint refers to a pair (e, R.) for e € E. We say that an assignment o : V' — X satisfies a constraint
(e = (v1,...,v%), Re) if (o(v1),...,0(vk)) € Re. Also, we say that o satisfies I if it satisfies all the
constraints. The goal of a CSP is, given an instance I of the CSP, to find a satisfying assignment for /.

Now, we consider an optimization version of CSPs. For a CSP instance I = (V,E,%,R) and an
assignment o : V' — 3, let val;(o) denote the fraction of constraints in [ satisfied by 0. We define
cost;(0) = 1 — valj(o) as the fraction of constraints violated by o. Let opt(/) = max,.y_yx valr(o).
For1 > ¢ > s > 0, we define MaxCSP, 5 as the problem that, given an instance I = (V, E, ¥, R) with
opt(I) > ¢, the goal is to find an assignment o : V — X with val;(co) > s.!

For two instances I = (V, E, 2, {R¢}ecr) and I = (V, E, %, {R.}ee) on the same underlying hyper-
graph and domain, we define the swap distance between I and I as SwapDist(I,1) := #{R. # R, : e €

Sensitivity. Let I = (V,E, X, {R.}.cr) be a CSP instance. For a hyperedge ¢ € F, let I — e denote
the instance (V, E — e, 3, {Rs}fcp—c). For two assignments 0,0’ : V — X, let Ham(o,0’) = #{v €
V i o(v) # o(v')} denote their Hamming distance. The sensitivity of a deterministic algorithm A on [ is
defined as
Sens(A,I) = maécHam(A(I),A(I —e)), (1)
ec
where A(]) denotes the output assignment of A on I. )
For a distribution p over X and another distribution z over X, we say that a joint distribution 7 over
X x X is a coupling between them if the marginal distributions on the first and the second coordinates
are equal to p and fi, respectively. Let II(u, 1) denote the set of all couplings between p and fi. For two
distributions p, i over assignments on the same domain, we define the earth mover’s distance between them
as
EMD(u, i) = min E Ham(o,q).
ﬂEH(M,ﬂ) (U:&)Nﬂ—

The sensitivity of a randomized algorithm A on a CSP instance I = (V, E, ¥, R) is defined as
Sens(A,I) := max EMD(A(I), A(I —e)),
ec

where we identify random variables A(I) and A(I — e) with their distributions. Note that this definition
matches (1) when the algorithm is deterministic. For a family of algorithms .4 and a family of instances Z
over the same domain Y, we define

Sens(A,7) := min max Sens(A, I).
AcA I€T

"Usually, MaxCSP.., refers to the decision problem where the goal is to distinguish instances I with opt(I) > ¢ from instances
I with opt(I) < s. However, we define it as a search problem because we are focused on the sensitivity of algorithms.



Also, we define Sens, 4(Z) := Sens(.A, ), where A is the family of all possible algorithms for MaxCSP.. .

We define a variant of sensitivity which is more convenient when studying CSPs. Let I = (V, E, ¥, {Rc}ecE)
be a CSP instance. For e € E and R C Xl¢l, 1°F denote the instance obtained from I by replacing R,
with R. Then, the swap sensitivity of a randomized algorithm A on an instance [ = (V, E, X, R) is defined
as

SwapSens(A, I) := max max EMD(A(I), A(I*H)).
e€E RCxlel

We define SwapSens(.A, Z) and SwapSens, ;(Z) as with sensitivity. We say that a family of instances Z is
swap-closed if forany I = (V,E,%,R) € T, e € E, and R C X!, the instance I°* ¥ also belongs to Z.
Note that forany A € Aand I, I € T for a swap-closed family of instances Z, we have EMD(A(I), A(I)) <
SwapSens(A, Z) - SwapDist(I, I). For a family of instances Z, we define SwapClo(Z) as the swap-closure
of Z, i.e., the family of instances obtained by (repeatedly) swapping constraints in I € 7.

The following lemma shows that we can reduce the problem of bounding sensitivity to that of bounding
swap sensitivity.

Lemma 2.3. For any family of algorithms .4 and family of CSP instances Z, we have
1
Sens(A,Z) > §Swa pSens(A,T).

Proof. Let A € A be an algorithm that attains Sens(A,Z). Forany [ = (V,E, X, {Rc}ecr) € I, e € E,
and R C Yl°l, we have

EMD(A(I), A(I¢1)) < EMD(A(I), A(I — €)) + EMD(A(I — e), A(I°" 1)) < 2Sens(A, T).
Hence, we have

SwapSens(A,7Z) < max SwapSens(A, ) < max EMD(A(I), A(I¢ 1)) < 2Sens(A, 7). O
Iel I€Z,ecE,RCX el

3 Sensitivity-Preserving Reductions

The PCP framework can be viewed as a sequence of reductions between CSPs. Therefore, it is useful to
introduce a template for the reductions that we will use throughout our analysis.

Definition 3.1. Let Z be a family of CSP instances on the same underlying hypergraph and domain. Let 77
be a procedure that transforms a CSP instance I € Z to another CSP instance I, and let T, be a (possibly
randomized) procedure that transforms an assignment ¢’ : V' — ¥ for I’ to an assignment o : V — X
for I (T,, might depend on I). For ¢,s,c¢,s' € [0,1] and C;,C, > 0, we say that the pair (77,7,) is a
(c,s,c, 8, Cr, Cy)-sensitivity-preserving reduction for Z if the following holds:

1. If opt(I) > ¢, then opt(I’) > (.

2. If a (possibly random) assignment o’ for I’ satisfies E[val;/(o”’)] > s/, then the assignment o =
T,(o’) satisfies E[val;(o)] > s.

3. Let I, I € T be two CSP instances. Then, we have SwapDist(T;(I), T7(I)) < Cy - SwapDist(I, I).
In particular, this implies that 77 generates CSP instances on the same underlying hypergraph and
domain forany I € 7.

4. Let I,I € T be two CSP instances and let o/, &’ be assignments for 77 (I) and T;(I), respectively.
Then, we have EMD(T, (o), T,(6")) < C, - EMD(o”, &").



Lemma 3.2. Let 7 be a swap-closed family of CSP instances on the same underlying hypergraph and the
same domain. Suppose that there exists a (¢, s, c, s', C1, Cy)-sensitivity-preserving reduction (77, T, ) for
Z. Then we have

SwapSens, . (SwapClo(Z')) > SwapSens, ((Z),

1Yo
where 7' = T1(Z) .= {T7(I) : I € T}.

Proof. Let A’ be an algorithm that attains SwapSens, ,(SwapClo(Z’)). Then, we design an algorithm
A for T using A’ as follows: Given an instance I = (V,E, X, R) € Z, we construct an instance I’ =
(V',E',3'|R') = Ty(I). Then, we run the algorithm A’ on I’ to obtain a (possibly random) assignment
o' : V' — ¥/ for I'. Then, we output an assignment o = 7, (o) for Z.

We analyze the approximation guarantee of A. Suppose opt;(I) > c. Then by Item | of Definition 3.1,
we have opt(I’) > ¢. Hence, the output assignment o’ satisfies Eval(I’,o’) > s’. By Item 2 of Defini-
tion 3.1, we have that Eval(I, o) > s.

Now, we analyze the swap sensitivity of A. Let I, I € T be two CSP instances with swap distance one.
Then by Item 3 of Definition 3.1, we have SwapDist(I’, I') < C} - SwapDist(I, I), which implies that

EMD(o',6") < Cr - SwapSens(A’, SwapClo(Z')) = Ct - SwapSens,, ./ (SwapClo(Z')).

By Item 4 of Definition 3.1, we have EMD (T (0”), T5(6")) < C1Co -SwapSens,, o (SwapClo(Z')). Hence,
we must have SwapSens,, ., (SwapClo(Z')) > SwapSens, ((Z)/(C1Cy). O

4 Lower Bounds for E2LIN

Let Ry, Ry € Z3 be binary relations over Zs such that (a,b) € Ry if and only if a + b = 0 (mod 2) and
(a,b) € Ryifandonly a +b =1 (mod 2), respectively. Then, we define E2LIN as the CSP over Zy where
only Ry and R; are used to define the constraints. Also, let E2LIN, s be the special case of MaxCSP,. g,
where the instances are restricted to those of E2LIN. In this section, we establish a sensitivity lower bound
for E2LINy 11 /2,,, which we will later amplify using the PCP framework.

Let Z,, denote the set of all E2LIN instances (V, E, Z2, R) such that the graph (V, E) forms a cycle on n
vertices. Note that Z,, is swap-closed. Let .4 denote the set of randomized algorithms such that the expected
number of errors on satisfiable instances in Z,, is at most half. We show the following lower bound.

Lemma 4.1. For any even integer n > 4, we have SwapSens(A,Z,) = (n). In particular, we have
SwapSensl’l_l/Qn(In) = Q(n)

Proof. Let A € A be the algorithm that attains SwapSens(.A,Z,). Consider an instance I = (V =
(v1,...,0n), E,Zo,{Re}ecr) € I, such that R, = R; for every e € E. Note that [ is satisfiable and
any assignment violates an even number of constraints in /, and hence A must output a satisfying assign-
ment on / with probability at least 3/4 (otherwise, the expected number of errors is more than 1/4-2 = 1/2).
Note that there are only two satisfying assignments 01,03 : V' — Zg for I. Without loss of generality, we
can assume that they are of the following form:

(v3) 0 <isodd, (v3) 1 4isodd,
g1\0;) = oolv;) =
e 1 4iseven, e 0 <¢iseven.

Let e = (vy,/2,Vp/2 + 1) and €’ = (v,,v1) and consider an instance I = 1e¢Foe’Ro_ A T is also
satisfiable, A must output a satisfying assignment on I” with probability at least 3/4. Note that there are



only two satisfying assignments &1,2 : V' — {0, 1} for I. Without loss of generality, we can assume that
they are of the following form:

iisoddandi < mn/2,
iisevenandi < n/2,
iisoddandi >n/2+1,
iisevenandi > n/2 + 1,

iisoddand i < n/2,
iisevenandi < n/2,
iisoddandi >n/2+1,
iisevenandi > n/2 + 1.

o1(v;) = aa(vy) =

o = = O
= o O

For every i, j € {1,2}, we have Ham(o;,5;) > n/2. Hence, we have

SwapSens(A,Z,) >

EMD(A(I),A(I)) 1 11
_2(

n
. 1—=—=).2—qam). O
SwapDist (7, I) 4 4) 2 ()

S PCPs and Sensitivity

In this section, we show a sensitivity lower bound for a problem called LabelCover, which is a special case
of CSPs.

Definition 5.1. An instance of LabelCover is a tuple I = (U, V, E, Xy, Xy, R = {Re}eck), where (U U
V, E) forms a bipartite graph, X7, Xy are finite domains, and each relation R, C ¥;, X Xy is a projection.
Here, a projection refers to a relation of the form R, = {(a, ¢c(a)) : a € X7} for some map ¢, : Xy — Xy
For1 > ¢ > s > 0, we define LabelCover, ; as the problem that, given a label cover instance I with
opt(/) > c, the goal is to find an assignment o for I with val; (o) > s.

The goal of this section is to show the following:

Theorem 5.2. There exist universal constants ¢, > 0 and d, k > 1 such that any algorithm for LabelCover; ;_.
on a bipartite graph of maximum degree d and a domain of size k has sensitivity Q(n°).

As we discussed in Section 1.1, the proof of Theorem 5.2 consists of four steps: Degree reduction,
expanderization, gap amplification, and alphabet reduction. We discuss these four steps in Sections 5.1
to 5.4, respectively. Finally, we prove Theorem 5.2 in Section 5.5.

5.1 Degree Reduction

In this section, we introduce a transformation that reduces degrees of vertices in the underlying graph of
a CSP instance. Recall that, by Lemma 2.1, there exist universal constants Ao < dp such that (n, dy, \o)-
expanders can be explicitly constructed in polynomial time. Let I = (V,E, %X, R) be a d-regular CSP
instance with m = |E'|. We consider the following procedure, called DEGREEREDUCTION, to construct an
instance I' = (V' B/, ¥, R'):

— Replace each vertex v € V by d many vertices to get the new vertex set V'. Denote the set of
new vertices corresponding to v by cloud(v). Each vertex in cloud(v) naturally corresponds with a
neighbor of v from G = (V, E).

— For each edge ¢ € F, place an “inter-cloud” edge ¢’ in E’ between the associated cloud vertices. This
gives exactly one inter-cloud edge per vertex in V. Whatever the old constraint R, on e was, put the
exact same constraint on €’.

10



— For each v € V, put a (d, dy, Ao)-expander on cloud(v) given by Lemma 2.1. Further, put equality
constraints on these expander edges.

We can observe that in this process each new vertex in V'’ has degree exactly equal to dy + 1. Thus we
have created a (dy + 1)-regular graph, as desired. Also the number of newly added edges is equal to
Y owev ddo/2 = do >, d/2 = dom, and hence m’ = (dp + 1)m. Note that the domain X does not
change and in particular ¥’ = Y. A depiction is given in Figure 1.

cloud(v)

(a) Vertex v prior to DEGREEREDUCTION. (b) cloud(v) after DEGREEREDUCTION.

Figure 1: DEGREEREDUCTION on a vertex v with d = 4. The intra-cloud edges represent an expander with dy = 2.

We now show how the sensitivity bound translates through the transformation.

Lemma 5.3. Let Z be a swap-closed family of binary d-regular CSP instances over X and let 7/ =
DEGREEREDUCTION(Z). Then for any £ > 0, we have

SwapSens; ;_/(SwapClo(Z')) > d - SwapSens, ; _.(Z),
fore’ :=¢/C, where C' > 0 is a universal constant.

We note that this process indeed increases the sensitivity lower bound, which is crucial for offsetting the
sensitivity decrease in the gap amplification and alphabet reduction steps.

Proof of Lemma 5.3. Let [ = (V,E, 3%, R) € Zand I' = (V', E’, ¥, R’) = DEGREEREDUCTION(Z). We
consider an algorithm T}, that, given an assignment o’ : V/ — ¥ for I’, constructs an assignment o : V — 3
for I by setting o(u) = o’(u’), where u’ € V' is a vertex sampled from cloud(u) uniformly at random.

We show that the pair (DEGREEREDUCTION, T, )isa (1,1—¢,¢ =1, =1—-¢',C; =1,C, = 1/d)-
sensitivity-preserving reduction, from which the claim follows. As the analysis for ¢ = 1 and C; = 1 is
obvious, we analyze s’ and C,, below.

Let o’ be an assignment for I’ with Evaly/ (o) > 1—¢’ = s'. Our goal is to show that Eval; (o) > 1—¢.
We condition on 6/ = ¢’ and aim to show that E[cost;(o)] < C - E[cost;/(0”)]. We then obtain the result
by unconditioning o’.

For a vertex u € V, let us define S“ to be the set of vertices in cloud(u) on which o’ disagrees with
o(u). Suppose e = (u,v) € E is one of the edges in [ that are violated by o. Let ¢’ be the corresponding
inter-cloud edge in E’. The key observation is that either o’ violates the edge ¢’ or one of the endpoints of

11



¢’ belongs to S* or S”. Thus we have

Ecost;(o) -m < E |costy(o')m’ + Z |S“[|.
ueV

It follows that either

a) Ecosty(o’)-m' > Ecost;(o) - m/2, or
b) > .cv E|S"] > Ecost;(a) - m/2.

In case a), we obtain
/s Ecost;(o) -m _ E cost; (o) - m/
- 2 2(dp + 1)

Hence, we have E cost;(o) < C - E costy/(0”) by setting C' > 2(dp + 1).
To handle case b), for each label a € 3, let C* = (¢/)~!(a)Ncloud(u) be the set of vertices in cloud(u)

that are labelled a by ¢’ and p¥ = ‘dﬁg('u)‘ be its fraction. Then, note that

costy(0’) - m

E|S"| =) pilcloud(u) \ C¢| = |cloud(u)| - Y} pir(1 - pi),

a€Y aEX

where the first equality follows as p{; is the probability that we choose label a as our label for o, and hence
every vertex in cloud(u) \ C¢ differs from the label given to o. Note that every edge between C;/ and C}’
for a # b is violated by ¢’ because they are all labelled with “equality” constraints. Then by the fact that the
cloud is an expander, there exists a constant ¢ > 0 that is determined by dy and Ay such that the number of
edges in cloud(u) violated by o’ is at least

¢ R up _ @lcloud(v)| . fou u
23 minfjcz). elond(u)\ C21y = AL S ingpr 1 - )
acX a€Xx
¢|cloud(u)| u w_ P qu
> PO ) =2 :
> = > Pa(l—py) =S EIS"]

a€y

Therefore o’ violates at least the following number of edges:

costy (o) -m’ > g Z E|S"|
ucV
- ¢pEcost;(o)-m
- 4
¢ Ecosty(o)-m/
4(do+1)

(since we are in case (b))

Hence, we have E cost; (o) < C - costy/(o’) by setting C > 4(dy + 1) /.

Next, we analyze the value of C,. Let I, I € Z be CSP instances and let I’ = DEGREEREDUCTION (I)
and I’ = DEGREEREDUCTION(I). Let o/,6" : V' — X be assignments for 7, 7', respectively. Let
7 € Il(0’,6") such that EMD(0”, 6') = E(,/ 5/)~r Ham(c’,&’). Then, we have

EMD(s,6)< E Y TV(o(u)|d',6(u)|&)

A
(@0~ ey

12



|(6) "L (a) Ncloud(u)|  [(6")~(a) N cloud(u)|

=B >

(o".5)~r b 2 55, |cloud ()| |cloud(u)]
1 -
=L B Y ) # )
(07,6 )~m weV!
EMD(o’, 6’
- (O‘l’ %) O

Hence, the choice C, = 1/d satisfies Item 4 of Definition 3.1.

We will need a variant of Lemma 5.3 in the alphabet reduction step, which we discuss below. First, we
note that DEGREEREDUCTION can be extended to non-regular instances by introducing deg(v) copies of
each vertex v € V. Note that the resulting graph is (dy + 1)-regular.

Marked CSPs. A marked CSP instance I = (V,E,%,R,S) consists of a CSP instance (V, F, ¥, R) and
a set of marked vertices S C V.

For a marked CSP instance I, we measure the sensitivity of an algorithm A using marked vertices only.

Specifically, we define

Sens(4, 1) = max Ham(A() |5, A(I = ¢) |s),
where for an assignment o : V' — X, o|g : S — X is a restriction of o on S. Then, we can define other
sensitivity-related notions for marked CSP instances using the definition above.

For a marked instance I, we define DEGREEREDUCTION(]) as a marked instance (V', E', %, R/, S"),
where (V', B, %, R') = DEGREEREDUCTION(I) and S’ = [J,.gcloud(v). We can define the swap-
closed property and the swap-closure for a family of marked instances naturally. The proof of Lemma 5.3
gives the following:

Corollary 5.4. Let Zbea swap-closed family of binary marked CSP instances over 3, where every marked
vertex has degree at least d, and let 7 = DEGREEREDUCTION(Z). Then for any £ > 0, we have

N

SwapSensLl,E/(SwapCIo(i’)) > d - SwapSens; ;_.(Z),

fore’ :=¢/C, where C' > 0 is a universal constant.

5.2 Expanderization

In this section, we introduce a transformation that makes the underlying graph of a CSP instance into an
expander. This subroutine, called EXPANDERIZATION, is simple. Given a binary d-regular instance / on
n variables, we just superimpose an (1, dy, Ag)-expander given by Lemma 2.1. (This may lead to multiple
edges.) On each edge of the expander we simply put a trivial constraint, i.e., a constraint that is always
satisfied. A depiction can be seen in Figure 2.

Let us now record some parameters of G'. The new graph is regular with degree d + dy and the new
number of edges is n(d+dp) /2. Also, the new constraint graph is indeed a constant degree expander because
the new A’ is at most d + Ao < d + dp by Lemma 2.2. Note that domain X does not change and so ¥’ = X..

We now show how the sensitivity bound translates through the transformation.

13



(a) G before EXPANDERIZATION (b) G after EXPANDERIZATION

Figure 2: A graph G before and after EXPANDERIZATION. The edges of the exapnder are marked in red.

Lemma 5.5. Let Z be a swap-closed family of binary d-regular instances of a CSP over X, and let 7/ =
EXPANDERIZE(Z). Then for any € > 0, we have

SwapSens; ;_./(SwapClo(Z’)) > SwapSens; ; . (Z)
for e’ :=¢/C, where C' > 0 is a universal constant.

Proof. Let I = (V,E,3%,R) € ZTand I' = (V,E',¥,R') = EXPANDERIZE(Z). We consider a trivial
algorithm T, that, given an assignment o’ for I’, outputs o = o’ as an assignment for 1.

We show that the pair (EXPANDERIZE, T,) isa (1,1 —¢,d = 1,8 = 1-¢,C; = 1,C, = 1)-
sensitivity-preserving reduction. Then the claim follows by Lemma 3.2. As the analysis for¢’ = 1, C; = 1,
and C, = 1 is trivial, we analyze s’ below. Let o’ be an assignment for I’ with Eval; (6/) > 1 —¢' = ¢'.

Then we have
dm/’

d+ d()'
Hence, we get E cost;(o) < em by setting C' > d/(d + d). O

g'm’ > Ecosty/(o) - m' = Ecost;(o) - m = E cost; (o) -

5.3 Gap Amplification

In this section, we consider amplifying the gap between the completeness and soundness. Here, we use the
transformation based on graph powering, introduced by Dinur [Din07].

5.3.1 Graph Powering

Let ¢ be an integer and [ := (V, E, X, R = {Rc}.cr) be a CSP instance, where the graph G = (V, E) is an
(n,d, X)-expander. We construct a new instance I’ := (V, E', ¥, R’ = {R.}cck), where the constraint R,
for e € E is a subset of 1Hd++d" s yiltd++d’ A¢ G is d-regular, for any vertex v € V, the number of
vertices at distance at most ¢ from v is at most 1 +d + - - - + d’. In any assignment o’ : V — sltdttd’ for
I’, we will think of each vertex v € V as having an “opinion” about what the value of each vertex w € V'
at distance < ¢ should be; which is ¢’(v),,. Roughly, the constraints will state that if the edge (a, b) is of
distance < ¢ from u and v then the assignment (o’ (v)4, 0/ (w)y) satisfies the constraint Ry,. As each vertex
now is required to answer correctly on all constraints within radius ¢, this should blow up the gap by O(t).
It will be convenient to define the edges E’ and the constraints { R, }.c g by the following process:
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1. Describe a distribution over edges e € E’ and corresponding constraints R..

2. View this distribution as a weighted graph, where edges have rational weights w, depending on d, | X,
and t.

3. Introduce copies of the constraint R, where the number of copies is proportional to we.

In particular, the distribution will be useful for analyzing the change in the gap and the sensitivity. In order
to describe this distribution, we will make use of following two types of random walks.

— Before Stopping Random Walk (BSRW). Pick a random vertex v € V to be the start vertex. Repeat
the following: Choose a random neighbour of the current vertex, and move to that vertex, and halt
with probability 1/¢.

— After Stopping Random Walk (ASRW). Let v be a given start vertex. Repeat the following: With
probability 1/¢ halt. If we did not halt, pick a random neighbour of the current vertex, and move to
that vertex.

We now describe the gap amplification step, which is by a reduction known as POWERING. Given an
instance [ = (V, E, X, R = {Rc}ccE), the set E’ and the constraints { R, }.c g of the instance I’ that we
are constructing are defined by the following distribution:

— FE’: Pick arandom vertex v. Perform an ASRW from v, ending at some vertex w. If the length of this
walk is greater than B := 10t log | Y|, then do nothing. Otherwise, add an edge (v, w) to E.

— Rl: Lete = (v,w) be the edge defined in the previous step. We describe the constraint R.: for each
edge (a, b) traversed in the ASRW used to define e, if dz(v,a) < t and dg(w,b) < t, then add the
constraint (0”(v)g, 0’ (w)p) € Rap to RY,,,.

We note that the probability that an edge e = (v, w) is chosen in the above distribution is a multiple of
1/(n(dt)?) and we can view the distribution as a weighted CSP instance, where each weight w, is a multiple
of 1/(n(dt)?). Then, we output the CSP instance I’ obtained by copying each constraint n(dt)?w.-many
times. Note that the underlying graph of I’ is D := (dt)P-regular.

It remains to show that the gap increases by O(t). Although the sensitivity lower bound decreases by D
here, we will later offset this by applying degree reduction.

Lemma 5.6. Let Z be a swap-closed family of binary instances of a CSP over X such that the underlying
graph is an (n, d, \)-expander, and let Z/ = POWERING(Z). Then for any e = O(1/t), we have

1
SwapSens; ; (SwapClo(Z')) > 3D SwapSens; ;. (Z),
for t
D:=(dt)?, B:=10tlog|S|, and & := ClzfE

where C > 0 is a universal constant.

Let] = (V,E,X,R) € Zand I' = (V,E', ¥, R') = POWERING(Z). We design an algorithm 7, that
extracts a solution o for the original instance I from an assignment o’ : V' — X for I’. This will be done by
another probability distribution, using a random walk and truncating probabilities. Fix a vertex v € V and
consider the following: perform a BSRW starting from v, conditioned on this walk ending within ¢ steps.
Let w be the final vertex. This gives a probability distribution x,, : ¥ — R over opinions ¢’(w),, of what v’s
value should be. That is, w contributes the value o’ (w),, towards what v’s value should be, weighted by the
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probability of ending at w in ¢ steps given that we started at v. Then, we consider the fruncated distribution
(s, which is defined as

py(a) = [Mv(a) ~ ﬁh
T Shen [®) — ],

In particular z}(a) > 0 only if p,(a) > 1/(10|X]). The value of o(v) is drawn from the distribution
(k. Our goal is to show that the pair (POWERING, T, ) is (1,1 —¢,d/ = 1,8 =1-¢',C; = D,C, = 8)-
sensitivity-preserving reduction, where £’ is as in Lemma 5.6. Then, Lemma 5.6 follows by Lemma 3.2. The
analysis for ¢’ and C7 is clear, and hence we focus on analyzing s” and C,, and discuss them in Sections 5.3.2
and 5.3.3, respectively.

5.3.2 Sensitivity Increase in the Recovery Procedure
In this we section, we show the following:

Lemma 5.7. The choice C,, = 8 satisfies Item 4 of Definition 3.1.

Proof. Let I € T be an instance and I’ be the new instance after POWERING. Let ¢’, 5’ be two assignments
for I’ with Ham(o’,6’) = 1. For v € V, let p,, f1,, be the distributions constructed as before from ¢’ and
&', and similarly for p, fi. Let o, & be assignments for I constructed from o/, &', respectively. We have

EMD(0,5) < 3 TV(0(0),6(v) < 3 llul — sl

veV veV

Let Ay = ) cx [Nv(a) - ﬁ]+ and 4, = D aes [/lv(a) - ﬁkr Let 0yq = flo(a) — po(a).
Note that A, > 9/10, A, > 9/10 and

B o S T Rt
<>

1 ] [ 1
Hv Mv(a) + 5v,a - :|
2 [ T 0 o)

<Y 1bval = Mo — fiol- )

aeXx

Then, we have

Iy — il = ol ;UloTzL ) [wa); .

acy

(@ = el ] (@) + 600 — ol




(Av + H:uv - ﬂv”l) : [,Uv(a) - ﬁ — Ay - [ﬂv(a) + 51),61 - ﬁj|+

(by (2))

100)~ ]~ @) + S~ ]

<> v

litw = il - [1o(@) = by,

++Z

acx v a€EY AvAv
< Za&% ‘51},& + | 14 ~ fioll1
Ay Ay
< Ay — fipl|1- (since A, > 9/10.)

Let w € V be such that o’ (w) # &'(w) and let p,_,, be the probability that we reach w from a vertex v € V
in the BSRW. Note that w contributes by 2p, s, to the value of ||, — fiy||1. Then, we have

ZH/LZ_[‘;Hl§4Z‘|Mv_ﬂv”1§82pv%w:8 O

veV veV veV

5.3.3 Gap Analysis

We now prove that the gap increases significantly when ¢ is large (but still constant).
Lemma 5.8. Suppose ¢ = O(1/t). Then, the choice s’ = 1 — ¢’ satisfies Item 2 of Definition 3.1 for

, t

CTCRF

&,

where C > 0 is a universal constant.

Suppose o’ : V — N1tdt+d gatisfies valp (0') > 1 — & = §'. Our goal is to show that Eval;(¢) >
1 —e. We can handle the situation that we have a random assignment o’ for I’ by the conditioning argument
as in the proof of Lemma 5.3.

Let o be the extracted assignment and let F,, C F be the set of edges in G = (V, E) whose constraints
are violated when o = 0. We relate the expected number of constraints violated by o to the number
constraints violated by ¢’ using the notion of a “faulty” step in the ASRW.

Definition 5.9 (Faulty step). For an assignment o : V' — %, a o-faulty step in the ASRW defining an edge
¢/ = (x,y) € E' is an edge (u,v) € F along this path satisfying

() (u,v) € Fy
(i) dg(z,u) < tando'(x), = o(u)
(iii) dg(y,v) < tando’'(y)y, = o(v)

We further define a step to be o-faulty™ if

1. the step is faulty,
2. the number of steps in the overall walk is at most B.
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Let N, and IN be the numbers of o-faulty and o-faulty* steps, respectively, in the ASRW with respect.
Let S be the total number of steps. By definition, we have N = N, - 1[S < B]. We will use this to bound
¢’ as follows

o H(u,v) € B : (o'(u),0'(v)) € R\, }| , , . E[N;
> W = 65’11;,[0 violates R.] > Pr[N; > 0] > m, 3)

€

where the final inequality follows by the second moment method. Let F' := E F,,. We will later show the
following two lemmas.

Lemma 5.10. The following holds:

tF
N>~
EIN:] 2 To00mm
Lemma 5.11. The following holds:
1 tF 22 o
N < (14— ) =+ ((2d+ 1)F + F?).
E(( a)]_< +1_A/d> —+ 524+ )F + F7)

Proof of Lemma 5.8. Suppose the first term in Lemma 5.11 is smaller than the second term. Then, we have
1 tF o 2t? _
1+ —— |- — < = ((2d +1)F + F?
< +1—)\/d> m mQ(( +UF+F)
1 2t _
& (1 + ) < E((2d+ 1)+ F)

1—\/d
1 C2d+1
1—x/d ‘

1
= t >— 11
E cost; (o) T < + -
This is a contradiction from the condition that E cost; (o) = O(1/t) (by choosing the hidden constant to be
small enough).
Now, the first term in Lemma 5.11 is larger than or equal to the second term. Then combining Lem-
mas 5.10 and 5.11, we obtain from (3)

J> B 1 LE|Fy| > tEcost14(0'),
o |2 160028 (14 ) ™ Izl
where C' > 0 is a large enough constant. By setting ¢’ = ¢/(C|%|*) - &, we obtain E cost; (o) < e. O

We will use the following fact in order to analyze N,-.

Fact 5.12. Consider an ASRW in a graph G, conditioned on there being exactly k u — v steps. Let x, y be
the initial and final vertices of the walk. Then = and y are independent random variables, where x (resp.,
y) is distributed as a BSRW from u (resp., v).

Proof of Lemma 5.10. We first bound N,. Consider conditioning o = o and let (u,v) € F, be a violated
edge. Then, we have

E[N,] = E[# o-faulty u — v steps]
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= Z E[# o-faulty u — v steps | exactly k u — v steps] - Pr[exactly k u — v steps]
k>1

= Z kPrlu — v step is o-faulty | exactly k u — v steps] - Pr[exactly k u — v steps], 4)
k>1

where the last equality holds because either all w — v steps are o-faulty or not.

Claim 5.13. We have

1
Pr[u — v step is o-faulty | exactly k u — v steps] > 400[32

Proof. Suppose that the ASRW makes exactly k u — v steps. As (u,v) € Fy, this step is faulty if (ii) and
(iii) hold. As x and y are independent by Fact 5.12, we have Pr|[(i7) and (¢i7)] = Pr[(i7)] - Pr[(¢i7)] and

as Pr[(ii)] = Pr|[(zi7)], it is enough to show that Pr[(i7)] > ﬁ. Let « be a random vertex generated by
taking a BSRW from w, and let £ be the number of steps of the walk. Then by Fact 5.12,

Pr[dg(u,x) < tand o' (z), = o(u)]
= Pr[dg(u,z) < tand o' (), = ( )|£<t] Pr[e < t]
=Pr[o’(z), =o(u) [£<t]-P

> % ‘Prlo’(x)y = o(u) | £ < t]

pu(o(u))
2

1
> )
= 203

where the first inequality holds because the BSRW halts within ¢ steps with probability 1—(1—1/¢)t > 1/2,
the last equality holds because the distribution on « is precisely pu,, — take a BSRW from u, conditioned
on stopping within ¢ steps, and the last inequality holds because o () is in the support of ), which implies
that pu, (o (u)) > ﬁ. O

By the claim above, we have

t

k
4)>3" o Prlexactly k teps] = ————
4) > 2 0[5 rlexactly k u — v steps] S00[S 2’

where the last equality follows because each step is equally likely to be one of the 2m possibilities and the
expected total number of steps is ¢. Hence, we have

tFo
Ny| > ——5—
ENo] = goorsEm
and uncoditioning o, we have ~
tF
Ng| > ——r—.
E[No] 2 800|%|2m
Next, we bound V. Note that

E[N;| = E[N; - 1[S < B]] = E[No - (1 - 1[S > B)]|
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=E[Ns| — E[Ns - 1[S > B|]

tF
>———— —E[N,-1[S > B]|, 5
We can bound the second term as

E [Ny -1[S > B]] =Pr[S > B]-E[N, | S > B] = <1—1>B-E[NU|S>B]

B F
ZGXP<—(ee_1)t)-E[S|S>B]-m (by e™® <1 — =Ly forz € [0,1])
eB F
P < (e — 1)t) (B+1) m
F
D W - (20t log [X]) - m
- tF ( ing | is | h)
—_— assumin is large enou
= 1600[S2m’ & ge cnous
Finally, by (5), we conclude that ~
tF
EN;] > ———— O

ol 2 1600|X2m
To prove Lemma 5.11, we use the following result, which states that the second moment of Fy is not

too large compared to its first moment.

Lemma 5.14. We have o
E|F,)? < (2d+ 1)F + F2.

Proof. For an edge e € F, let X, be the indicator of the event that o violates the constraint (e, R, ), and let
pe = E X, be the probability of the event. For two edges ¢, f € F, we write e ~ f to denote that they are
incident. Note that X and X are independent if e 7¢ f. Then, we have

E|F,]>=E <2X6>2

eck

—EY X:+E Y 6 XX;+E Y 6 X.X;
eck e,feE: el f e,feE:e~f

2
SE\FaH(EZXe) + Y max{p.,ps}

eck e,feE:e~f

<E|Fs|+ (B|F|)> +2d)_ pe
eclE

(2d+ 1) E |F,| + (E|Fs|)*

<
< (2d+1)F + F2. O

Proof of Lemma 5.11. Although the proof is similar to that of Lemma 5.2 in [Din07], we need to account
for the fact that o is a random variable.
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Consider conditioning on o = o. Let S; be the indicator random variable which is 1 iff the i-th step
of the ASRW is in F;, and let M = Z;’il S; be the number of steps of the ASRW that were within F,.
Then, we have

E((N;)’] <E[M’] = i E[SiS]]
< QiPr[Si =1]-) Pr[S;=1]8;=1]

=23 Pr[S;=1][Pr[Si=1|8i =1+ Pr[S;=1]8; =1]
i=1 >

=2 Pr[S;=1][1+> Pr[S;=1|8;=1]
i=1

j>i
Now,

Pr[S; = 1| S; = 1] = Pr[The ASRW takes j — i more steps] - Pr[(j — 7)-th step is in F,]

N AN
<(1-= Fely (2
(-3 (50 )
by Proposition 5.4 of [Din07]), as G is a (n, d, A)-expander.
Substituting this into the previous bound, we have

/=1
<2iPr[S~—1] 1+(t—1)@+i A)“ Since 1 1/t < 1)
o ' m — d
S t| Fo| 1 |
SQ;PT[SZ':H <1+ - +1_A/d> (Since A < d)
t| Fo| 1
=2(1 M
<+ m +1—)\/d>E[ )
<21+ ‘Fcr’_i_ 1 t’FU’
m  1-M\d) m

By unconditioning o, we obtain

1 tF o 2t?
N <214 —0) - — Fo|?
BN <2 (1+ 577 B
1 tF 2t _
< {14+ —r ) —+5((2d+1)F + F? by L 14
<(1+15) o (e F + ), (by Lemma 5.14)
which completes the proof. O
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5.3.4 Sensitivity Recovery

The gap amplification step decreases the sensitivity bound by D = (dt)?, but we can offset it by combining
it with degree reduction:

Lemma 5.15. Let Z be a swap-closed family of instances of a binary CSP such that the underlying graph is
an (n, d, \)-expander, and let Z/ = DEGREEREDUCTION(POWERING(Z)). Then for any e = O(1/t), we
have
SwapSens,; | ./(SwapClo(Z')) > (SwapSens, ;_.(T)),
for
! . t
g = P .

67
where C > 0 is a universal constant.

Proof. The claim follows by combining Lemmas 5.3 and 5.6 and noting that every instance in POWERING(Z)
is D-regular, where D is as in the statement of Lemma 5.6. O

5.4 Alphabet Reduction

The previous step leaves us with a set of constraints over an alphabet of size \Z|1+d+"'+dt. In this section,
we introduce a procedure ALPHABETREDUCTION which decreases the alphabet size while preserving the
gap, and not decreasing the sensitivity by too much. This procedure is identical to the construction of
Dinur [Din07]. Our contribution is a new procedure T, which recovers an assignment to the instance
prior to ALPHABETREDUCTION from the instance after. This new procedure will allow us to show that
(ALPHABETREDUCTION, T},) is a sensitivity-preserving reduction.

We begin by recalling the ALPHABETREDUCTION of Dinur. The heart of which is the sub-routine
ASSIGNMENTTESTER, which will be ran on each edge of the original instance.

5.4.1 Assignment Tester
We say that two assignments = € {0,1}* and y € {0, 1}* are 6-far if Ham(x, ) > 6 - k.

Lemma 5.16 (Assignment Tester [Din07]). There is a reduction which takes as input a Boolean circuit C' :
{0,1}* — {0, 1} over Boolean variables X and outputs a binary CSP instance I := (X UT, E, ¥y, R) over
Boolean variables X and an additional set of variables 7" over an alphabet of size |¥o| < 26. Furthermore,
for every assignment o € {0, 1}%:

— If C(«) = 1, then there exists 3 € 23 such that (o, 3) satisfies every constraint in I, otherwise
— If a is §-far from every o* € {0,1}* for which C(a*) = 1, then for every 8 € XT, at least a /48
fraction of the constraints of I are falsified by (a, 3).

As it will be pertinent to our analysis, we recall the construction of the ASSIGNMENTTESTER, run on a
Boolean circuit C with input variables X .
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Variable Introduction. We construct the sets of additional Boolean variables Y and Z as follows:

1. Arithmetize the circuit C as a set of quadratic equations P such that C'(z) = 1 if and only if P(z) =1
for every P € P. To do so, we introduce, for each gate g in C, a new Boolean variable y,. Let Y be
the collection of all y, variables introduced. As well, we add the following quadratic constraints to
P: for every gate g in C' with children g;, g2, we add one of the following constraints:

— If g = A yg,94, — yg = 01if g1, g2 are the children to g.
— Ifg=V:yg + Ygo +Yq1Yg. — Yg = 0if g1, g2 are the children to g.
— Ifg=—:yy +yy—1=0if gy is the child to g.

For the remaining pairs (g;, g;) and triples (g;, 95, gx), With ¢ > j, k, for which we have not introduced
a constraint, we add a trivial constraint which is always satisfied. Let & := |X|+ |Y| = | X| + |C],
where |C'| denotes the number of gates in the circuit C'.

2. Introduce sets of variables L € {0,1}* and Q € {0,1}**, and let Z = L U Q. These variables will
purportedly represent the Hadamard encoding L of an assignment o € {0, 1}**“Y" and the Hadamard
encoding of a ® a. We will think of L as a table indexed by strings s € {0, 1}* such that L(s) =
Z?Zl sic;, and similarly for @; thatis, Q(t) = >, <; ;< tijaucy for t € {0, 1+

In total, Y U Z contains O(k) + 25(*+1)_many Boolean variables.

Constraint Introduction. The purpose of the set of constraints that will be introduced is to verify that an
assignment to the variables {0, 1}X“YYZ encodes a satisfying assignment to the circuit C. We will describe
the constraints using a probabilistic language, where each edge e that is introduced will have an associated
weight. Furthermore, the edges will initially be hyperedges (involving up to 6 variables); they will be
reduced to regular edges in the sparsification step below. We will construct a weighted instance I := (X U
Y U Z FE, {0,1},R), by populating the edge set £ and constraint set R. Every time we “introduce a
constraint” we add an edge to F and a corresponding constraint R, to R. We will then normalize the
instance by adding copies of each edge e € E proportional to their weight to obtain the final instance.

1. Verify that L is a Hadamard code (of some assignment in {0, 1}*): Sample z,y ~ {0, 1}* and check
that L(z) + L(y) = L(x + y); that is, we are running the BLR Linearity test [BLR93] on L. That is,
for every x,y € {0, 1}* we introduce a constraint which accepts iff L(x) + L(y) = L(x + y), with
associated weight wy = 272,

2. Verify that ) is a Hadamard code (of some assignment in {0, 1}k2): For every z,y € {0, 1}k2, intro-
duce a constraint which accepts iff Q(z) + Q(y) = Q(z + y), with associated weight wy := 272+,

3. Verify that L and @ encode the same assignment: Let SELFCORRECT(L, x) be the procedure which
samples 2’ ~ {0, 1}* and outputs L(x +2') — L(z'). In this step we sample ,y ~ {0, 1}* and check
whether

SELFCORRECT(L, ) SELFCORRECT(L, y) = SELFCORRECT(Q,x ® y).

That is, for every z, vy, 2’,7 € {0,1}* and ¢ € {0, 1}k2, we introduce the constraint

(L(z+2') = L(a") (Lly + ) — L(y)) = Qz @ y + q) — Q(q),

with weight wg := 2~ (4k+k?),
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4. Verify that the assignment that is referred to by L and @) satisfies the circuit C: Sample r ~ {0, 1}|P|
and let sg € {0,1},s € {0,1}*,¢ € {0,1}*" be such that

k
Y rpP(z)=s0+ Y siwi+ > tywiag,
Pep i=1 1<i,j<k

and check whether sy + SELFCORRECT(L, s) + SELFCORRECT(Q,t) = 0. That is, for every r €
{0, 1M1, 2 € {0,1}*, ¢ € {0,1}** introduce the constraint

so+ L(s+z) — L(z) + Q(t + q) — Q(q) = 0,

with weight wy := 2~ (CIH%+*) noting that |P| = |C].
5. Verify that the assignment referred to by L and () is the same assignment as encoded by the variables
X . Let e; denote the i*" standard basis vector. Sample i ~ [|X|] and check whether

SELFCORRECT(L, ¢;) = X;.

That is, for every z € {0,1}*, and every 1 < i < |X
each of these constraints by w5 := 27%/|X]|.

, introduce L(e; + ) — L(z) = X;. Weight

We convert this instance I to an unweighted instance by replacing each constraint edge pair (e, R.) of type
(i), for ¢ € [5], with w; N-many copies of it, where N is the least common multiple of 1/wy,...,1/ws.
Observe that each of these constraints depend on at most 6 variables in X U Y U Z. Finally, as we would
like to measure swap sensitivity (rather than sensitivity) we would like to be able to recover any instance
obtained by swapping C for another circuit C' of the same size (encoding a constraint in our instance).’
To accommodate this, let o be the maximum number of times that a specific L(s) or QQ(q) appears in the
constraints obtained from step (4). For every s,z € {0, 1}’“ andt, q € {0, 1}’“2 for which a constraint of type
(4) does not exist, we introduce a trivial (always satisfied) constraint on the variables L(s+ x), L(z), Q(t +
q), Q(q), with multiplicity awyN.
It remains to reduce these to binary constraints.

Sparsification. Let/ = (X UY U Z, E, %y, R) be the instance constructed so far. We reduce these 6-ary
constraints to binary constraints by introducing an additional set of 26-ary variables W := {w, : e € E}.
We replace each pair of edge and constraint (e, R.) belonging to F and R as follows: Let vq,...,v; for
2 <t < 6 be the set of variables on which R, depends. Replace R, by constraints R, ; on (we,v;) for
i € [t], where (a,b) € R.; if b is consistent with a and a satisfies R.. Let [ = (X UT, E, %y, R), where
T:=XUY UZUW, be the resulting instance that we have constructed. This completes our description
of the ASSIGNMENTTESTER.

We record some useful observations.

Observation 5.17. Let C be any circuit on variables X and consider I = ASSIGNMENTTESTER(C'). Then
following hold:

1. The parameters /N and k depend only on the number of gates of C.

2When we apply the Assignment Tester to the constraints of our instance, we will assume that every constraint is encoded by a
circuit of the same size, by taking the maximum.
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2. Replacing C' by any other circuit of the same size on the input variables X will only modify O(N)-
many constraints from (4).

3. Each X-variable has degree D := 3N/|X|, as each constraint in step (5) depends on exactly three
variables and by the sparsification step we replace each such constraint by three binary constraints.

5.4.2 Reduction Procedure

Now, we describe the procedure ALPHABETREDUCTION, building on ASSIGNMENTTESTER. Let I =
(V,E,%,R) € T be a binary CSP instance with n variables. First, we encode the elements of ¥ in binary
by applying the Hadamard code Had : ¥ — {0,1}¢, where ¢/ := 4log|X|; hence each vertex v € V
is encoded by a set X,, of /-many Boolean variables. For each edge e = (u,v) € E we will replace the
constraint R, C %2 by a Boolean circuit C,, : {0,1}?* — {0, 1} such that C,(c, 3) = 1iff there are a,b € X
such that Had(a) = «,Had(b) = S, and (a,b) € R.. Let X, = X,, U X,, be the set of Boolean variables
(encoding the two endpoints of e) on which C depends. Finally, we will assume without loss of generality
that the size of the circuits C, is the same for all e € F by padding. In particular, by Observation 5.17, the
parameters N and k will be the same for every e € F.

To generate the instance I’ := ALPHABETREDUCTION(I), we will feed the circuit C, that simulates
each constraint R, to the ASSIGNMENTTESTER. Let [, = (X UT, E¢, X0, Re) := ASSIGNMENTTESTER(C,).
Define the instance I' := (X' UT", E', %' = 3, R') as X' = U,cp Xe» T' = Upcp Ter E' := e Ee
and R' := J,cp Re.

The goal of this section is to show the following:

Lemma 5.18. Let Z be a swap-closed family of CSP instances and let Z” = ALPHABETREDUCTION(Z).

Then we have
SwapSens; ;_.(Z)

Cr-C, ’

), and &’ > ¢/C for some universal constant C' > 0, and parameter N

SwapSens; ;_.(SwapClo(Z')) >

where C; = N, C, = O(1/log |2
from the ASSIGNMENTTESTER.

Consider the following algorithm T}, which given an assignment ¢’ : V' — 3/ to I, returns an assign-
ment o : V. — X to [ as follows. For each v € V, denote by o’[u] the restriction of ¢’ to the block of
variables which represent u’s label. Then o”[u] is a purported Hadamard codeword on ¢ = 4log |3|-many
bits. Let ¢, be the closest codeword to ¢’'[u]. Consider the “Swiss cheese” S C {0, 1}* obtained from the
hypercube {0, 1}* by removing any point which is within the unique decoding radius (the Hamming ball
of radius ¢/4) of any codeword; an illustration is given in Figure 3. Let d,, = Ham(c'[u], ¢,)) /¢. Note that
du € [0,1/4]. Then, we choose a threshold 7 € [0, 1] uniformly at random (we use this threshold for all
u € V). Then, we set o(u) = a if 49,, < 7, where a € ¥ is such that Had(a) = ¢,. Otherwise, we set
o(u) = r, where 7 is an arbitrary but fixed label in 3. Let y,, be this distribution, where 1, (1) denotes the
first event and 11,,(2) denotes the second.

We claim that (ALPHABETREDUCTION, T,)isa (1,1 — ¢, =1, =1—-¢,C; = N,C, = 8/()-
sensitivity-preserving reduction, where ¢’ = ©(¢). The analysis for ¢’ is obvious. Also, C; = N suffices by
Observation 5.17. Hence, we focus on analyzing C,, and s’ in the rest of this section.

5.4.3 Sensitivity Increase in the Recovery Procedure

We now analyze the sensitivity increase in the recovery procedure 7.
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Figure 3: Conceptual illustration of the “Swiss cheese” S C {0, 1}¢. Vertices of {0,1}¢ which are codewords are
indicated by red circles, and the Hamming balls of radius ¢/4 around each one of them has been removed from {0, 1}*
to form S. The random threshold 7 chosen in the recovery procedure is indicated by the dashed circle.

Lemma 5.19. The choice C, = 8// satisfies Item 4 of Definition 3.1.
Proof. Consider any pair of assignments o/, 5’ : V' — ¥/ such that Ham(o’,5') = 1. As well, let o =
T,(0') and & = T,(5"). Then,
EMD(o,6) < 3 Tv(a(u), &(u)).
ueV

Suppose Ham (o’ [u], 5'[u]) = 1 for a vertex u € V. Let ¢y, &, € {0, 1}* be the closest codewords to o' [u]
and &' [u], respectively. we consider two cases based on whether these codewords are the same.

Case 1. If ¢, = ¢,: Then,

TV(o(w), &) = TV i) = 5 (Ii(1) — (D] + laa(2) — 7(2)])

= M(|Ham(a/[u],cu) — Ham(&'[u], ¢,)| + |Ham(o'[u], S) — Ham (&' [u], S)])

< 6}4 -Ham(o'[u], ' [u]). (By the triangle inequality)
4

i

Case 2. If ¢, # ¢,: As Ham(o’,6’) = 1, this can only occur if o'[u],5’[u] lie on the unique decoding
radius of their respective codewords. Let a,b € X be such that Had(a) = ¢,,Had(b) = ¢,. Then

o(u), o (u) take on values a, b, respectively, with probability at most 1/(¢/4). Then, we have
2 8

‘Sm:[

Hence, the claim follows. O

TV(o(u), 6(u)) < |Prlo(u) =a] — Pr[o(u) = b]
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5.4.4 Gap Analysis

Now we analyze the gap decrease of ALPHABETREDUCTION.

Lemma 5.20. The choice s’ = 1 — &’ for ¢’ = ¢/C satisfies Item 2 of Definition 3.1, where C' > 0 is a
universal constant.

Proof. Let o/ be an assignment to I’ with valy/(¢’) > 1 — €. Let o be the assignment recovered from o’
by T,. Our goal is to show that Eval;(o) > 1 — . We can handle the situation that we have a random
assignment o’ for I’ by the conditioning argument as in the proof of Lemma 5.3.

(Generalizing this argument to the case where ¢’ is a random assignment is straightforward.)

For e € FE, let €. be the probability that o violates the constraint on e. Also, let £, be the fraction
of the constraints in I, violated by o’. Note that >, pel/m < €. Foru € V, let ¢, € {0,1}¢ be the
closest codeword to o’[u]. Let a,, € ¥ be such that Had(a,,) = ¢,. Let 6, = Ham(o”[u], ¢,,) /¢ . Then, the
probability that o (u) = a,, is

4[4 —Ham(o'[u],c,)  1/4— 0,
Pu= 0/4 14

Fix an edge e = (u,v) € E of I. Let (¢, c}) be the satisfying assignment to /. which is closest to
(o'[u], o’[v]). As (cf, U) is satisfying, they must be Hadamard codewords, and hence there are o}, a), € ¥
such that Had(a}) = ¢}, Had(a;) = ¢}, and (a},, a};) € R.. Let p. be the probability that both o (u) = a,
and o (v) = a, hold. Because we use threshold rounding, we have p. = 1 —max{49,,, 40, } = min{py, py }.

We consider two cases.

=1—46,.

Case 1. (ay,a,) € Re. Then at least one of a), # a, or a}; # a,. Suppose without loss of generality that
the first holds. Then,

g < Ham (Had(a:;), Had(au)) (As Hadamard codewords have distance 1/2.)
= Ham(cz, Cu) (Had(ay) = cu)
< Ham(cZ,a’[u]) + Ham(o’[u], cu>
< 2Ham<c§j,a'[u]>,

where the final inequality follows as ¢, is the closest codeword to o’[u]. Hence, (o”[u], o'[v]) is (1/8)-
far from (¢}, c}), and hence (1/(8 - 48))-far from any satisfying assignment to I, by Lemma 5.16. This

’U"U

means €, > 1/(8 - 48) > £./384, where the last inequality is by e, < 1.

Case 2. (ay,a,) € R.. Suppose without loss of generality that 6, > d, holds. Then, Ham(o'[u],c}) >
Ham(o'[u],¢,) > 6,0 holds because ¢, is the closest codeword to o’[u]. Hence, o'([u],[v]) is at
least (0,,/2)-far from (c};, v) and it follows that (d,,/2)-far from any satisfying assignment to I, by
Lemma 5.16. This implies €/, > ¢,,/(2 - 48).

On the other hand, the probability that we have both o(u) = a, and o(v) = a, is p,. Hence

€e <1—p, =40, and we have e, > ¢./(2-48-4) = ¢./384.

Combining the two cases, we have

1 _ costr(o)
, — S
S 384 384
ecl
Hence, we have cost; (o) < € by setting ¢’ = 5/384. O
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5.4.5 Sensitivity Recovery

Finally, we combine the ALPHABETREDUCTION procedure with DEGREEREDUCTION in order to restore
the our sensitivity bound.

Lemma 5.21. Let 7 be a swap-closed family of instances of a binary CSP and consider the family of
instances 7' = DEGREEREDUCTION(ALPHABETREDUCTION(Z)). Then for any £ > 0, we have

SwapSens; ; _./(SwapClo(Z")) > Q(SwapSens, ; __(Z)),
for ¢/ = ¢/C for some universal constant C' > 0.

Proof. LetI' = (X' UT',E',¥ = 3y, R') = ALPHABETREDUCTION([) for an instance I € Z, where
X' are the vertices which represent the Hadamard encoding of the vertices of I. Let D be the maximum
degree of any X'-vertex among all I € Z’. Our aim is to apply Corollary 5.4 to I’. Define the marked CSP
I which is I’ with marked set of vertices S = X’. Then by Lemma 5.18 and Corollary 5.4, we have

D - SwapSens, ;_.(7)
CiC,

) = Q(SwapSens, ; _(Z)). -

SwapSens; ;_(SwapClo(Z')) >

_ Q(N/ log [%] - SwapSens; ;_.(Z)
B N - (1/log|X))

5.5 Proof of Theorem 5.2

Proof of Theorem 5.2. Starting with the ©2(1/n) gap between completeness and soundness from Lemma 4.1,
we gradually increase this gap by applying the reductions developed in this section.

Each round consists of Lemma 5.5, Lemma 5.15 with a sufficiently large constant ¢, and Lemma 5.21,
in this order, and we apply the reductions for r := O(log, n) rounds, where 6 > 0 is a sufficiently small
constant. The gap amplification and subsequent degree reduction steps increase the number of vertices
by a factor of O(d"), where d is the degree of the instance at the beginning of the round, and the alphabet
reduction and subsequent degree reduction steps increase the number of vertices by a factor of 20(’“2), where
k is from ASSIGNMENTTESTER. The instance size after r rounds is

Ni=n. (o(dt) . 20<k:2>)” _ 0t/ logt)
This implies n = N(°8/t) Each round decreases the sensitivity lower bound by a constant. Then after r
rounds, the sensitivity lower bound becomes

n__ 1-0(1/logt) _ pQ(logt/t)
O(l)T n .

Each round increases the gap between the completeness and soundness by ¢/C' for some universal constant
C > 0. Hence by choosing the hidden constant in r to be large enough, the gap after r rounds is

o) (2) -

To obtain label cover instances, observe that the sparsification process in the alphabet reduction step gen-
erates a label cover instance. Therefore, we can obtain label cover instances simply by omitting the degree
reduction step at the end. Finally, Lemma 2.3 yields the theorem. O
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6 Maximum Clique and Related Problems

A vertex set S C V in a graph G = (V, E) is called a clique if every pair of vertices in S is adjacent in G.
In the maximum clique problem, given a graph G = (V, E), the goal is to find a clique of maximum size.
We first show a sensitivity lower bound for (1 — ¢)-approximation algorithm for some € > 0 in Section 6.1.
As a corollary, we also obtain a lower bound for (1 + ¢)-approximation algorithm for the minimum vertex
cover problem. Then, we show a sensitivity lower bound for n~°-approximation algorithm for some € > 0
in Section 6.2. For a graph family G, let Clo(G) denote the deletion closure of G, i.e., the family of graphs
obtained from a graph in G by deleting edges.

6.1 Lower Bounds for (1 — €)-Approximation Algorithms

In this section, we show the following:

Theorem 6.1. There exist universal constants €, > 0 such that any (1 — ¢)-approximation algorithm for
the maximum clique problem has sensitivity (n°).

Forl > ¢ > s > 0, we define MaxCliq ue, ; as the problem that, given a graph G = (V, E') on n vertices
with a clique of size at least cn, the goal is to find a clique of size at least sn. We use the standard reduc-
tion from LabelCover to MaxClique [FGL"96], which we call FGLSS. Let I = (U,V, E, Xy, Xy, R =
{Rc}eck) be a satisfiable label cover instance. We construct a graph G’ = (V', E’), where V' = {v 4 :
e € E,(a,b) € R.}. As for the edges in G’, we connect v, o, p, € V' and Ve an,by € V' by an edge if
(e1,a1,b1) and (e, az, bo) are consistent. For each e € F, we define cloud(e) = {veqp : (a,0) € R.}. We
note that n’ := V'] = |Sy|m. As well, it is easy to see that G’ has a clique of size m: For any satisfying
assignment o for I, the vertex set {ve 5 () 0(v) : € = (u,v) € E} forms a clique in G'.

Proof of Theorem 6.1. We basically follow the argument in Section 3, but we need to slightly modify it
because the target problem is not a CSP.

Lete,d > 0 and d,k > 1 to be the ones given in Theorem 5.2. Let Z be the family of satisfiable label
cover instances with n variables on finite domains ¥, ¥y with [Xy| < |Xy| = k, where each variable is
incident to at most d constraints. Note that Sens; ;. (Z) = Q(n°).

Let c := 1/k and let A’ be an algorithm for MaxClique,, ;_.).. Using A’, we design an algorithm A for
LabelCover. Specifically, given a satisfiable instance I = (U, V, E, Xy, Xy, R) € Z, we first apply FGLSS
to obtain a graph G’ = (V'  E’) of n’ vertices. Note that G’ contains a clique of size |V'|/|Xy| = cn'.
Then, we apply the algorithm A’ to obtain a clique C of size at least (1 — &)cn’.

Next, we describe a procedure T, that recovers an assignment o for I from a clique C for G'. Let
UC)={uecU:vpap € Ctand V(C) = {v € V : vy, qp € C}. ITtis easy to observe that for each
u € U(C), there is a value a,, € Xy such that, if C' has a vertex of the form v, 4, with u being an endpoint
of e, then a = a,. Thus, we can define o(u) = a,. For a variable u € U \ U(C), we set o(u) to be an
arbitrary but fixed value in ¥¢;. Similarly, for each v € V(C), there is a value b, € Xy such that, if C' has a
vertex of the form v, , ;, with v being an endpoint of e, then b = b,. Thus, we can define o(v) = b,. For a
variable v € V' \ V(C), we set o(v) to be an arbitrary but fixed value in Xy .

Now, we show that the expected value of o := T,(C) is at least 1 — . By the observation that C
may contain at most a single vertex from the cloud of each e € F, it follows that there are more than
(1 —e)en’ = (1 — €)m clouds in expectation from which C' contains a vertex. Let F' C E be the set of
edges e € E such that C contains some vertex from the cloud of e. We argue that o satisfies all edges in
F, hence they satisfy at least | F'| constraints, which is a (1 — ¢)-fraction of the constraints in expectation.
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Indeed, if e = (u,v) € F then there is a vertex of the form v, 44 in C. Then, (a, b) satisfies the constraint
R, by construction, and we have o(u) = a and o(v) = b by the choice of o.

Next, we discuss sensitivity. Let 1,1 € T be two instances, where I is obtained from I by deleting a
constraints. Let G’, G’ denote the graphs obtained from I, I, respectively, by applying FGLSS. Then, it is
easy to observe that |E’AE'| < 2d|Sy|. Let C, C be the outputs of A’ on G’ and G’, respectively. Then,
we have

EMD(C, C) < 2dk - Sens(A’,G'),

where G’ = Clo(FGLSS(Z)). Let o, & be the assignments constructed from C, C, respectively, by apply-
ing T}, above. Then, we have

EMD(o, &) = EMD(U(C),U(C)) + EMD(V(C), V(C))
< 2EMD(C, C) = 4dk - Sens(A’, G'))

As the choice of the algorithm A’ was arbitrary, any algorithm for MaxCliq ue. (1_c) must have sensitivity
Q(nd /dk) = Q((n')°). O

For a graph G = (V, E), a vertex set S C V is called a vertex cover if every edge in E is incident to
some vertex in S. In the minimum vertex cover problem, given a graph G = (V| E), the goal is to find a
vertex cover of the minimum size.

Corollary 6.2. There exist universal constants €, > 0 such that any (1 4 ¢)-approximation algorithm for
the minimum vertex cover problem has sensitivity at least (n?).

Proof. First, note that the proof of Theorem 6.1 shows that there exists a universal constants ¢ > 0 and
€ > 0 such that any algorithm for MaxClique, ; _.). has sensitivity at least n'=°() Also note that a vertex
set C'is a clique of a graph G = (V, E) if and only if its complement C' := V' \ C'is a vertex cover of the
complement graph G' = (V, (}) \ E).

Let A’ be an arbitrary (1 + ec)-approximation algorithm for the minimum vertex cover problem. Then,
we consider an algorithm A for the maximum clique problem that, given a graph G = (V, E), first applies
A’ to G to obtain a vertex cover S C V, and then returns a vertex set S. When there is a clique of size cn,
the algorithm A returns a clique of size at least

—(14+ec)(1 —c)n=—ecn+cn+ec®n > (1 —¢)en

Hence, A is a (1 — )-approximation algorithm and hence its sensitivity must be Q(nd).
Moreover deleting an edge from G corresponds to adding an edge to (G, and hence the sensitivity bound
applies to A’. O

6.2 Lower Bounds for n~°-Approximation Algorithms

In this section, we show a sensitivity lower bound for n~°-approximation algorithms for the maximum
clique problem for some constant € > 0. To this end, we first apply serial repetition to get a lower bound for
g-approximation algorithms for LabelCover for any € > 0.

Lemma 6.3. There exists a universal constant 6 > 0 such that for any ¢ > 0, any algorithm for MaxCSP1 .
on t-ary instances of degree at most O (log n+¢~! log 1) that succeeds with probability at least 1—O(1/n)
requires sensitivity Q(n°/(s~!loge™!)), where t = O(loge ™).
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Let ¢’ > 0 be an arbitrary parameter and we set

/ n _ —t 2
t= O(lOg(i/8 )> and M = max {log K (1 2/3) , 5m lo«i;(nm)’ 3ml;tgn }

We consider a randomized transformation, called SERTALREPETITION, from label cover instances to CSP
instances. Specifically, given an instance [ = (U,V,E, Xy, Yy, R = {Re}ecr) € Z, we construct a
(random) instance I' = (U, V, E', 3}, 5!, R’ = {R.}.cp) as follows: Fori = 1,..., M, sample ¢ edges
ey, ...,e: € I uniformly at random, and let e be the multiset U;Zl e;. Let R’6 (i) be the relation obtained
by combining R, ..., Re,, 1.¢.,

R,e(i) = {(al,...,at,bl,...,bt) S E%] X 2%/ : (aj,bj) € Rej Vj e [t]}

Note that | E’| = M and each relation has arity at most 2¢.
We show several key properties of I'.

Claim 6.4. With probability at least 1 — ¢/3, we have valy/ (o) < &' for any assignment o for I € Z with
valy(o) <1 —¢/3.

Proof. Let o be an arbitrary assignment that satisfies at most a (1 —e/3)-fraction of the constraints of /. Let
X7 be the indicator random variable that o satisfies the ith constraint of I'. Then by the Chernoff bound,

we have
pr|S x7 > 2(1- )M YooY m) <2
7 > - - < el B e < 5
r; 72 3> —eXp< 3< 3> >_3k”’
by our choice of M. Finally, by a union bound, with probability at least 1 — /3 we have valp/ (o) <
2(1 —¢/3)! < € for any o with val;(0) < 1 —&/3. O

Claim 6.5. With probability at least 1 — 1/n, every edge e € E is used to construct at most 2tM/m
constraints in I’.

Proof. Foranedgee € E, i € [M],and j € [t], let Y%, be the indicator that e is used to construct el as
the j-th edge. By Chernoff’s bound, we have

tM 1
;;Yﬂ > < exp <_3m> < Py

By a union bound, with probability at most 1/n, every edge e € E is used to construct at most 2t M /m
constraints in I'. O

Claim 6.6. With probability at least 1 — 1/n, the instance I’ has degree at most dt M /m.

Proof. For a variablev € UUV,i € [M],and j € [M ], let Y;"; be the indicator that an edge incident to v
is used to construct e(?) as the j-th edge. Note that E Y, i <d / 2m. Hence by Chernoff’s bound, we have

e (303w = | < (L) L
3m n?
=1 j=1
By a union bound, with probability at most 1/n, every vertex v € U U V is incident to at most dt M /m
constraints in I'. O
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Proof of Lemma 6.3. Let £,6 > 0 and d,k > 1 to be the ones given in Theorem 5.2. Let Z be the swap-
closed family of satisfiable label cover instances with m edges and n variables on finite domains Xy, Xy
with |3y | < |Xy| = k, where each variable is incident to at most d other variables. Note that we have
SwapSens; ;. (Z) = Q(n°) (see the proof of Theorem 5.2).

Let Z' be the swap closure of instances in the support of SERIALREPETITION(Z) such that the degree
is at most dt M /m. Note that I’ belongs to Z' with probability at least 1 — 1/n by Claim 6.6. Let A’ be an
arbitrary algorithm for 7’ that attains Swa pSens; ./ (Z'). We design an algorithm A for Z which operates as
follows: Given an instance of I € Z, let I' = SERIALREPETITION(I). Then, we apply A’ on I’ to compute
an assignment o”’, and simply output o := o”.

We first show that A is an algorithm for LabelCover; ;. on Z. Recall that valy (A'(I")) > &' with
probability at least 1 — O(1/n) for any I’ € 7. Let X/ be the indicator of the event that this happens. Let
X.4 and X ¢ be the indicators of the events that the events of Claim 6.4 and Claim 6.6 hold, respectively.
Then, we have

1
> (1 - % - == > E[val;(A(I)) | X1 A Xea A X 6] (by Claim 6.4 and Claim 6.6)
non
>(1-c-1.1 (1—5) (by valy (A'(I)) > ¢ for I' € T')
- 3 n n 3 ! -
>1—c.

Next, we analyze the swap sensitivity of A. Let I, I € T be two instances with swap distance one. We
consider a natural coupling between I’ and I'. Note that whenever I’ satisfies the claims in Claim 6.5 and
Claim 6.6, so does I'. Let X 5 be the indicator of the event that the claim of Claim 6.5 holds. Then, the
swap sensitivity of A is bounded from above by

2tM _ _
Pr[Xg5 A Xo) - —— - SwapSens(A',T") 4+ Pr[Xs5 V Xe.6] - n
m
2 2tM 2
< (1 - > - —— -SwapSens(A", Z') + = - n
n m n
log(1/¢’
< Ok (max {og(l/e)’ logn}> - SwapSens, (7).
E b

Hence, we have

SwapSens; ; _.(Z) . nd 0
max {71%(31/ £) ,log n} o logn + 710g(51/ £)

We obtain the claimed lower bound for swap sensitivity by replacing &' with ¢ and slightly decreasing ¢.
Finally, Lemma 2.3 gives a lower bound on sensitivity.

SwapSens; ./(Z') = Qe 4k

Theorem 6.7. There exist universal constants £, > 0 such that any algorithm for the maximum clique
problem that outputs an n~*-approximate clique with probability 1 — O(1/n) has sensitivity Q(n°).

Proof. Let € > 0 be a parameter which will be determined later. Let 6 > 0 and ¢ > 1 be the ones given in
Lemma 6.3 with ¢ in the statement being replaced with n~¢; in particular, ¢ = O(elogn). Let Z be the set
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of satisfiable label cover instances with at most n variables, each relation having arity at most ¢, and each
variable being incident to at most d = O(n®) constraints, given by Lemma 6.3. Note that any algorithm for
7 that outputs n~¢-approximate clique with probability 1 — O(1/n) has sensitivity Q(n’).

We consider a slight modification of the FGLSS reduction described in Section 6.1. Given a CSP
instance I = (V, E,%, R = {R¢}ccr) € Z, we construct a graph G' = (V' E'), where V' = E x ¥, as
follows: For each hyperedge e € F and every assignment o € X, add a node v, o to V. Then, we connect
Vey ap ANd Ve, o, If @1 € Ry, a2 € Re,, and o1 and ap are consistent with all the variables shared between
e1 and ey. Note that n’ := |V’| = m|Z|* = mn©1°8 =) and that G has a clique of size m.

Let A’ be an n~¢-approximation algorithm for the maximum clique problem. Given an instance I € Z,
we first construct a graph G’ as above, and then compute a clique C in G’ using A’. We construct an
assignment o for I as follows. For every variable v, o in C, we set o(u) = a(u) for every u € e. By
the construction of the graph, o is well defined. For v € V with o (u) undefined, we set o(u) to be an
arbitrarily but fixed label.

We note that o satisfies all the constraints corresponding to edges e € E’ such that v, is included in
the clique C for some o« € R.. This implies that the assignment o satisfies |C| > m/n® constraints with
probability 1 — O(1/n), and hence A outputs n~¢-approximate clique with probability 1 — O(1/n).

Next, we analyze the sensitivity of A. When we delete a constraint in I, we change at most d2! = O(n%)
edges in G’. Hence, the sensitivity of A is at most O(n?¢) times the sensitivity of A’. By choosing ¢ < 6,

the sensitivity of A’ is
5
Q<“> _ Q(né/z) _ Q((nf)6/0<elog\2\+1>)
n2e ’
which implies the claim. O

A vertex set S C V is called an independent set if no two vertices u, v € S have an edge between them.
In the maximum independent set problem, given a graph G = (V, E), the goal is to find an independent set
of maximum size. Because a vertex set is an independent set if and only it is a clique in the complement
graph, we obtain the following:

Corollary 6.8. There exist universal constants €, > 0 such that any algorithm for the maximum indepen-
dent set that outputs an n~¢-approximate solution with probability 1 — O(1/n) has sensitivity Q(n?).

7 Max CSPs

In this seciton, we show lower bounds for various Max CSPs. First, we consider E3SAT, which is a special
case of Boolean CSPs, where each constraint is a disjunctions of exactly 3 literals.

Theorem 7.1. There exist universal constants €, > 0 such that any algorithm for E3SAT ;. has sensi-
tivity Q(n?).

Proof. Lete,d > 0 and d,k > 1 be as in Theorem 5.2. That is, any algorithm for LabelCover; 1_. over a
bipartite graph of maximum degree d and over a domain of size k has sensitivity of Q(n‘s).

We consider the following transformation 77 from label cover instances to SAT instances. Let I =
(U,V,E, ¥y, Xy, R) be a satisfiable label cover instance with |Xy/| < |Xy| = k. We encode each label
using O(log k) bits and introduce corresponding Boolean variables. As well, we introduce a constraint
simulating R, for each e € FE over the corresponding Boolean variables. Let the Boolean CSP instance
that results from this procedure by denoted by I = (V, E, {0, 1}, R), and note that each hyperedge ¢ € E
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is of size at most O(log k). Then, we further transform it to a SAT instance I’ = (V',E',{0,1}, R’)
by converting each constraint in R to an E3CNF formula. Note that we may need to add some auxiliary
variables in this step and hence V is a subset of V. Without loss of generality we may assume that each
E3CNF formula has exactly K clauses, where K = O(log k) - 2°0U°8k) = O(klog k).

Suppose ¢’ : V! — {0,1} is an assignment for I’. Then, there is a natural transformation 7, that
decodes an assignment o for I from o’. We now show that the pair (77,7) isa (1,1 — ¢, = 1,¢' =
1-¢/K,Cr = K,C, = 1)-sensitivity-preserving reduction. Then, the claim follows by Lemma 3.2. The
analysis for ¢ and C, is immediate.

First, we analyze s’. Suppose that a (possibly random) assignment o’ : V' — {0, 1} satisfies E val;/ (o) >
1 — ¢’. This implies that o’ violates at most &'’ constraints in I’ in expectation, and hence o’ (restricted to
V) violates at most &’ K7 constraints in I in expectation. It follows that o violates at most &/ K1 = ¢/ Km
constraints, and hence Eval;(o) > 1 — ¢'K. Then, s’ = 1 — ¢/ K satisfies Item 2 of Definition 3.1.

Next, we analyze C. Let I and I be two instances of La belCover; 1_, where I is obtained from [ by
deleting one constraint. Then, I’ and I’ differ by at most K constraints, and hence we can set C; = K =
O(klogk). O]

Next, we consider 3LIN, which is a special type of a Boolean CSP, where we identify the domain {0, 1}
with the group Zs and each constraint is of the formz =0,z =1,z +y =0,z +y=1L,z+y+ 2z =0,
orz+y+z=1 Forl>c>s>0,wedefine Max3LIN. , denote the problem that, given a c-satisfiable
instance of 3LIN, the goal is to compute an s-satisfying assignment.

Corollary 7.2. There exist universal constants €, > 0 such that any algorithm for Max3LINy /7 (1_c)4/7
has sensitivity Q(n?).

Proof. Consider the following transformation 77 from an instance I = (V, E, {0,1}, R) of E3SAT to an
instance I' = (V', E',Zy,R’) of 3LIN: For each constraint of the form (I V Iy V l3), where l1, 2,3 are
literals, we introduce seven constraints of the form 1 = 1,1l = 1,3 = 1,11 +lb = 1,5 + 135 = 1,
l1 +13=1,and l; + ls + I3 = 1, where we identify a negative literal Z with 1 + z (mod 2). In particular,
|V| = |V’| holds.

Given an assignment o’ : V' — Z, for I, we simply output the corresponding assignment o : V' —
{0, 1}. Itis easy to confirm that the pair (T7,7,)isa (1,1 —¢,4/7,(1—¢)-4/7,7,1)-sensitivity-preserving
reduction. Hence, the claim follows by Lemma 3.2. O

Finally, we consider the maximum cut problem, where we are given a graph G = (V, '), and the goal
is to find a set S C V' that maximizes the cut size, i.e., the number of edges between .S and V' \ S. Using the
reduction in [TSSWO00], we obtain the following sensitivity lower bound for the maximum cut problem.

Corollary 7.3. There exist universal constants c¢,&,6 > 0 such that any algorithm for MaxCut, .(;_.) has
sensitivity Q(n?).

8 Distributed Algorithms

We consider the LOCAL model of distributed computing [Lin92], where a network is modeled as a graph
G = (V, E) in such a way that each vertex v € V' corresponds to an agent and each edge e € E corresponds
to a communication link. The communication proceeds in synchronous rounds. In each round, each vertex
v € V receives the messages sent from its neighbors, performs some arbitrary local computation, and sends
a message of arbitrary size to each of its neighbors. We also assume that the vertices are anonymous, —-
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i.e., they do not have identifiers — and that they each have access to an infinite string of local random bits.
The goal of a distributed algorithm is for the outputs of the vertices to form a feasible solution to the problem
that they are trying to solve. The round complexity of a distributed algorithm is the number of rounds until
it terminates. The following observation shows that if there is a distributed algorithm with small round
complexity, then we can use it to design an algorithm with low sensitivity.

Theorem 8.1. Let P be a graph problem, where the output is a vertex set. If there is a distributed algorithm
for P in the LOCAL model that runs in ¢ rounds, then there exists an algorithm for PP with sensitivity O(n?).

Proof. Let A’ be a (possibly randomized) distributed algorithm for P with round complexity ¢. Then, we
consider the following (centralized) algorithm A. Given a graph G = (V, E), for every vertex v € V, we
simulate the process of A’ on v for ¢ rounds, and then we collect the outputs of vertices and output them as
a solution. Clearly, the output of A has the same distribution as that of A’.

We now analyze the sensitivity of A. Let G = (V, E') be a graph and consider G = G — e for some
e € E. For a vertex v € V, let 7, denote the internal randomness of the distributed algorithm A’ on v. For
7w = {7y }vev, let AL denote the deterministic distributed algorithm such that the internal randomness of
v € V is fixed to m,.

Now, we consider bounding the expected Hamming distance E, Ham(A’ (G), A’ (G)). Suppose a ver-
tex v € V is in the outputted vertex set of exactly one of A’ (G) and A’ (G). Because we use the same
internal randomness between G and G, the edge e must belong to the ¢-hop neighborhood of v. However,
the number of vertices v € V such that e belongs to the t-hop neighborhood is bounded by n‘, and hence
we have Ham(A' (G), A’ (G)) < n'. Hence, we have

EMD(A(G), A(G)) = EMD(A'(G), A'(G)) < EHam(AL(G), AL(G)) < n'. O

Corollary 8.2. Let P be a graph problem, where the output is a vertex set. If any algorithm for P on graphs
with maximum degree at most A has sensitivity at least f(n), then any distributed algorithm for 7P must
have round complexity loga f(n).

Using Corollary 8.2, we can recover various known lower bounds for the LOCAL model.

Maximum independent set. Corollary 6.8 states that there exist constants €, > 0 such that any algorithm

for the maximum independent set problem on graphs with maximum degree n°) that outputs an n -
approximate solution with probability 1 — O(1/n) has sensitivity Q(n’). Hence by Corollary 8.2, any
distributed algorithm for the maximum independent set problem that outputs an n~°-approximation

solution with probability 1 — O(1/n) has round complexity

1
Q(logHO(s) né) = Q<>
€
This matches the lower bound of [BHKK16].

Minimum vertex cover. Corollary 6.2 states that there exist €, § > 0 such that any (1+¢)-approximation al-
gorithm for the minimum vertex cover problem on bounded-degree graphs has sensitivity (n’). Hence
by Corollary 8.2, the round complexity of a (1 + ¢)-approximation algorithm for the minimum vertex
cover problem must be Q(log n?) = Q(log n). This matches the known lower bound of [GS 14, FFK22].

Maximum cut. Corollary 7.3 states that there exist £, 0 > 0 such that any (1 + £)-approximation algorithm
for the maximum cut problem on bounded-degree graphs has sensitivity Q(n‘s). Hence by Corollary 8.2,
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the round complexity of a (1 — ¢)-approximation algorithm for the maximum cut problem must be
Q(logn%) = Q(logn). This matches the known lower bound of [CL.23].

Next, we consider distributed constraint satisfaction problems (DCSPs) [YIDK92]. In DCSPs, each
variable and constraint is associated with an agent. The agent for a variable can communicate with the agent
for any constraint involving that variable, and vice versa. The goal of a distributed algorithm is for the
assignment produced by the variables to maximize the number of satisfied constraints.

Given a CSP instance G = (V, E, X, R), its constraint graph is a bipartite graph on the vertex set VU E
where v € V and e € F is connected if v € e. We can specialize Corollary 8.2 for DCSPs:

Corollary 8.3. Let Z be a family of CSP instances. If any algorithm for Z on constraint graphs with
maximum degree at most A has sensitivity at least f(n), then any distributed algorithm for P must have
round complexity loga f(n).

Proof of Theorem 1.4. Lemma 6.3 claims that for any € > 0, there exists a universal constant 4 > 0 such
that any algorithm for MaxCSP1 . on t-ary instances of degree at most O(logn + e~ log 1) with success
probability 1 — O(1/n) has sensitivity Q(n°/(s~!loge™!)), where t = O(loge™!). Hence, by Corol-
lary 8.3, any distributed algorithms for such CSP instances must have round complexity

Qflo n’ —Q logn’ — ¢~ 'loge™!
Blogn+e~!loge~! elloge—1) log(logn + e~ tloge=1) )’

By replacing e with 1/log n¢ for ¢ < 0, we obtain that any algorithm that outputs 1/ log n-approximate
solution with probability 1 — O(1/n) must have round complexity Q2(log n/loglogn). O
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