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Abstract

We prove local and global inverse theorems for general 3-wise correlations over pairwise-
connected distributions. Let µ be a distribution over Σ× Γ× Φ such that the supports of µxy,
µxz, and µyz are all connected, and let f : Σn → C, g : Γn → C, h : Φn → C be 1-bounded
functions satisfying ∣∣∣∣ E

(x,y,z)∼µ⊗n
[f(x)g(y)h(z)]

∣∣∣∣ ⩾ ε.

In this setting, our local inverse theorem asserts that there is δ := exp(−ε−Oµ(1)) such that
with probability at least δ, a random restriction of f down to δn coordinates δ-correlates to a
product function. To get a global inverse theorem, we prove a restriction inverse theorem for
general product functions, stating that if a random restriction of f down to δn coordinates is δ-
correlated with a product function with probability at least δ, then f is 2−poly(log(1/δ))-correlated
with a function of the form L ·P , where L is a function of degree poly(1/δ), ∥L∥2 ⩽ 1, and P is
a product function.

We show applications to property testing and to additive combinatorics. In particular,
we show the following result via a density increment argument. Let Σ be a �nite set and
S ⊆ Σ × Σ × Σ such that: (1) (x, x, x) ∈ S for all x ∈ S, and (2) the supports of Sxy, Sxz,
and Syz are all connected. Then, any set A ⊆ Σn with |Σ|−n|A| ⩾ Ω((log log log n)−c) contains
x, y, z ∈ A, not all equal, such that (xi, yi, zi) ∈ S for all i. This gives the �rst reasonable
bounds for the restricted 3-AP problem over �nite �elds.
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1 Introduction

A recent line of research [BKM22,BKM23b,BKM23c,BKM24a,BKM24b] about the approximability
of satis�able constraint satisfaction problems (CSPs in short) identi�ed the following analytical
problem as a central component. Suppose that Σ, Γ and Φ are �nite alphabets (thought of as being
of constant size), and let µ be a distribution over Σ× Γ× Φ in which the probability of each atom
is at least Ω(1). What triplets of 1-bounded functions f : Σn → C, g : Γn → C, h : Φn → C can
achieve a signi�cant 3-wise correlation with respect to µ, i.e., satisfy that∣∣∣∣∣ E

(x,y,z)∼µ⊗n
[f(x)g(y)h(z)]

∣∣∣∣∣ ⩾ ε? (1)

To get a meaningful answer, one must make some assumptions about the distribution µ; otherwise,
µ could be supported only on inputs of the form (x, x, x), in which case one could take f to be
any function of large 2-norm, g(y) = f(y) and h = 1. Here and throughout, we will restrict our
discussion to the class of pairwise-connected distributions, de�ned as follows.

De�nition 1.1. For �nite alphabets Σ,Γ,Φ, a distribution µ over Σ × Γ × Φ is called pairwise-
connected if the bipartite graphs (Σ ∪ Γ, supp(µx,y)), (Σ ∪Φ, supp(µx,z)), (Γ ∪Φ, supp(µy,z)) are all
connected.

Earlier works have considered smaller classes of distributions. In [Mos10], Mossel shows that
if µ is connected, then any triplets of functions satisfying (1) must be correlated with low-degree
functions. Here, a distribution is called connected if the graph whose vertices are supp(µ), and whose
edges are between points in supp(µ) that di�er in exactly one coordinate, is connected. In [BKM22],
the authors consider the notion of Abelian embeddings and speculate that solutions to (1) are related
to Abelian embeddings of µ.

De�nition 1.2. We say S ⊆ Σ × Γ × Φ admits an Abelian embedding if there are Abelian group
(G,+) and maps σ : Σ → G, γ : Γ → G, ϕ : Φ → G not all constant, such that σ(x)+γ(y)+ϕ(z) = 0
for all (x, y, z) ∈ S. A distribution µ over Σ × Γ × Φ is said to admit an Abelian embedding if
supp(µ) admits an Abelian embedding.

Prior works [BKM23b, BKM24a] considered the class of distributions that do not admit any
Abelian embedding (which can easily be seen to be larger than the class of connected distributions),
and the more general class of distributions that do not admit embeddings to (Z,+). In the former
case, it was proved that triplets of functions satisfying (1) must be correlated with low-degree
functions. In the latter case, it was proved that triplets of functions satisfying (1) must be correlated
with a functions of the form L · χ ◦ σ⊗n, L′ · χ′ ◦ γ⊗n, L′′ · χ′′ ◦ ϕ⊗n, where L,L′, L′′ are low-degree
functions with bounded 2-norm, χ, χ′, χ′′ ∈ Ĝn are characters, and σ, γ, ϕ is an Abelian embedding
of µ into G, where (G,+) is some �nite Abelian group.

The issue of (Z,+)-embeddings: the arguments in [BKM23b,BKM24a] rely on the fact that if
µ does not admit any embedding into (Z,+), then it can only admit embeddings into Abelian groups
of size Oµ(1), of which there are Oµ(1) many (up to isomorphism). In particular, one can take a
product of all such groups and be sure that the resulting Abelian group will �contain� within it all
embeddings of µ. This fact completely breaks once µ does have embeddings into (Z,+). Indeed,
such embedding automatically gives rise to embeddings into (Zp,+) for any prime p. Despite of
that, even in the presence of a (Z,+) embedding, it is not clear if there are solutions to (1) that do
not fall into the �low-degree times embedding function� mold.
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1.1 Main Results

1.1.1 The Global Inverse Theorem

Our main result is an inverse theorem even in the presence of (Z,+) embeddings. In this case,
embedding functions are quite arbitrary, and their main notable feature is that they are product
functions, in the sense that they are product of functions each depending only on one of the input's
coordinates. With this in mind, our main result is the following statement.

Theorem 1. Let α > 0, let Σ,Γ,Φ be �nite alphabets, and let µ be a pairwise-connected distribution
over Σ× Γ×Φ in which the probability of each atom is at least α. Then for every ε > 0 there exist
d ∈ N and δ > 0 such that the following holds. If f : Σn → C, g : Γn → C, h : Φn → C are 1-bounded
functions such that ∣∣∣∣∣ E

(x,y,z)∼µ⊗n
[f(x)g(y)h(z)]

∣∣∣∣∣ ⩾ ε,

then there exist L : Σn → C of degree at most d and ∥L∥2 ⩽ 1, and a product function P : Σn → C

of the form P (x) =
n∏

i=1
Pi(xi) where |Pi(xi)| = 1 for all i and x, such that |⟨f, L · P ⟩| ⩾ δ.

Quantitatively, we have that d = exp((1/ε)Oα(1)), and δ = exp(− exp((1/ε)Oα(1))).

1.1.2 The Local Inverse Theorem

The main new component in the proof of Theorem 1 is a similar looking local inverse theorem. By
that, we mean that given functions f , g and h satisfying (1), we prove a similar structural result in
a local (and random) part of the domain, given by random restrictions. For a function f : Σn → C,
a subset I ⊆ [n] of the coordinates, and a setting z ∈ ΣI , the restricted function fI→z is a function
fI→z : Σ

[n]\I → C de�ned as fI→z(y) = f(xI = y, xI = z).
In a random restriction, either the set I is sampled randomly, the �xing z ∈ ΣI is sampled

randomly, or both. Below, we use the notation I ∼1−α [n] to mean that I is a random subset of [n]
in which each i ∈ [n] is included in I with probability 1− α, and z ∼ νI means that z ∈ ΣI is such
that each zi is independently distributed according to ν.

De�nition 1.3 (Random restriction). Let µ be a distribution over Σn and write µ = (1−α)ν+αµ′

for distributions ν, µ′. Then for a function f : Σn → C, I ∼1−α [n], and z ∼ νI , we de�ne the

random restriction fI→z : (Σ
[n]\I , µ′[n]\I) → C as fI→z(x) := f(x, z).

Our local inverse theorem asserts that if 1-bounded functions f, g, h satisfy (1), then with notice-
able probability, a random restriction of f (and similarly of g, h) correlates to a 1-bounded product
function. More precisely:

Theorem 2. Let α > 0, let Σ,Γ,Φ be �nite alphabets, and let µ be a pairwise-connected distribution
over Σ×Γ×Φ in which the probability of each atom is at least α. Then for every ε > 0 there exists
δ > 0 such that if f : Σn → C, g : Γn → C, h : Φn → C are 1-bounded functions satisfying that∣∣∣∣∣ E

(x,y,z)∼µ⊗n
[f(x)g(y)h(z)]

∣∣∣∣∣ ⩾ ε.,

then, writing µ = (1− δ)ν + δU where U is uniform over Σ, we have that:

Pr
I∼1−δ[n],z∼νI

∃{Pi : Σ → C, ∥Pi∥∞ ⩽ 1}i∈I with
∣∣∣ E
x∼ΣI

[
fI→z(x)

∏
i∈I

Pi(xi)
]∣∣∣ ⩾ δ

 ⩾ δ.
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Quantitatively, δ(ε) ⩾ exp(−ε−Oα(1)).

Remark. A few remarks are in order. First, as far as global inverse theorems are concerned, the
low-degree part L is necessary. Second, the correlation parameter δ in Theorem 2 is exponentially
better than the one in Theorem 1, and thus it gives better quantitative bounds in some applications.
Third, we do note know whether the exponential dependency in Theorem 2 or the double exponential
dependency in Theorem 1 is necessary. As far as we know, both results may be true with δ = εOα(1).
For instance, in the case no (Z,+) embeddings exist, most of the arguments in [BKM24a] give
quasi-polynomial type dependency between the two parameters.

1.2 Applications

In this section we discuss a few applications of our main results.

1.2.1 Restricted 3-APs

Let p ⩾ 3 be a prime thought of as constant. A restricted 3-AP in Fn
p is an arithmetic progression

x, x + a, x + 2a where x ∈ Fn
p and a ∈ {0, 1}n \ {⃗0}. The restricted 3-AP problem asks what is

the maximum density of a subset A ⊆ Fn
p which is free of all restricted 3-AP's, i.e., that does not

contain any triplet of the form x, x + a, x + 2a ∈ A for some x ∈ Fn
p and a ∈ {0, 1}n \ {⃗0}. The

restricted 3-AP problem can be seen as a variant of Roth's well known result in the �nite �eld
setting [Rot53,Mes95], which was highlighted by Green [Gre].

It follows from the density Hales-Jewett theorem that the density of a set A that doesn't contain
any restricted 3-APs is vanishing with n, and using the quantitative bounds from [Pol12] one has
|A|
pn ⩽ O

(
1√

log∗ n

)
. Below, we state a result that (among other things) gives the �rst reasonable

bounds (i.e., �nite number of iterated logarithms) for a set A ⊆ Fn
p that doesn't contain any

restricted 3-APs.

Theorem 3. Let Σ be a �nite set and let S ⊆ Σ× Σ× Σ be a non-empty set satisfying that:

1. (x, x, x) ∈ S for all x ∈ Σ, and

2. supp(Sxy), supp(Sxz), supp(Syz) are all connected.

Then there are constants cΣ, CΣ > 0 such that for any A ⊆ Σn with |A|
|Σ|n ⩾ CΣ

(log log logn)cΣ , there are

x, y, z ∈ A, not all equal, such that (xi, yi, zi) ∈ S for all i ∈ [n].

Thus, taking Σ = Fp and S = {(x, x+ a, x+ 2a) | x ∈ Fp, a ∈ {0, 1}}, one sees that S satis�es
the conditions of Theorem 3, and the conclusion regarding the density of 3-AP free sets follows. In
fact, we can take an even sparser S and conclude a similar result. For example, for p = 3 we can
take

S = {(0, 0, 0), (1, 1, 1), (2, 2, 2), (0, 1, 2), (1, 2, 0)},

and ensure that a set A with density exceeding CΣ
(log log logn)cΣ must contain a triplet x, y, z not all

equal such that (xi, yi, zi) ∈ S for all i. In comparison, the standard restricted 3-AP problem also
allows for (xi, yi, zi) = (2, 0, 1).

Theorem 3 and the consequence for restricted 3-APs free sets improve upon a recent result
of [BKM23a], who proved an analogous statement in the case the common di�erence a is allowed
to be in {0, 1, 2}n \ {⃗0}. Our proof of Theorem 3 proceeds by combining Theorem 2 with a density
increment argument. This derivation is somewhat similar to the argument in [BKM23a], however
the approach we take here is simpler and applies in more generality.
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1.2.2 Direct Sum Testing in the Low Soundness Regime

Our next application is to the direct sum testing problem [DDG+15,DG19,WYZ24]. More speci�-
cally, consider the so-called diamond test, introduced in [DG19] and recently analyzed in [WYZ24],
which proceeds as follows. Given a function f : Σn → Fp, sample a, b ∈ Σn, and x ∈ {0, 1}n uni-
formly and independently. Denoting by ϕx(a, b) the point in Σn where ϕx(a, b)i = ai for i's such
that xi = 1 and ϕx(a, b) = bi for i's such that xi = 0, the tester reads the values of f at the points
a, ϕx(a, b), ϕx(b, a) and b, and accepts if and only if

f(a)− f(ϕx(a, b))− f(ϕx(b, a)) + f(b) = 0.

It is clear that any function f which is a direct sum, i.e. any function of the form f(a) =
n∑

i=1
fi(ai),

passes the test with probability 1. For p = 2, the paper [DG19] proposed the diamond tester as a
natural 4-query test of direct sum-ness, and conjectured that in works in the so-called 99% regime.
This conjecture was recently con�rmed in [WYZ24], wherein the authors showed that if f passes
the test with probability 1− ε, then there is a direct sum function g such that

Pr
x∈Σn

[f(x) ̸= g(x)] ⩽ O|Σ|(ε).

Using the techniques underlying Theorem 1, we are able to analyze this test in the small soundness
regime. More precisely, we show the following result:

Theorem 4. For all �nite alphabets Σ and ε > 0, there are d ∈ N and ε′ > 0 such that the following
holds. Suppose that f : Σn → Fp passes the diamond test with probability at least 1

p + ε. Then there
exists α ∈ Fp \ {0}, a function L : Σn → C with ∥L∥2 ⩽ 1 and degree at most d and P : Σn → C a

product function P (x) =
n∏

i=1
Pi(xi) where |Pi(xi)| = 1 for all i and x, such that

∣∣∣∣Ex [ωαf(x)
p L(x)P (x)

]∣∣∣∣ ⩾ ε′,

where ωp is a primitive root of unity of order p. Quantitatively, the bounds on d and ε′ are the same
as in Theorem 1.

We remark that the complicated form of correlation as in the statement of Theorem 4 is necessary.
In the 99% regime, i.e. in the case that the test passes with probability 1− ε, our argument allows
us to recover a similar to Theorem 4 without the low-degree part L and with ε′ = 1−Op(

√
ε).

1.3 The Swap Norm

Underlying the proof of our inverse theorems is the swap norm, which is a new norm that can be
viewed as an analogue of the U2-Gowers' uniformity norm. To de�ne the swap norm, we introduce
the following convenient notation.

De�nition 1.4. Given x, y ∈ Σn we write (x′, y′) ∼ (x ↔ y) to denote the following distribution
over Σn×Σn. We sample (x′, y′) to satisfy (x′i, y

′
i) = (xi, yi) or (yi, xi) uniformly, independently for

each coordinate i.

In words, given x, y ∈ Σn, the values of coordinates in the distribution (x′, y′) ∼ (x ↔ y) is either
the same as in (x, y), or else it is swapped, and the choice in each coordinate is made independently.
With this notation, we de�ne the swap inner product and the swap norm.
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De�nition 1.5 (Swap inner product and swap norm). For functions f1, f2, f3, f4 : Σ
n → C, de�ne

swap(f1, f2, f3, f4) := E
x∼Σn,y∼Σn

(x′,y′)∼(x↔y)

[
f1(x)f2(y)f3(x′)f4(y′)

]
.

When f1 = f2 = f3 = f4 = f , we abbreviate this notation and write swap(f) := swap(f, f, f, f).

The form swap(f1, f2, f3, f4) is easily seen to be a multi-linear form, and we show that it satis�es
several properties that are reminiscent of Gowers' norms [Gow01]; see Section 3 for details. Among
other things, we prove that swap(f)1/4 is a norm over functions f (see Corollary 3.6).

To get some intuition as to the relevance of the swap norm to product functions, we note that

if f(x) =
n∏

i=1
Pi(xi) is a product function with ∥f∥2 = 1, then swap(f) = ∥f∥22 = 1. More generally,

a quick Cauchy-Schwarz argument shows that if f is ε-correlated with a product function P with
∥P∥2 = 1, then swap(f) ⩾ ε4.1

Our local inverse theorem for the swap norm asserts that this is essentially the only possible
way to have a large swap norm, at least under random restrictions. More precisely, we show:

Theorem 5. If f : Σn → C is a B-bounded function satisfying that ∥f∥2 ⩽ 1, swap(f)1/4 ⩾ ε, then
there is a constant δ(ε,B) > 0 such that:

Pr
I∼1−δ(ε,B)[n],z∼ΣI

∃{Pi : Σ → C, ∥Pi∥2 ⩽ 1}i∈I with
∣∣∣〈fI→z,

∏
i∈I

Pi

〉∣∣∣ ⩾ δ(ε,B)

 ⩾ δ(ε,B).

Quantitatively, δ(ε,B) ⩾ (ε/B)O(ε−O(1)).

Deducing Theorem 2 from Theorem 5: to prove Theorem 2, we show that for any triplets of
functions f , g and h satisfying (1) with respect to some distribution µ which is pairwise-connected,
it must be the case that the swap norm of f is noticeable, at least in expectation over appropriately
chosen random restrictions. This deduction is shown via a sequence of applications of the Cauchy-
Schwarz inequality (which we call the path trick, see De�nition 3.8). This gets us that a form similar
to the one in the de�nition of the swap inner product, except that the distribution over (x, y) is not
necessarily uniform, is noticeable. We then apply random restrictions to modify the distribution
of (x, y) to be uniform. This step closely mirrors the situation with Szemerédi's theorem: if f has
nontrivial correlation over the distribution supported on k-APs, then by performing a sequence of
Cauchy-Schwarz manipulations, we conclude that f has a large Uk−1 norm.

The proof of Theorem 5: the bulk of our e�ort goes into establishing Theorem 5, and our
argument proceeds by induction on ε. One challenging aspect of the proof is that for the conclusion
to be true, one must consider random restrictions. In other words, there are functions f that have
a noticeable swap norm that have o(1) correlation with all product functions.2 This means that our
inductive proof strategy must incorporate within it random restrictions all the way, and we defer
further discussion to Section 2.

1This is similar to the way that if f is correlated with a character then it has noticeable U2 uniformity norm, and

if it is correlated with a �degree s� polynomial then it has noticeable Us+1 uniformity norm.
2For example, one can take Σ = {−1, 1} and a random signed quadratic function, namely taking a set of random

independent signs {αi,j}1⩽i<j⩽n and de�ning f(x) = sign(
∑
i<j

αi,jxixj).
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1.4 Subsequent and Future Works

Subsequent works: in [BKLM24a], [BKLM24b] we use the results proved herein to settle a
conjecture from [BKM22], as well as give reasonable bounds for the density Hales-Jewett theorem
over [3]n.

More speci�cally, in [BKLM24a] we prove that [BKM22, Hypothesis 1.6] is true. To state
this result, we �rst recall the natural extension of the de�nition of Abelian embeddings to k-ary
distributions. We say that a distribution µ over Σ1× . . .×Σk admits an Abelian embedding if there

are Abelian group (G,+) and maps σi : Σi → G not all constant, such that
k∑

i=1
σk(xi) = 0 for all

(x1, . . . , xk) ∈ supp(µ). The main result of [BKLM24a] is the following assertion:

Theorem 6. Let k ⩾ 3 and let Σ1, . . . ,Σk be �nite alphabet. Suppose that µ is a distribution over
Σ1× . . .×Σk in which the probability of each atom is at least α, and further suppose that µ does not
admit any Abelian embedding. If fi : Σ

n
i → C are 1-bounded functions for i = 1, . . . , k, such that∣∣∣∣∣ E

(x1,...,xk)∼µ⊗n

[
k∏

i=1

fi(xi)

]∣∣∣∣∣ ⩾ ε,

then there exists a function L : Σn → C of degree Oα,ε(1) and ∥L∥2 ⩽ 1 such that ⟨f1, L⟩ ⩾ Ωα,ε(1).

The paper [BKLM24a] also establishes extensions of this result which are necessary for the
application to the density Hales-Jewett problem, and we refer the reader there for further discussion.

In [BKLM24b], we establish reasonable bounds for the density Hales-Jewett theorem [HJ63,
FK91, Pol12], which can be thought of as an even more restricted form of the restricted 3-APs
problem. In this context, a combinatorial line is a triplet x, y, z ∈ {0, 1, 2}n, not all equal, where
for each i,

(xi, yi, zi) ∈ {(0, 0, 0), (1, 1, 1), (2, 2, 2), (0, 1, 2)}.
The main result of [BKLM24b] asserts that if A ⊆ {0, 1, 2}n does not contain any combinatorial

line, then |A|
3n ⩽ 1

(log log log logn)c , where c > 0 is an absolute constant.

Future works: in future works, we plan to investigate the algorithmic applications of Theo-
rem 2 for the class of satis�able constraint satisfaction problems of arity 3, extending the result
of [BKM24b] to a wider class of predicates. An example for a predicate of interest which belongs to
this larger class (and for which the result of [BKM24b] does not apply) is the rainbow coloring of
3-uniform hypergraph. In this problem, the input is a 3-uniform hypergraph H promised to be tri-
patite, and the goal is to partition the vertices into 3-parts and maximize the number of hyperedges
touching all parts.

We also plan to investigate whether one can extend results as Theorem 3 and establish the
stronger counting versions. By that, we mean a statement along the lines of: if A ⊆ Fn

p is a set of
density at least ε, then it contains at least δ fraction of the restricted 3-APs, where δ = δ(ε) > 0.

1.5 Preliminaries

General notation. Let [n] = {1, . . . , n}. For a subset I ⊆ [n] we write I = [n] \ I. For a real
number x we write ∥x∥R/Z := minz∈Z |x− z|. We let C denote complex numbers, and let D denote
the unit disk. We let supp(µ) denote the support of a distribution µ. For a �nite set Σ we write
x ∼ Σn to denote sampling x uniformly randomly from Σn.

Our arguments use singular-value-decompositions heavily (abbreviated SVD henceforth), as per
the following de�nition.
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De�nition 1.6 (J-SVD). For a function f : Σn → C we say that its J-SVD is a representation
f =

∑
i λigihi for gi : Σ

J → C and hi : Σ
I → C, where λi are singular values and gi, hi are singular

vectors when f is expressed as a matrix M ∈ CΣJ×ΣI
for I = [n] \ J de�ned as Mx,y := f(x, y).

2 Proof Overview

In this section we give a proof overview for our inverse theorems. We begin by discussing our local
inverse theorem, Theorem 2.

2.1 From 3-Wise Correlation to a Large Swap Norm

The �rst step towards proving Theorem 2 is the following statement, which reduces the proof
of Theorem 2 to Theorem 5.

Theorem 7. Let µ be a pairwise-connected distribution over Σ × Γ × Φ for �nite sets Σ,Γ,Φ. If
1-bounded functions f : Σn → C, g : Γn → C, h : Φn → C satisfy that∣∣∣∣∣ E

(x,y,z)∼µ⊗n
[f(x)g(y)h(z)]

∣∣∣∣∣ ⩾ ε,

then there is α ⩾ Ω|Σ|,|Γ|,|Φ|(1), and distribution ν over Σ satisfying µx = αU +(1−α)ν for uniform
U over Σ, such that

E
I∼1−α[n]

z∼νI

[
swap(fI→z, fI→z, fI→z, fI→z)

]
⩾ εOµ(1).

The idea towards proving Theorem 7 is to enlarge the alphabets Σ,Γ,Φ and distribution µ
carefully through a sequence of path tricks. Formally, the path trick takes an integer r, sets
Σ+ ⊆ Σ2r+1−1 and for all y1, z1, y2, z2, . . . , y2r , z2r such that (yi, zi), (zi, yi+1) ∈ supp(µyz), adds
the following to supp(µ+). Let (xi, yi, zi) ∈ supp(µ) for i = 1, . . . , 2r, and (x′i, yi+1, zi) ∈ supp(µ) for
i = 1, 2, . . . , 2r − 1. Then,

({x1, x′1, x2, . . . , x2r}, y1, z2r) ∈ Σ+ × Γ× Φ

is added to supp(µ+). We can de�ne similar path tricks that enlarge Γ and Φ respectively.
The guarantees of the path trick are given in Lemma 3.9. Informally, if we apply an x-path

trick, enlarging Σ, then f+, g, h̃ have correlation at least εO(1), where h̃ : Φn → C is still 1-bounded
but otherwise arbitrary, and f+ : Σ+ → C is de�ned for x = (x1, x

′
1, . . . , x2r−1) ∈ (Σ+)n as

f+(x) =
∏2r−1

i=1 f(xi)
∏2r−1−1

i=1 f(x′i). In other words, the values multiply.
Now, perform the following sequence of three path tricks.

1. Perform a y-path trick that makes xz have full support.

2. Perform a z-path trick that makes xy have full support.

3. Perform a x-path trick for r = 2.

This only a�ects the value of ε polynomially. Let the resulting distribution be µ+ over Σ+×Γ+×Φ+.
By inspection, one can check that for all a, b ∈ Σ that there is some y ∈ Γ+ and z ∈ Φ+ such that
((a, a, b), y, z) and ((b, a, a), y, z) are both in the support of µ+. Intuitively, this means that the
�rst and third coordinates of Σ+ ⊆ Σ3 can be swapped without a�ecting the correlation. Because
f+(x) = f(x1)f(x′1)f(x2), this means that swapping each coordinate of x1, x2 should not a�ect the
value of f+ signi�cantly, and thus f has large swap norm.
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2.2 The 99% Regime of Swap Norm Inverse Theorem

The rest of this overview section is devoted to discussing the proof of Theorem 5, which consists of
the bulk of the e�ort in this paper. As mentioned earlier, our argument proceeds by induction on ε,
and we �rst address the base case that ε is su�ciently close to 1. In this case random restrictions
are not necessary, and we establish the following stronger result:

Theorem 8. If f : Σn → C satis�es ∥f∥2 ⩽ 1 and swap(f) ⩾ 1 − c for c ⩽ 0.05, then there are
P1, . . . , Pn : Σ → C with ∥Pi∥2 = 1 such that |⟨f, P1 . . . Pn⟩| ⩾ 1−O(c).

To prove Theorem 8, we build P1, . . . , Pn one at a time. Let the {1}-SVD on f be f =
∑

λigihi,
where the largest singular value is λ1. We will take P1 = g1, and note that for any function
P : Σ[n]\{1} → C we have that ⟨f, g1P ⟩ = λ1⟨h1, P ⟩. We repeat the argument on h1: perform an
SVD, take the largest singular value and so on, until we end up with a product function. To argue
that this process works, it su�ces to argue that swap(h1) ⩾ (1 + Ω(δ))swap(f), where δ = 1 − λ2

1.
Towards this end, we expand swap(f) (one can check that the orthogonality of g causes other terms
to cancel) and get that

1− c ⩽ swap(f) ⩽
∑
i

λ4
i swap(hi, hi, hi, hi) + 2

∑
i<j

λ2
iλ

2
j swap(hi, hj , hi, hj)

We require a non-trivial bound on the o�-diagonal entries, and we show that swap(hi, hj , hi, hj) ⩽
2/3 for orthogonal hi, hj (Lemma 4.2), which holds for i ̸= j. Using this estimate, we can show that
λ2
1 is close to 1 and hence δ is close to 0. It follows that swap(f) ⩽ λ4

1swap(h1) +
4
3δ+O(δ2), giving

swap(h1) ⩾
swap(f)− 4

3
δ+O(δ2)

1−2δ+O(δ2)
⩾ (1 + Ω(δ))swap(f).

2.3 Inverse Theorem for the Swap Norm

We now discuss the proof of Theorem 5. At a high level, our goal will be to perform a sequence of
random restrictions and SVDs to eventually get to a function g such that:

1. Correlation for g implies correlation for f : if a product function correlates with g, then
a product function correlates with f up to a multiplicative factor ε100 loss.

2. Increase in swap norm: swap(g)1/4 ⩾ ε+ ε100.

3. Boundedness: if f is bounded, then g is also bounded.

Once we �nd such a procedure, we can iterate it until the swap norm of the resulting function
becomes close to 1, which happens in O(1/ε100) iterations by the second item. At that point, we
use the base case, namely Theorem 8, and conclude that the resulting function is correlated with a
product function. This result then translates to a correlation of a random restriction of f with a
product function, where the correlation parameter is at least (ε100)1/ε

100
= exp(−ε−O(1)).

The starting point of our argument is that if f has large swap norm, then for a random subset
J ⊆ [n], the largest singular value of the J-SVD of f is at least εO(1) in expectation. This follows
by Lemma 3.3, which states that the swap norm is the expected box norm of f with respect to a
random partition (J, J), and the fact that having a large box norm with respect to some partition
implies a large singular value in the corresponding SVD decomposition.

This suggests the following approach: consider the J-SVD, say f =
∑
i
λigihi, and try to come

up with a candidate function g above based in the functions gi. A natural attempt, for instance
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would be to take g to be a linear combination of the the singular vectors g1, g2, . . . , possibly only
those corresponding to large singular values. However, we do not know how to argue that this
works, even in the case where there is only one large singular value. The issue is that there is no
clear way to directly relate swap(g1)swap(h1) and swap(f).

Instead, we take the following iterative approach. Let λgh be the �rst term of the J-SVD of
f , and write ∆ = f − λgh � note that ∥∆∥22 = ∥f∥22 − λ2 ⩽ 1 − εO(1). If swap(∆) ⩽ ε1000, i.e.,
is very small, then we know by the fact that swap1/4 is a norm that swap(λgh) ≈ swap(f). Then
swap(g)swap(h) ⩾ (1−o(1))swap(f), and hence one of swap(g) or swap(h) is much larger, as desired.
Otherwise, swap(∆) is still quite large and hence the J ′-SVD of ∆ for a random J ′ ⊆ [n] has a large
singular value. Let the �rst term in the J ′-SVD of ∆ be λ′g′h′, and write

∆′ = ∆− λ′g′h′ = f − λgh− λ′g′h′.

Again, note that ∥∆′∥22 ⩽ ∥∆∥22− εO(1). However, now gh and g′h′ live on di�erent partitions which
makes it di�cult to relate them to some SVD of f (we want to use SVDs to increase the swap like
we did in Section 2.2). To handle this, we random restrict f on a common re�nement of J and J ′,
i.e., I := (J ∩ J ′) ∪ (J ∩ J ′). After random restriction,

∆′
I→z = fI→z − λgI→zhI→z − λ′g′I→zh

′
I→z.

Critically, gI→z, hI→z, g
′
I→z, h

′
I→z all live on the same partition of I. On average, the random

restriction does not increase ∥∆′∥2 or decrease swap(f) (see Lemma 3.7). Thus we may continue
repeating this process until it terminates � this should happen within ε−O(1) steps because ∥∆′∥22
decreases during each step of the iteration. In the end, after several rounds of random restriction,
we are left with a function ∆ := f −

∑T
i=1 λigihi, where T ⩽ ε−O(1), gi, hi are functions over some

partition of f , and swap(∆) is very small. At this point, we are able to use a more complicated
version of the argument in Section 2.2 to build the desired function g as a linear combination of the
gi's.

There is one point to discuss: the gi, hi may live on the same partition of f , but may not
necessarily be the true SVD of f on that partition. This is not di�cult to �x: after each random
restriction, replace the gi, hi with the true SVD up to that many terms. This can only decrease
∥∆∥22 further, because

min
λi,gi,hi:1⩽i⩽t

∥∥∥f −
t∑

i=1

λigihi

∥∥∥2
2

is attained exactly when λi, gi, hi are the �rst t terms of the SVD of f .

2.4 Getting Bounded Functions

The above argument naturally gives rise to product functions P that are only guaranteed to be
ℓ2-bounded, whereas in Theorem 2 we require the product function to have absolute value 1 always.
In Section 6 we prove that if a 1-bounded function f correlates to an ℓ2-bounded product function,
then f in fact correlates to a 1-bounded product function, with polynomial loss in the correlation;
see Theorem 10 for a formal statement.

2.5 The Global Inverse Theorem

Finally, to get Theorem 1 we use the following restriction inverse theorem, extending the ones
from [BKM23c,BKM24a]:
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Theorem 9. Let f : Σn → C be 1-bounded and µ = (1 − ρ)ν + ρU where U is uniform over Σ.
Suppose that for ε > 0 it holds that

Pr
I∼1−ρ[n],z∼νI

∃{Pi : Σ → C, ∥Pi∥∞ ⩽ 1}i∈I with
∣∣∣ E
x∼ΣI

[
fI→z(x)

∏
i∈I

Pi(xi)
]∣∣∣ ⩾ ε

 ⩾ ε.

Then there exist 1-bounded Pi : Σ → C for i = 1, . . . , n, and a function L : Σn → C of degree at
most D := D(ρ, ε) with ∥L∥2 ⩽ 1 such that:∣∣∣∣∣ E

x∼µ⊗n

[
f(x)L(x)

n∏
i=1

Pi(xi)

]∣∣∣∣∣ ⩾ ε′,

where quantitatively ε′ ⩾ exp(−CΣ(ρ
−1 log(1/ε))O(1)) and D ⩽ CΣ(ερ)

−O(1) for some constant CΣ.

In words, Theorem 9 asserts that if a random restriction of f is correlated with a product
function with noticeable probability, then f itself must be correlated with a product of a low-degree
function with a product function.

The proof of Theorem 9 proceeds along similar lines as in [BKM23c, BKM24a], with some
di�erences. In previous works, a key component of the proof was a small-set expansion statement,
asserting that if h : Σn → ΣN is a function such that

Pr
x∼Σn

y∼ρx

[h(x) = h(y)] ⩾ ε

(where y ∼ρ x is the distribution where for each coordinate i independently, yi = xi with probability
ρ, and else yi ∼ Σ), then there exists a ∈ ΣN such that h(x) = a for at least εOρ(1) of the x's. Here,
we have to prove a similar looking statement in the case that h : Σn → DN (where D is the unit
disk), and we know that h(x) and h(y) are close in ℓ2 (as opposed to exactly equal) with probability
at least ε. In this case, we show that there exists a ∈ (R/Z)N such that h(x) is close in ℓ2 to a for
at least εOρ(1) of the x's.

3 The Swap Norm and Its Properties

3.1 The Box Norm

We begin by discussing the box norm, which is intimately related to the swap norm.

De�nition 3.1 (Box inner product and box norm). For functions f1, f2, f3, f4 : Σn → C and
S ⊆ [n], de�ne the box inner product as

boxS(f1, f2, f3, f4) := E
xS ,yS∼ΣS

xS ,yS∼ΣS

[
f1(xS , xS)f2(yS , yS)f3(yS , xS)f4(xS , yS)

]
.

In the case that f1 = f2 = f3 = f4 = f , we simplify the notation and write boxS(f) = boxS(f, f, f, f).

It is easily seen that boxS(f1, f2, f3, f4) is a multi-linear form, and it is known that boxS(f)
1/4

is a norm. Indeed, the following lemma implies that:
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Lemma 3.2. Let f1, f2, f3, f4 : Σ
n → C and S ⊆ [n]. Then

|boxS(f1, f2, f3, f4)|2 ⩽ boxS(f1, f3, f1, f3)boxS(f2, f4, f2, f4),

|boxS(f1, f2, f3, f4)|4 ⩽ boxS(f1)boxS(f2)boxS(f3)boxS(f4),

and boxS(f) ⩽ ∥f∥42 for any f : Σn → C.

Proof. For the �rst assertion,

|boxS(f1, f2, f3, f4)|2 =

∣∣∣∣∣ E
xS ,yS∼ΣS

(
E

x∼ΣS

f1(xS , x)f3(yS , x)
)(

E
x∼ΣS

f4(xS , x)f2(yS , x)
)∣∣∣∣∣

2

⩽ E
xS ,yS∼ΣS

∣∣∣ E
x∼ΣS

f1(xS , x)f3(yS , x)
∣∣∣2 E

xS ,yS∼ΣS

∣∣∣ E
x∼ΣS

f4(xS , x)f2(yS , x)
∣∣∣2

= boxS(f1, f3, f1, f3)boxS(f2, f4, f2, f4),

where we have applied the Cauchy-Schwarz inequality. Repeating this argument (but with the
coupling f1, f4 and f2, f3) gives that boxS(f1, f2, f3, f4)

2 ⩽ boxS(f1, f4, f1, f4)boxS(f2, f3, f2, f3),
which gives boxS(f1, f3, f1, f3)

2 ⩽ boxS(f1)boxS(f3), hence the second assertion.
For the third assertion we note that by Cauchy-Schwarz again

boxS(f, f, f, f) = E
xS ,yS∼ΣS

xS ,yS∼ΣS

[
f(xS , xS)f(yS , yS)f(yS , xS)f(xS , yS)

]

⩽

 E
xS ,yS∼ΣS

xS ,yS∼ΣS

|f(xS , xS)|
2|f(yS , yS)|

2 E
xS ,yS∼ΣS

xS ,yS∼ΣS

|f(yS , xS)|
2|f(xS , yS)|

2


1/2

= ∥f∥42.

3.2 The Relation between the Box Norm and the Swap Norm

Next, we observe that the swap inner product of 4 functions is the expected box inner product of
the same 4 functions over a randomly chosen partition.

Lemma 3.3. We have that

swap(f1, f2, f3, f4) = E
S⊆[n]

[boxS(f1, f2, f3, f4)] .

Proof. Looking at the de�nition of swap(f1, f2, f3, f4), we denote by S the random set of coordinates
where (x′i, y

′
i) = (yi, xi), i.e. where there was swap. Conditioning on S, it can be seen that the

expectation is equal to exactly boxS(f1, f2, f3, f4), and as the distribution of S is uniform over all
subsets of [n] the claim follows.

Using this connection, Lemma 3.2 implies analogous properties for the swap norm.

Lemma 3.4. We have that swap(f1, f2, f3, f4) ⩽ ∥f1∥2∥f2∥2∥f3∥2∥f4∥2.
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Proof. By Lemma 3.3

swap(f1, f2, f3, f4) = E
S⊆[n]

[boxS(f1, f2, f3, f4)]

⩽ E
S⊆[n]

[
boxS(f1)

1/4boxS(f2)
1/4boxS(f3)

1/4boxS(f4)
1/4
]

⩽ ∥f1∥2 ∥f2∥2 ∥f3∥2 ∥f4∥2 .

We also get the following Cauchy-Schwarz-Gowers type inequalities for the swap norms.

Lemma 3.5. For any f1, f2, f3, f4 we have that:

|swap(f1, f2, f3, f4)|2 ⩽ swap(f1, f2, f1, f2)swap(f3, f4, f3, f4) (2)

and
swap(f1, f2, f1, f2)

2 ⩽ swap(f1, f1, f1, f1)swap(f2, f2, f2, f2). (3)

Proof. The �rst follows from the identity

swap(f1, f2, f3, f4) = E
x,y∼Σn

[
f1(x)f2(y) · E

(x′,y′)∼(x↔y)
f3(x′)f4(y′)

]

= E
x,y∼Σn

[
E

(x′,y′)∼(x↔y)
f1(x

′)f2(y
′) · E

(x′,y′)∼(x↔y)
f3(x′)f4(y′)

]
. (4)

The second equality follows because E(x′,y′)∼(x↔y) f3(x′)f4(y′) is the same for all (x′′, y′′) in the
support of (x ↔ y). Now, (2) follows from the Cauchy-Schwarz inequality. For (3), we note:

swap(f1, f2, f1, f2)
2 =

(
E
S
boxS(f1, f2, f1, f2)

)2

⩽

(
E
S
boxS(f1, f1, f1, f1)

1/2boxS(f2, f2, f2, f2)
1/2

)2

⩽ E
S
boxS(f1, f1, f1, f1)E

S
boxS(f2, f2, f2, f2)

= swap(f1, f1, f1, f1)swap(f2, f2, f2, f2).

Here, the �rst equality is Lemma 3.3, and the �rst inequality is Lemma 3.2.

Applying Lemma 3.5 implies that swap(f)1/4 is a norm.

Corollary 3.6. swap(f)1/4 is a norm on functions f .

Proof. Clearly it obeys scaling and nonnegativity by (4). By Lemma 3.5 we get that:

swap(f1 + f2) =
∑

(a,b,c,d)∈{1,2}4
swap(fa, fb, fc, fd)

⩽
∑

(a,b,c,d)∈{1,2}4
swap(fa)

1/4swap(fb)
1/4swap(fc)

1/4swap(fd)
1/4

= (swap(f1)
1/4 + swap(f2)

1/4)4.
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The next lemma proves that swap(f)1/2 is non-decreasing in expectation under random restric-
tions.

Lemma 3.7. For a subset I ⊆ [n] and f : Σn → C we have that

swap(f, f, f, f)1/2 ⩽ E
z∼ΣI

[
swap(fI→z, fI→z, fI→z, fI→z)

1/2
]
.

Proof. Note that

swap(f, f, f, f) = E
x∼ΣI ,y∼ΣI

(x′,y′)∼(x↔y)

swap(fI→x, fI→y, fI→x′ , fI→y′)

⩽ E
x∼ΣI ,y∼ΣI

(x′,y′)∼(x↔y)

swap(fI→x)
1/4swap(fI→y)

1/4swap(fI→x′)1/4swap(fI→y′)
1/4

⩽

 E
x∼ΣI ,y∼ΣI

(x′,y′)∼(x↔y)

swap(fI→x)
1/2swap(fI→y)

1/2 E
x∼ΣI ,y∼ΣI

(x′,y′)∼(x↔y)

swap(fI→x′)1/2swap(fI→y′)
1/2


1/2

= E
x∼ΣI ,y∼ΣI

(x′,y′)∼(x↔y)

swap(fI→x)
1/2swap(fI→y)

1/2 =

(
E

x∼ΣI
swap(fI→x)

1/2

)2

.

Here the �rst inequality uses Lemma 3.5 and the second uses Cauchy-Schwarz.

3.3 3-Wise Correlation Implies Large Swap Norm

The goal of this section is to establish Theorem 7.

3.3.1 Path Tricks

In this section we discuss the path trick, which is a tool that allows us to modify the underlying
distribution µ to get additional desirable properties from it. We start by de�ning the distribution
resulting from a path trick of r steps on µ.

De�nition 3.8. Given a distribution µ on Σ × Γ × Φ and integer r ⩾ 1, de�ne the x path trick
distribution µ+ on Σ+ × Γ× Φ (where Σ+ ⊆ Σ2r−1) as follows:

1. Sample y1 ∼ µy.

2. Sample (x1, z1) from µ, conditioned on y = y1.

3. Sample (x′1, y2) from µ, conditioned on z = z1.

4. Repeat steps 2 and 3, and in the �nal step sample (x2r , y2r−1+1) from µ conditioned on
z = z2r−1 .

µ+ is over the sequences ((x1, x
′
1, . . . , x

′
2r−1−1, x2r−1), y1, z2r−1) generated by the process above.

The y and z path tricks can be de�ned symmetrically. One way to think of the x-path trick is
as considering the bipartite graph between Γ and Φ that has edges between (y, z) if there is x such
that (x, y, z) is in the support of µ, and in that case the edge is labeled by x. Path tricks correspond
to walks in this bipartite graph, and the resulting symbol in the �rst coordinate corresponds to the
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edge labels collected throughout the walk. The following result from [BKM22] asserts that if f, g, h
have non-trivial correlation with respect to µ, then f+, g and h′ have non-trivial correlation with
respect to the path trick distribution µ+, where f+ is an alternating conjugated product of f along
the labels and h′ may be an arbitrary 1-bounded function. We reproduce its proof below for the
reader's convenience.

Lemma 3.9 (Path trick). Let µ be a distribution on Σ×Γ×Φ. If 1-bounded functions f : Σn → C,
g : Γn → C and h : Φn → C satisfy |E(x,y,z)∼µ⊗n [f(x)g(y)h(z)] ⩾ ε, then for any r ⩾ 1 and µ+

de�ned as above for an r-step path trick, there are 1-bounded functions f+ : (Σ+)n → C, g : Γn → C,
h̃ : Φn → C satisfying: ∣∣∣ E

(x,y,z)∼(µ+)⊗n
[f+(x)g(y)h̃(z)]

∣∣∣ ⩾ ε2
r
.

Additionally for x = (x1, x
′
1, . . . , x2r−1) ∈ (Σ+)n it holds that f+(x) =

∏2r−1

i=1 f(xi)
∏2r−1−1

i=1 f(x′i).

Proof. We start by performing a simple reduction on h. De�ne

h̃(z) := E
(x,y,z′)∼µ⊗n

[f(x)g(y)|z′ = z].

Then note that∣∣∣∣∣ E
(x,y,z)∼µ⊗n

[f(x)g(y)h(z)]

∣∣∣∣∣ =
∣∣∣∣ E
z∼µz

[h(z)h̃(z)]

∣∣∣∣ ⩽ ∥h∥2∥h̃∥2 ⩽ ∥h̃∥2 = E
(x,y,z)∼µ⊗n

[f(x)g(y)h̃(z)]1/2.

Hence
∣∣∣E(x,y,z)∼µ⊗n [f(x)g(y)h̃(z)]

∣∣∣ ⩾ ε2. The remainder of the proof involves repeated application

of Cauchy-Schwarz. We show the following by induction on r:∣∣∣∣∣∣∣∣∣∣
E

x1,x′
1,...,x2r−1 ,x′

2r−1
y1,...,y2r−1+1
z1,...,z2r−1

2r−1∏
i=1

f(xi)f(x′i) · g(y1)g(y2r−1+1)


∣∣∣∣∣∣∣∣∣∣
⩾ ε2

r
. (5)

Let us check the base case r = 1.

ε2 ⩽

∣∣∣∣∣ E
(x,y,z)∼µ⊗n

[f(x)g(y)h̃(z)]

∣∣∣∣∣ =
∣∣∣∣∣∣ E

z1
x1,y1,x′

1,y2

[f(x1)f(x′1)g(y1)g(y2)]

∣∣∣∣∣∣ .
The inductive step will follow by squaring this, and using Cauchy-Schwarz on the variables other
than y2r−1+1. Precisely,

ε2
r+1

⩽

∣∣∣∣∣∣∣∣∣∣
E

x1,x′
1,...,x2r−1 ,x′

2r−1
y1,...,y2r−1+1
z1,...,z2r−1

2r−1∏
i=1

f(xi)f(x′i) · g(y1)g(y2r−1+1)


∣∣∣∣∣∣∣∣∣∣

2

⩽ E
y2r−1+1

∣∣∣∣∣∣∣∣∣ E
x1,x′

1,...,x2r−1 ,x′
2r−1

y1,...,y2r−1
z1,...,z2r−1

2r−1∏
i=1

f(xi)f(x′i) · g(y1)


∣∣∣∣∣∣∣∣∣
2

.
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Note that this last expression exactly equals (5) for r + 1, completing the induction. Finally, the
de�nition of h̃ gives that the LHS expression in (5) can be expressed as:∣∣∣∣∣∣∣∣∣ E

x1,x′
1,...,x2r−1

y1,...,y2r−1
z1,...,z2r−1

2r−1∏
i=1

f(xi)
2r−1−1∏
i=1

f(x′i) · g(y1)h̃(z2r−1)


∣∣∣∣∣∣∣∣∣ .

So we can set f+(x) =
∏2r−1

i=1 f(xi)
∏2r−1−1

i=1 f(x′i). This is exactly what we wanted to prove.

Pairwise-connectedness: We remark that it is easy to observe that if µ is pairwise-connected,
then µ+ is also pairwise-connected. In fact, it improves connectivity between two of the coordinates:
if r is taken so that 2r is larger than |Γ|, |Φ|, then supp(µ+

y,z) = Γ× Φ; see [BKM24a, Lemma 3.12]
for a proof. This fact will be useful for us later on.

3.3.2 A Symmetry Argument

Now we prove Theorem 7 by applying a sequence of path tricks, and then applying a symmetry
argument. We start by applying the following sequence of three path tricks.

1. Apply a y path trick with parameter r satisfying 2r ⩾ max{|Σ|, |Φ|}.

2. Apply a z path trick with parameter r satisfying 2r ⩾ max{|Σ|, |Γ+|}.

3. Apply a x path trick with parameter r = 2.

After this sequence of operations, we know that there is a distribution µ+ on Σ+ × Γ+ × Φ+ such
that Σ+ ⊆ Σ3, and 1-bounded functions g : (Γ+)n → C, h : (Φ+)n → C such that∣∣∣∣∣∣∣ E

(x,y,z)∼(µ+)n

x=(x1,x2,x3)

f(x1)f(x2)f(x3)g(y)h(z)

∣∣∣∣∣∣∣ ⩾ εO(1). (6)

By doing the path tricks in this speci�c order, we are able to guarantee the following nice property
of supp(µ+) that allows us to then exploit symmetry.

Lemma 3.10. Let distribution µ+ over Σ+ × Γ+ ×Φ+ be as de�ned above. For any a, b ∈ Σ there
are y ∈ Γ+, z ∈ Φ+ such that both ((a, a, b), y, z) ∈ supp(µ+) and ((b, a, a), y, z) ∈ supp(µ+).

Proof. After the �rst y path trick, by pairwise connectivity the distribution µ′ over Σ× Γ+ × Φ is
pairwise-connected and satis�es that µ′

xz has full support. Let z ∈ Φ be chosen arbitrarily, and let
ya, yb be such that (a, ya, z) ∈ supp(µ′) and (b, yb, z) ∈ supp(µ′). Let µ′′ be the distribution over
Σ× Γ+ × Φ+ after applying the z path trick to µ′. Again by pairwise connectivity, µ′′ is pairwise-
connected and the support of µ′′

xy is full, so there is some z′ ∈ Φ+ such that (a, yb, z
′) ∈ supp(µ′′).

Also, note that for z⃗ := (z, z, . . . , z) we have that that (a, ya, z⃗), (b, yb, z⃗) ∈ supp(µ′′). To conclude,
set y := yb and z := z⃗ and note that (a, a, b) corresponds to the path yb → z′ → yb → z⃗, and (b, a, a)
corresponds to the path yb → z⃗ → ya → z⃗.

We are now ready to prove Theorem 7, restated below.
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Theorem 7. Let µ be a pairwise-connected distribution over Σ × Γ × Φ for �nite sets Σ,Γ,Φ. If
1-bounded functions f : Σn → C, g : Γn → C, h : Φn → C satisfy that∣∣∣∣∣ E

(x,y,z)∼µ⊗n
[f(x)g(y)h(z)]

∣∣∣∣∣ ⩾ ε,

then there is α ⩾ Ω|Σ|,|Γ|,|Φ|(1), and distribution ν over Σ satisfying µx = αU +(1−α)ν for uniform
U over Σ, such that

E
I∼1−α[n]

z∼νI

[
swap(fI→z, fI→z, fI→z, fI→z)

]
⩾ εOµ(1).

Proof. Consider µ+ as above, and de�ne the distribution µ− as follows. Sample a, b ∈ Σ uniformly at
random and sample c ∈ {a, b} uniformly at random. Now let y, z be as guaranteed by Lemma 3.10,
i.e., ((a, c, b), y, z) ∈ supp(µ+) and ((b, c, a), y, z) ∈ supp(µ+). Include ((a, c, b), y, z) in µ− with
probability mass 1

2|Σ|2 . Let α > 0 and ν be such that µ+ = αµ− + (1 − α)ν. Applying a random

restriction and using (6) tells us that

E
I∼1−α[n]

((u1,u2,u3),v,w)∼νI

∣∣∣∣∣∣∣∣ E
(x,y,z)∼(µ−)I

x=(a,c,b)

fI→u1(a)fI→u2(c)fI→u3(b)gI→v(y)hI→w(z)

∣∣∣∣∣∣∣∣ ⩾ εO(1). (7)

De�ne the function f̃I,u : supp(µ−
x )

I → C as:

f̃I,u(a, c, b) := E
a′,b′∼(a↔b)

fI→u1(a
′)fI→u2(c)fI→u3(b

′).

Note that by choice of y, z (via Lemma 3.10) we have that that

E
(x,y,z)∼(µ−)I

x=(a,c,b)

fI→u1(a)fI→u2(c)fI→u3(b)gI→v(y)hI→w(z) = E
(x,y,z)∼(µ−)I

x=(a,c,b)

f̃I,u(a, c, b)gI→v(y)hI→w(z).

Because g, h are 1-bounded this, together with (7), implies that

εO(1) ⩽ E
I∼1−α[n]

(u1,u2,u3)∼νIx

∥∥∥f̃I,u∥∥∥
L2((µ−

x )I)

= E
I∼1−α[n]

(u1,u2,u3)∼νIx

 E
(a,c,b)∼(µ−

x )I

|fI→u2(c)|2
∣∣∣∣∣ E
(a′,b′)∼(a↔b)

fI→u1(a
′)fI→u3(b

′)

∣∣∣∣∣
2
1/2

⩽ E
I∼1−α[n]

(u1,u2,u3)∼νIx

 E
(a,c,b)∼(µ−

x )I

∣∣∣∣∣ E
(a′,b′)∼(a↔b)

fI→u1(a
′)fI→u3(b

′)

∣∣∣∣∣
2
1/2

= E
I∼1−α[n]

(u1,u2,u3)∼νIx

swap(fI→u1 , fI→u3 , fI→u1 , fI→u3)
1/2

⩽

 E
I∼1−α[n]

(u1,u2,u3)∼νIx

swap(fI→u1)


1/4 E

I∼1−α[n]

(u1,u2,u3)∼νIx

swap(fI→u3)


1/4

,
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where we have applied Cauchy-Schwarz and Lemma 3.5 (3). To conclude, note that for (x1, x2, x3) ∼
µ+
x that both x1 and x3 are distributed as µx, and thus if ν ′ is the distribution of u1 (or u3) for

(u1, u2, u3) ∼ ν, then (1− α)ν ′ + αU = µx. This exactly implies the conclusion of Theorem 7.

4 Proof of Theorem 8: the 99% Regime

The goal of the section is to establish Theorem 8. The key component in the proof is the following
lemma, which then implies Theorem 8 by induction.

Lemma 4.1. Let f : Σn → C be a function such that ∥f∥2 ⩽ 1 and swap(f) = 1 − ε for ε ⩽ 0.05.
Let λ1 be the maximum singular value under the {1}-SVD of f . Then:

� λ2
1 ⩾ 1− 3ε.

� If δ = 1− λ2
1 and f =

∑m
i=1 λigihi is the {1}-SVD then swap(h1) ⩾ (1− ε)(1 + Ω(δ)).

We require a weak bound on swap applied to orthogonal functions.

Lemma 4.2. If ⟨h1, h2⟩ = 0 and ∥h1∥2 = ∥h2∥2 = 1, then swap(h1, h2, h1, h2) ⩽ 2/3.

Proof. Let α, β be uniform complex numbers with |α| = |β| = 1/
√
2. Note that

1 ⩾ E
α,β

[swap(αh1 + βh2, αh1 + βh2, αh1 + βh2, αh1 + βh2)]

=
1

4
swap(h1) +

1

4
swap(h2) + swap(h1, h2, h1, h2)

⩾
1

2

√
swap(h1)swap(h2) + swap(h1, h2, h1, h2)

⩾
3

2
swap(h1, h2, h1, h2),

where the �rst inequality uses Lemma 3.4 and the last uses Lemma 3.5.

Now we can proceed to the proof of Lemma 4.1.

Proof of Lemma 4.1. Writing f =
∑

i λigihi in the {1}-SVD, one can check that

1− ε = swap(f, f, f, f) =
∑
i

λ4
i swap(hi) + 2

∑
i<j

λ2
iλ

2
j swap(hi, hj , hi, hj).

Applying Lemma 4.2 gives

1− ε ⩽
∑
i

λ4
i swap(hi) + 2

∑
i<j

λ2
iλ

2
j ·

2

3
=
∑
i

λ4
i swap(hi) +

2

3

(∑
i

λ2
i

)2

−
∑
i

λ4
i

 , (8)

which is at most 1
3

∑
i λ

4
i +

2
3 as swap(hi) ⩽ 1. Thus

∑
i λ

4
i ⩾ 1− 3ε, and as

∑
i λ

2
i ⩽ 1 we conclude

that λ2
1 ⩾ 1− 3ε. Denoting δ = 1− λ2

1, we get that δ ⩽ 3ε and also that
∑

j ̸=1 λ
2
j ⩽ δ. Using these

notations we conclude from (8) that

1− ε ⩽
∑
i

λ4
i swap(hi) +

2

3

(
1−

∑
i

λ4
i

)
⩽ λ4

1swap(h1) +
4

3
δ +O(δ2),
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where the �nal inequality uses λ4
1 ⩾ 1− 2δ. Thus,

swap(h1) ⩾
1− ε− 4

3δ −O(δ2)

(1− δ)2
⩾ (1− ε)(1 + Ω(δ)),

for su�ciently small ε (recall that δ ⩽ 3ε). This completes the proof.

We now prove Theorem 8, restated below.

Theorem 8. If f : Σn → C satis�es ∥f∥2 ⩽ 1 and swap(f) ⩾ 1 − c for c ⩽ 0.05, then there are
P1, . . . , Pn : Σ → C with ∥Pi∥2 = 1 such that |⟨f, P1 . . . Pn⟩| ⩾ 1−O(c).

Proof. We prove the following claim by induction on n: there is a constant C such that for all
su�ciently small ε, if swap(f) ⩾ 1− ε then there is a product function P = P1 . . . Pn with ∥P∥2 = 1
and ⟨f, P ⟩ ⩾ 1− Cε. It is evident for n = 1.

Now let n > 1. Perform the SVD as in Lemma 4.1 and let λ2
1 = 1 − δ. We will set P = g1P

′

where ⟨h1, P ′⟩ ⩾ 1− C(ε− Ω(δ)) by induction, because swap(h1) ⩾ (1− ε)(1 + Ω(δ)). Note that

⟨f, P ⟩ = λ1⟨h1, P ′⟩ ⩾ (1− δ)1/2(1− C(ε− Ω(δ))) ⩾ 1− Cε

where the last inequality holds provided that C is a su�ciently large constant.

5 Proof of Theorem 5: the Inverse Theorem for the Swap Norm

The goal of this section is to establish Theorem 5. At a high level, the proof of the result proceeds by
induction on ε. We show that given a function f , we can do a process consisting of taking random
restrictions and SVD decompositions to get a function f ′ whose (normalized) value is signi�cantly
larger than that of f . Additionally, the function f ′ will have the property that if it is correlated
with a product function, then f is also correlated with a product function (perhaps a di�erent one).
Here and throughout, the normalized value of f is swap(f)1/2/ ∥f∥22; it will be easier to work with
as we are considering restrictions of f that may have di�erent 2-norms.

5.1 An Iterative Scheme

Fix a function f : Σn → C with
√
swap(f) ⩾ ε2 as in the statement of Theorem 5. In this

section we provide an iterative argument that alternately peels o� large singular vectors for random
partitions and performs random restrictions, with the goal of increasing swap(f) so that we can
apply induction. At each time step in the iteration we maintain a subset Rt ⊆ [n] (a random subset
of some density), a partition Rt = St ∪ Tt (which is uniormly random conditioned on Rt), and a
function ft : Σ

Rt → C which is a random restriction of f onto Rt.
Let us now formally de�ne the iterative scheme. Set f0 = f , t = 0, R0 = [n], and take S0, T0 as

a uniformly random partition of R0. We choose γ = Θ(ε8), to be determined more precisely later.

1. De�ne ∆t := ft−
∑t

i=1 λigihi, where λ1, . . . , λt are the t largest singular values of the St-SVD
of ft with corresponding singular vectors gi : Σ

St → C, hi : ΣTt → C.

2. If swap(∆t)
1/2 < γ∥ft∥22 or t ⩾ 8γ−2, terminate.

3. If swap(∆t)
1/2 ⩾ γ∥ft∥22 and t < 8γ−2, let Rt = S′ ∪ T ′ be a uniformly random partition of

Rt. Set St+1 := St ∩ S′ and Tt+1 := Tt ∩ T ′. Set Rt+1 := St+1 ∪ Tt+1.

4. Let ft+1 := (ft)(Rt\Rt+1)→z for random z ∼ ΣRt\Rt+1 . Increase t by 1 and iterate.
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We use the following potential function to analyze the progress of the iterative scheme:

Φt :=
ε−5swap(ft)

1/2 − ∥∆t∥22
∥ft∥22

.

The idea behind the potential function is that during each iteration, if it does not terminate, ∆t is
subtracting o� one extra term in the SVD, so ∥∆t∥22 should be decreasing and thus increases Φt.
Thus, if swap(ft) stays the same throughout the process, we will eventually have that swap(∆t)
must be small.

The �rst step in the analysis is to argue that with non-negligible probability, Φt does not decrease
signi�cantly under a random restriction.

Lemma 5.1. Let f, g : Σn → C be functions such that f is B-bounded. Let I ⊆ [n], C > 1, and

δ > 0. Then with probability at least
δ∥f∥22
CB2 over z ∼ ΣI :

Cswap(fI→z)
1/2 − ∥gI→z∥22

∥fI→z∥22
⩾

Cswap(f)1/2 − ∥g∥22
∥f∥22

−2δ and ∥fI→z∥22 ⩾
δ

C + 2δ +
∥g∥22
∥f∥22

∥f∥22. (9)

Proof. Let Φ :=
Cswap(f)1/2−∥g∥22

∥f∥22
. By Lemma 3.7 we know that:

E
z∼ΣI

[Cswap(fI→z)
1/2−∥gI→z∥22− (Φ−2δ)∥fI→z∥22] ⩾ Cswap(f)1/2−∥g∥22− (Φ−2δ)∥f∥22 = 2δ∥f∥22.

As the random variable under the expectation on the left hand side is at most CB2 always (since
f is B-bounded), it follows from an averaging argument that

Pr
z∼ΣI

[
Cswap(fI→z)

1/2 − ∥gI→z∥22 − (Φ− 2δ)∥fI→z∥22 ⩾ δ∥f∥22
]
⩾

δ∥f∥22
CB2

.

Any z for which this event holds satis�es the conclusion of the lemma. Indeed, the �rst inequality
in (9) follows by bounding δ ∥f∥22 ⩾ 0 and re-arranging, and the second inequality follows by
bounding swap(fI→z)

1/2 ⩽ ∥fI→z∥22 (which holds by Lemma 3.4), ∥gI→z∥22 ⩾ 0, Φ ⩾ −∥g∥22/∥f∥22
and rearranging.

5.1.1 Analyzing a Single Iteration

We now state and prove the main iteration lemma, stating that each step is successful with noticeable
probability, wherein a successful step is one in which the potential Φt increases signi�cantly and the
2-norm of ft does not decrease too much.

Lemma 5.2. Let ft, Rt = St ∪ Tt,∆t be de�ned as above. If swap(∆t)
1/2 ⩾ γ∥ft∥22, then with

probability at least Ω(γ4ε5∥ft∥62/B6), it holds that Φt+1 ⩾ Φt + γ2/4 and ∥ft+1∥22 ⩾ Ω(ε5γ2)∥ft∥22.

Proof. Let Rt = S′ ∪ T ′ be a uniformly random partition, as described in the iterative scheme.
De�ne ∆̃ := ∆t/∥∆t∥2, so that ∥∆̃∥2 = 1 and swap(∆̃) ⩾ γ2∥ft∥42∥∆t∥−4

2 by the assumption that the

process has not terminated. By Lemma 3.3 we have that ES [boxS(∆̃)] = swap(∆̃) ⩾ γ2∥ft∥42∥∆t∥−4
2 ,

and as boxS(∆̃) ⩽ 1 for all S by Lemma 3.2, we get by an averaging argument that

Pr
S′

[
boxS′(∆̃) ⩾

γ2∥ft∥42
2∥∆t∥42

]
⩾

γ2∥ft∥42
2∥∆t∥42

⩾
γ2∥ft∥42
2B4

.
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In the last inequality we used the fact that ∥∆t∥42 ⩽ ∥ft∥42 ⩽ B4. Let κ1 ⩾ κ2 ⩾ . . . be the singular

values of ∆̃ ∈ CΣS′×ΣT ′
. With these notations, we get that with probability at least γ2∥ft∥42B−4/2

over S′

κ21 ⩾
∑
i

κ4i = boxS′(∆̃) ⩾
γ2∥ft∥42
2∥∆t∥42

. (10)

Let g : ΣS′ → C and h : ΣT ′ → C be the unit singular vectors corresponding to κ1 and de�ne
∆′

t := ∆t − ∥∆t∥2κ1gh. Using (10) it follows that

∥∆′
t∥22 = ∥∆t∥22 − ∥∆t∥22κ21 ⩽ ∥∆t∥22 −

γ2

2

∥ft∥42
∥∆t∥22

⩽ ∥∆t∥22 −
γ2

2
∥ft∥22, (11)

where the last transition uses the fact that ∥∆t∥2 ⩽ ∥ft∥2.
Now we will take the random restriction and invoke Lemma 5.1. Let I := Rt \ Rt+1, δ = γ2/8,

C = ε−5, and use Lemma 5.1 for f := ft, g := ∆′
t to get that with probability at

γ2ε5∥ft∥22
8B2 over

z ∼ ΣI ,
ε−5swap((ft)I→z)

1/2 − ∥(∆′
t)I→z∥22

∥(ft)I→z∥22
⩾

ε−5swap(ft)
1/2 − ∥∆′

t∥22
∥ft∥22

− γ2

4
,

and
∥ft+1∥22 = ∥(ft)I→z∥22 ⩾ Ω(γ2ε5)∥ft∥22

(we used ∥∆′
t∥22 ⩽ ∥ft∥22 to replace the ∥g∥22 / ∥f∥2 term in Lemma 5.1 by 1). By (11) we know that

ε−5swap(ft)1/2−∥∆′
t∥22

∥ft∥22
⩾ Φt +

γ2

4 . Thus, the conclusion follows from the fact that ft+1 = (ft)I→z and

∥(∆′
t)I→z∥22 ⩾ ∥∆t+1∥22. Indeed, the latter inequality follows because

(∆′
t)I→z = ft+1 −

t∑
i=1

λi(gi)I→z(hi)I→z − ∥∆t∥2κ1gI→zhI→z,

and (g1)I→z, . . . , (gt)I→z and gI→z are all functions from ΣSt+1 → C, and (h1)I→z, . . . , (ht)I→z and
hI→z are all functions from ΣTt+1 → C, and that the SVD is the optimal way to reduce the ℓ2 norm
of a matrix by subtracting rank one matrices.

5.1.2 Analyzing the Termination State

We next analyze the functions ft and ∆t upon the termination of the process. In the following
lemma, we show that with noticeable probability, either the process terminated with ∆t with small
value while swap(ft)

1/2/ ∥ft∥2 has not decrease by much, or else swap(ft)
1/2/ ∥ft∥2 is noticeably

larger than swap(f)1/2/ ∥f∥2. Denote by τ the time step on which the iteration scheme ends, so
either τ = 8γ−2 or swap(∆τ )

1/2 < γ∥fτ∥22.

Lemma 5.3. Let T = 8γ−2. Over the randomized process described above, with probability at least
(ε∥f∥2/B)O(T 2), we either have (Case 1) that:

swap(fT )
1/2

∥fT ∥22
⩾

swap(f)1/2

∥f∥22
+ ε5 and ∥fT ∥22 ⩾ (εγ)O(T )∥f∥22,

or (Case 2) there is some τ ∈ {1, 2, . . . , T} such that swap(∆τ )
1/2 < γ∥fτ∥22, ∥ft∥22 ⩾ (εγ)O(t) for

all t ⩽ τ , and
swap(fτ )

1/2

∥fτ∥22
⩾

swap(f)1/2

∥f∥22
− ε5.
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Proof. Consider the event that the conclusion of Lemma 5.2 is true at each iteration i ⩽ τ . Under
this we get that ∥fi∥22 ⩾ (εγ)O(i)∥f∥22 for all i = 0, 1, . . . , T . The probability of this is at least

(εγ/B)O(T ) ·
∏t

i=0 ∥fi∥
O(1)
2 ⩾ (εγ∥f∥2/B)O(T 2).

In this event, we get that Φt ⩾ Φ0 + tγ2/4, for t ⩽ τ . Thus

ε−5

(
swap(ft)

1/2

∥ft∥22
− swap(f)1/2

∥f∥22

)
⩾ t

γ2

4
+

∥∆t∥22
∥ft∥22

− ∥∆0∥22
∥f∥22

⩾ t
γ2

4
− 1,

because ∆0 = f . If t = 8γ−2, we are in Case 1. Otherwise, Case 2 holds.

Intuitively, if the �rst case of Lemma 5.3 holds then we have successfully made progress by
increasing the value of ft. At that point we could appeal to the inductive hypothesis and conclude
that ft is correlated with a product function, and thus be done. Otherwise, the second case holds,
and we know that we have not lost too much in value when passing from f to ft but at the same time
we know that swap(∆t) is small, meaning that, in a sense, we have exhausted all of the meaningful
parts in the SVD decompositions of f . In the next subsection, we show how to use this information
to construct a function f ′ related to f that has signi�cantly larger value, such that correlations of
f ′ with product functions are related to correlation of f with product functions.

5.1.3 Analyzing Case 2 in Lemma 5.3

In this section we provide a way to increment swap(f) in the second case in Lemma 5.3.

Lemma 5.4. If swap(∆t)
1/2 ⩽ c2ε8∥ft∥22, for su�ciently small c, and swap(ft)1/2

∥ft∥22
∈ [ε2/2, 0.99] for

some t = O(ε−16), then there are Bε−O(1)∥ft∥−1
2 -bounded functions g : ΣSt → C, h : ΣTt → C with

∥g∥2 = ∥h∥2 = 1 and constant ηg,h with |ηg,h| ⩾ Ω(ε8) such that at least one of the following holds:

1. swap(g) ⩾ (1 + Ω(ε2)) swap(ft)∥ft∥42
and for any I ⊆ St, z ∈ ΣI , and P : ΣSt\I → C it holds that

⟨(ft)I→z, Ph⟩ = ηg,h∥ft∥2⟨gI→z, P ⟩.

2. swap(h) ⩾ (1 + Ω(ε2)) swap(ft)∥ft∥42
and for any I ⊆ Tt, z ∈ ΣI , and P : ΣTt\I → C it holds that

⟨(ft)I→z, gP ⟩ = ηg,h∥ft∥2⟨hI→z, P ⟩.

Before proving this, we need a technical lemma, asserting that the singular vectors of large
singular values are bounded in ℓ∞. This helps to prove that g, h in Lemma 5.4 are bounded.

Lemma 5.5. Let f ∈ CS×T and let g ∈ CS and h ∈ CT with ∥g∥2 = ∥h∥2 = 1 be singular vectors
of f with singular value λ. Then g, h are B/λ-bounded.

Proof. Thinking of f as a matrix and g and h as vectors, we have that g = 1
λf

∗h. Thus

∥g∥∞ ⩽
B∥h∥1

λ
⩽

B∥h∥2
λ

=
B

λ
.

Proof of Lemma 5.4. By scaling, we may assume that ∥ft∥2 = 1. For simplicity of notation, let
f := ft, consider the ST -SVD decomposition of f , say f =

∑
i
λigihi where λi ⩾ λi+1 for all i.

De�ne
∆ := f −

∑
i∈[t],λi⩾

cε4

t

λigihi
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and recall that ∆t = f −
∑
i∈[t]

λigihi. By Corollary 3.6, we know that

swap(∆)1/4 ⩽ swap(∆t)
1/4 + swap(∆−∆t)

1/4 ⩽ cε4 +
∑

i∈[t],λi<
cε4

t

λi ⩽ 2cε4.

Thus, ∆ has a small value and we henceforth work with it. For simplicity, relabel t as the number
of λi subtracted in the de�nition of ∆, so that ∆ = f −

∑t
i=1 λigihi. We remark that (by the upper

bound on t in the statement) we get that λi ⩾ Ω(cε20) for each i = 1, . . . , t.
Let F = f −∆ =

∑t
i=1 λigihi. By Corollary 3.6 we know that

swap(F )1/4 ⩾ swap(f)1/4 − swap(∆)1/4 ⩾ swap(f)1/4(1− 4cε2). (12)

The remaining analysis is split into two cases depending on the size of λ1.

Case 1: λ1 ⩾ 1− ε2/1010. By Lemma 3.4 and Corollary 3.6 we know that

swap(λ1g1h1)
1/4 ⩾ swap(F )1/4 − swap

(
t∑

i=2

λigihi

)1/4

⩾ swap(f)1/4(1− 4cε2)−

∥∥∥∥∥
t∑

i=2

λigihi

∥∥∥∥∥
2

⩾ 0.999swap(f)1/4,

where we have used that
∥∥∑t

i=2 λigihi
∥∥
2
⩽
√

1− λ2
1 ⩽ ε/105. Because swap(g1h1) = swap(g1)swap(h1)

we conclude that because swap(f) ⩽ 0.99,

swap(g1) ⩾ (1 + Ω(1))swap(f) or swap(h1) ⩾ (1 + Ω(1))swap(f).

Assume the latter by symmetry. In this case, let g = g1, h = h1. Then item 2 follows because

⟨fI→z, gP ⟩ =
〈∑

i

λigi(hi)I→z, g1P
〉
= λ1⟨hI→z, P ⟩.

and g1, h1 are O(B)-bounded by Lemma 5.5, and ηg,h := λ1.

Case 2: λ1 ⩽ 1− ε2/1010. Let δ = 1− λ2
1. De�ne

swapTt
(F, F, F, F ) := E

x,y∼ΣRt

(x′,y′)∼(x↔Tty)

F (x)F (y)F (x′)F (y′),

where (x′, y′) ∼ (x ↔Tt y) denotes that (x′i, y
′
i) = (xi, yi) for i ∈ Rt \ Tt, and otherwise (x′i, y

′
i) =

(xi, yi) or (yi, xi) with probability 1/2 for i ∈ Tt. Then we can see that

swap(f)(1− 16cε2) ⩽ swap(F ) ⩽ swapTt
(F ) =

t∑
i=1

λ4
i swap(hi, hi, hi, hi) + 2

∑
1⩽i<j⩽t

λ2
iλ

2
j swap(hi, hj , hi, hj).

(13)

22



Here, the �rst inequality is by (12), and the second follows because (using (4))

swap(f, f, f, f) = E
x,y∼Σn

∣∣∣∣∣ E
(x′,y′)∼(x↔y)

f1(x
′)f2(y

′)

∣∣∣∣∣
2

= E
x,y∼Σn

∣∣∣∣∣ E
(x′,y′)∼(x↔y)

E
(x′′,y′′)∼(x′↔Tty

′)
f1(x

′′)f2(y
′′)

∣∣∣∣∣
2

⩽ E
x,y∼Σn

E
(x′,y′)∼(x↔y)

∣∣∣∣∣ E
(x′′,y′′)∼(x′↔Tty

′)
f1(x

′′)f2(y
′′)

∣∣∣∣∣
2

= E
x,y∼Σn

∣∣∣∣∣ E
(x′,y′)∼(x↔Tty)

f1(x
′)f2(y

′)

∣∣∣∣∣
2

= swapTt
(f, f, f, f).

We further split into two cases depending on the size of the second term in (13).

Case 2(a): The second term is large. Consider the case that

2
∑

1⩽i<j⩽t

λ2
iλ

2
j swap(hi, hj , hi, hj) ⩾

δ

4
swap(f).

In this case let β1, . . . , βt ∈ C be i.i.d. unit complex numbers, let αi = t−1/2βi, and g :=
∑t

i=1 αigi.
Then ∥g∥2 = 1 and

⟨fI→z, gP ⟩ =
〈∑

i

λigi(hi)I→z,
( t∑

i=1

αigi

)
P
〉
=
〈 t∑

i=1

λiαi(hi)I→z, P
〉
= t−1/2⟨hI→z, P ⟩

for h :=
∑t

i=1 βiλihi, so ∥h∥2 ⩽ 1, so the second part of item 2 holds with ηg,h = t−1/2 ⩾ Ω(ε8). A
calculation yields that

E
β1,...,βt

swap(h) =
∑

i,j,k,ℓ∈[t]

λiλjλkλℓswap(hi, hj , hk, hℓ)E[βiβjβkβℓ]

=

t∑
i=1

λ4
i swap(hi, hi, hi, hi) + 4

∑
1⩽i<j⩽t

λ2
iλ

2
j swap(hi, hj , hi, hj)

⩾ swap(f)(1− 16cε2) + 2
∑

1⩽i<j⩽t

λ2
iλ

2
j swap(hi, hj , hi, hj)

⩾ swap(f)(1− 16cε2) +
δ

4
swap(f) ⩾ swap(f)(1 + Ω(ε2)),

for su�ciently small c. Here, the second equality follows because E[βiβjβkβℓ] = 1 only if {i, j} =
{k, ℓ}, and otherwise is 0. Also, the �rst inequality uses (13). Thus, item 2 holds for some choice of
β1, . . . , βt. The functions g and h are Bε−O(1) bounded by Lemma 5.5 because λi ⩾ εO(1) for all i.

Case 2(b): The second term is small. Precisely, that

2
∑

1⩽i<j⩽t

λ2
iλ

2
j swap(hi, hj , hi, hj) ⩽

δ

4
swap(f).
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In this case, we know that

t∑
i=1

λ4
i swap(hi, hi, hi, hi) ⩾ swap(f)(1− 16cε2)− δ

4
swap(f) ⩾ (1− δ/3)swap(f).

Now we remove all small λi to get that∑
1⩽i⩽t,λ2

i>
δswap(f)

10

λ4
i swap(hi, hi, hi, hi) ⩾ (1− δ/3)swap(f)− δswap(f)/10 ⩾ (1− δ/2)swap(f).

To conclude, note that

max
i:λ2

i>
δswap(f)

10

swap(hi) ⩾
(1− δ/2)swap(f)∑

i λ
4
i

⩾
(1− δ/2)swap(f)

λ2
1

⩾ (1 + Ω(δ))swap(f).

Thus, picking i achieving the maximum on the left hand side, we may set g = gi, h = hi and recall
from above that ⟨fI→z, gP ⟩ = λi⟨(hi)I→z, P ⟩, where λ2

i ⩾ Ω(ε6). Thus the second part of item 2
holds for ηg,h := λi ⩾ Ω(ε3). Finally, gi, hi are Bε−O(1) bounded by Lemma 5.5.

5.2 Main Induction: Proving Theorem 5

Now we apply the iteration scheme of Section 5.1 to prove Theorem 5, restated below, by an
inductive argument.

Theorem 5. If f : Σn → C is a B-bounded function satisfying that ∥f∥2 ⩽ 1, swap(f)1/4 ⩾ ε, then
there is a constant δ(ε,B) > 0 such that:

Pr
I∼1−δ(ε,B)[n],z∼ΣI

∃{Pi : Σ → C, ∥Pi∥2 ⩽ 1}i∈I with
∣∣∣〈fI→z,

∏
i∈I

Pi

〉∣∣∣ ⩾ δ(ε,B)

 ⩾ δ(ε,B).

Quantitatively, δ(ε,B) ⩾ (ε/B)O(ε−O(1)).

Proof. We prove the following statement by induction on ε and B: under the hypotheses of Theo-
rem 5, there is a constant δ(ε,B) such that

E
I∼1−δ(ε,B)[n]

z∼ΣI

sup{∣∣∣〈fI→z,
∏
i∈I

Pi

〉∣∣∣ : Pi : Σ → C, ∥Pi∥2 ⩽ 1 for i ∈ I
} ⩾ δ(ε,B). (14)

Theorem 5 follows from (14), because f is B-bounded. If ε ⩾ 0.99 then (14) follows from Theorem 8.
For the inductive step, note that for each i = 0, 1, . . . , t, the distribution of set Ri is Ri ∼2−i [n].
Also, conditioned on Ri, Si ∼1/2 Ri. Let γ = cε8 for a su�ciently small constant c. The conclusion

of Lemma 5.3 holds with probability at least q(ε,B) := (ε/B)O(T 2). In Case 1 of Lemma 5.3, let
τ := 8γ−2, and in Case 2 let τ be as in the statement.

We �rst consider Case 1, when τ = 8γ−2. If so then

swap(fτ )
1/2

∥fτ∥22
⩾

swap(f)1/2

∥f∥22
+ ε5 ⩾ ε2 + ε5
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by Lemma 5.3. Let ε′ := (ε2+ε5)1/2 = ε+Ω(ε4) and B′ := B∥f∥2/∥fτ∥2 ⩾ Bε−O(τ) by Lemma 5.3.
By induction, a random restriction of fτ correlates to a product function, i.e.,

E
I∼1−δ(ε′,B′)Rt

z∼ΣI

sup{∣∣∣〈(fτ )I→z,
∏

i∈Rt\I

Pi

〉∣∣∣ : Pi : Σ → C, ∥Pi∥2 ⩽ 1 for i ∈ Rt \ I
} ⩾ δ(ε′, B′)∥ft∥2

⩾ δ(ε′, B′)εO(τ).

Because restricting onto (Rt \ I) ∼δ(ε′,B′) Rτ is equivalent in distribution to restricting onto a set
sampled ∼2−τ δ(ε′,B′) [n], we conclude that:

E
I∼1−2−τ δ(ε′,B′)[n]

z∼ΣI

sup{∣∣∣〈fI→z,
∏
i∈I

Pi

〉∣∣∣ : Pi : Σ → C, ∥Pi∥2 ⩽ 1 for i ∈ I
} ⩾ q(ε,B)δ(ε′, B′)εO(τ).

Thus this case follows by induction for the choice (where τ ⩽ ε−O(1)) for

δ(ε,B) := q(ε,B)εO(τ)δ(ε+Ω(ε4), Bε−O(τ)).

In Case 2, by symmetry we may assume that item 2 of Lemma 5.4 holds. Then with probability at
least q(ε,B)/2 over Rt ∼2−τ [n], z ∼ Σ[n]\Rt , and St ∼1/2 Rt, that there are functions g, h satisfying
item 2 of Lemma 5.4. By item 2 of Lemma 5.4 we know that

swap(h) ⩾ (1 + Ω(ε2))
swap(fτ )

∥fτ∥42
⩾ (1 + Ω(ε2))

(
swap(f)1/2

∥f∥22
− ε5

)2

⩾ (1 + Ω(ε2))swap(f),

as swap(f)1/2 ⩾ ε2 and ∥f∥2 = 1. Let ε′ = ε + Ω(ε3) and B′ = Bε−O(τ) so that h is B′-bounded
(recall that ∥fτ∥22 ⩾ εO(τ)). By induction we know that a random restriction of h correlates to a
product function, i.e.,

E
I∼1−δ(ε′,B′)Tt

z∼ΣI

sup{∣∣∣〈hI→z,
∏

i∈Tt\I

Pi

〉∣∣∣ : Pi : Σ → C, ∥Pi∥2 ⩽ 1 for i ∈ Tt \ I
} ⩾ δ(ε′, B′). (15)

In particular, note that the random restriction in the above equation is independent of St. For a �xed
restriction I ∼1−δ(ε′,B′) Tt, z ∼ ΣI let PI,z :=

∏
i∈Tt\I Pi denote the product function guaranteed in

(15). Then, we know that:

E
I∼1−δ(ε′,B′)Tt

z∼ΣI

E
z′∼ΣSt

|⟨(fτ )(St,I)→(z′,z), gSt→z′PI,z⟩| ⩾ E
I∼1−δ(ε′,B′)Tt

z∼ΣI

|⟨(fτ )I→z, gPI,z⟩|

= ηg,h∥fτ∥2 E
I∼1−δ(ε′,B′)Tt

z∼ΣI

|⟨hI→z, PI,z⟩|

⩾ εO(τ+1)δ(ε′, B′),

where the �rst transition is by the triangle inequality, the second transition is by Lemma 5.4, and
the third one is by the choice of PI,z. The result follows because:
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1. The hypotheses required to apply Lemma 5.4 occur with probability at least q(ε,B).

2. gSt→z′ is a constant bounded by Bε−O(τ) (by Lemma 5.4), and

3. (fτ )(St,I)→(z′,z) has identical distribution as fJ→x for J ∼1−2−(τ+1)δ(ε′,B′) and x ∼ ΣJ .

This completes the induction, by setting δ(ε,B) = B−1εO(τ+1)q(ε,B)δ(ε′, B′). Solving the recursion
for δ gives the quantitative bounds claimed in the theorem.

6 Correlation to Bounded Product Functions

Note that Theorem 5 says that (under random restriction) there is an ℓ2-bounded product function
that correlates with the 1-bounded function f . In this section, we prove that this random restriction
must in fact correlate to a 1-bounded product function.

Theorem 10. Let f : Σn → C be a function with ∥f∥4 ⩽ 1 and Pi : Σ → C be such that ∥Pi∥2 ⩽ 1
and ∣∣∣ E

x∼Σn
[f(x)

n∏
i=1

Pi(xi)]
∣∣∣ ⩾ δ.

Then there are functions P ′
i : Σ → D such that

∣∣∣ E
x∼Σn

[f(x)
n∏

i=1

P ′
i (xi)]

∣∣∣ ⩾ δO(1).

Fix f and P as in the setting of the theorem. By making small perturbations in P we may assume
that P (x) ̸= 0 for all x. Our proof relies on the following standard approximation of intervals by
exponential sums.

Lemma 6.1. For any real numbers R ⩾ L and η there is c : R → C and function b(x) :=∫∞
−∞ c(θ)e2πiθx satis�es:

�

∫∞
−∞ |c(θ)|dθ ⩽

(
R−L
η

)1/2
, and

� For x ∈ [L+ η/2, R− η/2] it holds that b(x) = 1

� For x ∈ (−∞, L− η/2] ∪ [R+ η/2,∞) it holds that b(x) = 0,

� For all x ∈ R it holds that 0 ⩽ b(x) ⩽ 1.

Proof. Let I[A,B] be the indicator function of the interval [A,B]. Let b = η−1I[L,R] ∗ I[−η/2,η/2].
All items except the �rst are evident. For the �rst item, for a function g : R → C let ĝ(θ) :=∫∞
−∞ g(x)e−2πiθxdx be the Fourier transform. By Fourier inversion,∫ ∞

−∞
|c(θ)|dθ =

1

η

∫ ∞

−∞
|Î[L,R](θ)|| ̂I[−η/2,η/2](θ)|dθ

⩽
1

η

(∫ ∞

−∞
|Î[L,R](θ)|2dθ

)1/2(∫ ∞

−∞
| ̂I[−η/2,η/2](θ)|2dθ

)1/2

=

(
R− L

η

)1/2

,

by Parseval's identity.
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Now we move towards the proof of Theorem 10. Write Pi = QiRi where Ri : Σ → R>0, and
|Qi(x)| = 1 for all x ∈ Σ. By replacing f → f

∏n
i=1Qi we may assume that Pi = Ri in fact, i.e., Pi

take nonnegative real values.
De�ne the set SL,R := {x ∈ Σn : eL ⩽ P (x) ⩽ eR} and let µ(SL,R) := Prx∈Σn [x ∈ SL,R] and

AL,R := Ex∈Σn [f(x)P (x)1x∈SL,R
]. Let D = log(16/δ2).

Lemma 6.2. It holds that A−D,D ⩾ δ/2.

Proof. First we bound ∣∣∣∣ E
x∼Σn

[f(x)P (x)1P (x)⩽δ2/16]

∣∣∣∣ ⩽ δ

4
,

because ∥f∥1 ⩽ 1. Also, by Hölder's inequality and ∥f∥4 ⩽ 1∣∣∣∣ E
x∼Σn

[f(x)P (x)1P (x)⩽16/δ2 ]

∣∣∣∣ ⩽ ∣∣∣∣ E
x∼Σn

[|P (x)|4/31P (x)⩽16/δ2 ]

∣∣∣∣3/4 ⩽ δ

4
E

x∼Σn
|P (x)|2 ⩽ δ

4
,

because f is 1-bounded and ∥P∥2 ⩽ 1.

Proof of Theorem 10. Let α, η < 1 be parameters to be chosen later. Let −D − 1 ⩽ L ⩽ D and
R = L+ α. Let cL,R(θ) be the coe�cients guaranteed by Lemma 6.1. Then∫ ∞

−∞
cL,R(θ)

(
E

x∼Σn
[f(x)e2πiθ lnP (x)]

)
dθ = E

x∼Σn
[f(x)gL,R(x)],

where gL,R(x) = b(lnP (x)) and b is the function in Lemma 6.1. By the properties of gL,R,∣∣∣∣ E
x∈Σn

[f(x)gL,R(x)]

∣∣∣∣ ⩾ ∣∣∣∣ E
x∼Σn

f(x)1x∈SL,R

∣∣∣∣− µ(SL−η/2,L+η/2)− µ(SR−η/2,R+η/2).

Furthermore, we can bound (using −D − 1 ⩽ L ⩽ D)∣∣∣∣ E
x∼Σn

f(x)1x∈SL,R

∣∣∣∣ ⩾ e−L

∣∣∣∣ E
x∼Σn

f(x)P (x)1x∈SL,R

∣∣∣∣− E
x∼Σn

[
|e−LP (x)− 1| · |f(x)|1x∈SL,R

]
⩾ e−LAL,R − 2αµ(SL,R),

because |eα − 1| ⩽ 2α (for α ⩽ 1) and ∥f∥1 ⩽ 1. Overall, we have concluded that∫ ∞

−∞
cL,R(θ)

(
E

x∼Σn
[f(x)e2πiθ lnP (x)]

)
dθ

⩾ e−LAL,R − 2αµ(SL,R)− µ(SL−η/2,L+η/2)− µ(SR−η/2,R+η/2).

The expectation of the RHS over L ∼ [−D − 1, D] chosen uniformly at random is at least

αA−D,D

e−D(2D + 1)
− 4α2

2D + 1
− 4η

2D + 1
⩾

αδ3

32(2D + 1)
− 4α2

2D + 1
− 4η

2D + 1
, (16)

where the last inequality is by Lemma 6.2. Here, we used the fact that

E
L

[
e−LAL,R

]
⩾ e−D E

L
[AL,R] ⩾ e−DA−D,D

α

2D + 1
,
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and that similar calculations give

E
L
[µ(SL,R)] ⩽

2α

2D + 1
, E

L

[
µ(SL−η/2,L+η/2)

]
⩽

2η

2D + 1
, E

L

[
µ(SR−η/2,R+η/2)

]
⩽

2η

2D + 1
.

Choosing α = δ3/1000 and η = δ6/400000 the expression in (16) is at least δ6

100000(2D+1) . Hence∫ ∞

−∞
cL,R(θ)

(
E

x∼Σn
[f(x)e2πiθ lnP (x)]

)
dθ ⩾

δ6

100000(2D + 1)

for some choice of L. Because
∫∞
−∞ |cL,R(θ)|dθ ⩽ (α/η)1/2 = 20/δ, we conclude that∣∣∣∣ E

x∼Σn
[f(x)e2πiθ lnP (x)]

∣∣∣∣ ⩾ δ7

2000000(2D + 1)

for some θ. This concludes the proof, because e2πiθ lnP (x) is a product function in which each
component is into the unit disc.

Proof of Theorem 2: Theorem 2 immediately follows by combining Theorems 5, 7 and 10.

7 Restriction Inverse Theorem

The goal of this section is to establish Theorem 9.

7.1 Preliminaries on Product Functions

In this section we collect preliminary facts about product functions and their distance. For I ⊆ [n]
de�ne F(I) to be the set of product functions P : ΣI → C such that |Pi(x)| = 1 for all x ∈ Σn and
i ∈ [n]. We start by discussing how to convert such a product function P : Σn → C into a vector.

Throughout this section we will use the notation Oρ,γ(·) to denote that we are suppressing
constants depending on ρ, γ, with polynomial dependence on the parameters being suppressed. For
example, if ρ, γ < 1, this means O((ργ)−O(1)). It will be convenient for us to �x a special reference
input σ ∈ Σ.

De�nition 7.1. Let P (x) =
∏n

i=1 Pi(xi) be a product function with Pi(σ) ∈ R⩾0 for all i ∈ [n].

De�ne π(P ) ∈ R2n|A| as π(P )i,σ′ = Pi(σ
′) ∈ C. For general P̃ =

∏n
i=1 P̃i, let c1, . . . , cn ∈ C with

|ci| = 1 be such that ciP̃i(σ) ∈ R⩾0. Then de�ne π(P̃ ) := π(
∏n

i=1 ciP̃ ).

Informally, π(P ) is de�ned by concatenating Pi(σ
′) for i ∈ [n], σ′ ∈ Σ, if Pi(σ) are real. Note

that π(P ) is a 2n|A| dimensional because Pi(σ
′) are complex numbers. The reason we are taking

the reference point σ and normalizing appropriately so that the P (σ) is real valued is to ensure
that π(P ) is invariant under rotation by a unit complex number. Our next goal is to establish that
|⟨P,Q⟩| for product functions P,Q is related to ∥π(P )−π(Q)∥2. The statement bellow asserts that
if π(P ) and Π(Q) are far, then P and Q can only have a small correlation. Throughout this section,
the implicit constant Ω hides factors that depend on the probability of the smallest atom in µ.

Lemma 7.2. Let P,Q : Σn → C be 1-bounded product functions. Then

|⟨P,Q⟩| ⩽ exp(−Ω(∥π(P )− π(Q)∥22)).

28



Proof. We may assume that Pi(σ), Qi(σ) ∈ R⩾0 for all i ∈ [n]. Because |⟨P,Q⟩| =
∏n

i=1 |⟨Pi, Qi⟩|,
it su�ces to argue that for each i,

|⟨Pi, Qi⟩| ⩽ 1− Ω(∥Pi −Qi∥22).

Fix i and let θ ∈ C be of absolute value 1 such that |⟨Pi, Qi⟩| = θ⟨Pi, Qi⟩. Then

|⟨Pi, Qi⟩| = Re(⟨θPi, Qi⟩) =
1

2
E
x

[
|Pi(x)|2 + |Qi(x)|2 − |θPi(x)−Qi(x)|2

]
.

Denote τi = ∥Pi − Qi∥22. If |Pi(x)| ⩽ 1 − 1
8τi or |Qi(x)| ⩽ 1 − 1

8τi for some x, then (using the 1-
boundedness of Pi, Qi) we immediately get from the previous inequality that |⟨Pi, Qi⟩| ⩽ 1−Ω(τi),
and we are done. Hence, we assume henceforth that |Pi(x)|, |Qi(x)| > 1− 1

8τi for all x. We get that

|⟨Pi, Qi⟩| ⩽ 1− 1

2
E
x

[
|θPi(x)−Qi(x)|2

]
.

In the rest of the argument we show that Ex

[
|θPi(x)−Qi(x)|2

]
⩾ Ω(τi) by case analysis. If

|θ − 1| ⩽ 1
2

√
τi, then by the triangle inequality

E
x

[
|θPi(x)−Qi(x)|2

]1/2
⩾ E

x

[
|Pi(x)−Qi(x)|2

]1/2 − |1− θ|E
x

[
|Pi(x)|2

]1/2
⩾

1

2

√
τi,

and so Ex

[
|θPi(x)−Qi(x)|2

]
⩾ 1

4τi and we are done. Else, |θ − 1| > 1
2

√
τi, and then

E
x

[
|θPi(x)−Qi(x)|2

]
⩾ Ω

(
|θPi(σ)−Qi(σ)|2

)
⩾ |Pi(σ)Re(θ)−Qi(σ)|2 + |Pi(σ)Im(θ)|2.

If |Im(θ)| ⩾ 1
4

√
τi then the second term on the right hand side is already 1

16τi, and we are done.
Else, |Im(θ)| ⩽ 1

4

√
τi and |θ − 1| > 1

2

√
τi, so it follows that Re(θ) ⩽ 1 − 1

4

√
τi. If Re(θ) ⩽ 0 then

|Pi(σ)Re(θ)−Qi(σ)| ⩾ |Qi(σ)| ⩾ 1/2, and we are done. Else,

|Pi(σ)Re(θ)−Qi(σ)| ⩾ |Qi(σ)| − |Pi(σ)Re(θ)| ⩾ 1− 1

8
τi −

(
1− 1

4

√
τi

)
· 1 =

1

8

√
τi.

We will require a partial converse to Lemma 7.2. It essentially says that if ∥π(P )− π(Q)∥22 ⩽ ε,
then ∥P −Q∥22 is small up to some transformations.

Lemma 7.3. If P,Q ∈ F([n]) then there is some |c| = 1 such that ∥cP −Q∥22 ⩽ ∥π(P )− π(Q)∥22.

Proof. Let |ci| = 1 be such that ci⟨Pi, Qi⟩ ∈ R⩾0, and let c =
∏

ci. Note that

∥Pi −Qi∥22 = 2− ⟨Pi, Qi⟩ − ⟨Qi, Pi⟩,

and hence |⟨Pi, Qi⟩| ⩾ 1− ∥Pi −Qi∥22/2.

∥cP −Q∥22 = 2− E
x

n∏
i=1

ciPi(xi)Qi(xi)− E
x

n∏
i=1

ciPi(xi)Qi(xi)

= 2− 2
n∏

i=1

|⟨Pi, Qi⟩| ⩽ 2− 2

n∏
i=1

(1− ∥Pi −Qi∥22/2)

⩽
n∑

i=1

∥Pi −Qi∥22 = ∥π(P )− π(Q)∥22,

as desired.
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Now we will describe a procedure which takes a function f and produces a small list of product
functions which essentially capture the set of all product functions with nontrivial correlation to f .
We begin by de�ning the list of all product functions that are correlated with f .

De�nition 7.4. Given a 1-bounded function f : Σn → C, de�ne Listε[f ] to be the set of product
functions P ∈ F([n]) with |⟨f, P ⟩| ⩾ ε.

The next result extracts from Listε[f ] a short list that is essentially a net.

Lemma 7.5 ([BKM24a, Lemma 12.16]). Let f : Σn → C be a 1-bounded function. There is some
ShortListε,δ[f ] ⊆ Listε[f ] satisfying:

1. |ShortListε,δ[f ]| ⩽ 1
ε2−δ

, and

2. For all P ∈ Listε[f ] there is P ′ ∈ ShortListε,δ[f ] wuth |⟨P, P ′⟩| ⩾ δ.

We will require a lemma which says that if f correlates to a product function, then it does so
with nonnegligible probability under random restriction.

Lemma 7.6. Let f : Σn → C be a 1-bounded function, and P be a 1-bounded product function with
|⟨f, P ⟩| ⩾ ε. For any subset I ⊆ [n], it holds that

Pr
z∼ΣI

[
|⟨fI→z, PI→z⟩| ⩾ ε/2

]
⩾ ε/2.

Proof. Follows by a simple averaging argument, as f, P are 1-bounded.

7.2 From Random Restrictions to a Direct Product Test

We will require the following theorem which turns local agreement into global agreement. If D = 0,
it would follow by standard small-set-expansion arguments.

Theorem 11. Let M,n be positive integers and ρ, γ ∈ (0, 1). Let f : {0, 1}n → RM be such that:

Pr
x∼ρ[n],y∼1−γx

[∥f(x)− f(y)∥2 ⩽ D] ⩾ ε.

Then
Pr

x,y∼ρ[n]
[∥f(x)− f(y)∥2 ⩽ Oρ,γ(D log(1/ε))] ⩾ εOρ,γ(1).

Proof. Deferred to Section 7.3.

The hypothesis of Theorem 9 guarantees that a random restriction of f correlates to a product
function on Σn. We can think of the product function that correlates with fI→z as an element of
(R2|Σ|)I . Consider F : {0, 1}n → (R2|Σ|)⩽n as the map from I to the correlating product function
(later we argue that the product function correlating to fI→z does not heavily depend on z). We
will prove that this function F [I] satis�es the following direct product test.

De�nition 7.7 (Direct product test). For ρ, α > 0, we say that a function F : {0, 1}n → (RK)⩽n

for integer K and parameter D passes the DP(ρ, α) with probability:

Pr
C∼αρ[n]

A,B∼ρ[n]:A,B⊇C

[∥F [A]|C − F [B]|C∥2 ⩽ D] .

Here, the probability is over C sampled from ∼ρ [n] and A,B sampled from ∼ρ [n] conditioned on
A ⊇ C and B ⊇ C.

30



Then, we prove the following inverse theorem for the direct product test of De�nition 7.7.

Theorem 12. Let n,K be positive integers such that F : {0, 1}n → ([0, 1]K)⩽n with parameter
D > 1 passes DP(ρ, α) with probability at least ε. Then there is a function g : [n] → [0, 1]K with

Pr
A∼ρ[n]

[
∥g|A − F [A]∥2 ⩽ Oρ,α(D log(1/ε) + log(1/ε)3/2)

]
⩾ εOρ,α(1).

Also, for each x ∈ [n] there is some A ⊆ [n] such that g(x) = F [A]x.

The remainder of the section contains the proof of Theorem 9 given Theorems 11 and 12.

7.2.1 Local structure

Note that the short lists of fI→z (as in Lemma 7.5) may depend on both I and z. Our next goal
will be to de�ne short lists that do not depend on z and use these to de�ne a direct product test.

Let K > Cρ log(1/ε)
O(1) and ζ < εOρ(1) for su�ciently large constant Cρ. For I ⊆ [n] de�ne

WI := {P ∈ F(I) : Pr
z∈ΣI

[
∃Q ∈ ShortListε/2,ε2/10[fI→z], ∥π(P )− π(Q)∥22 ⩽ K

]
⩾ ζ},

i.e., WI is the set of product functions that are close to something in ShortListε/2,ε2/10[fI→z] for a

noticeable fraction of assignments z to I. The next lemma produces a short list capturing WI .

Lemma 7.8. There is a subset SWI ⊆ WI satisfying:

1. |SWI | ⩽ O(ε−2ζ−1).

2. For all P ∈ WI there is Q ∈ SWI with ∥π(P )− π(Q)∥22 ⩽ 4K.

Proof. For Q ∈ F(I) de�ne

S(Q) := {(z, P ) : P ∈ ShortListε/2,ε2/10[fI→z], ∥π(P )− π(Q)∥22 ⩽ K}.

Let SWI consist of a maximal set of Q ∈ WI such that S(Q) are disjoint. We �rst prove that
item 2 is satis�ed. Consider a P ∈ WI where (z,Q′) ∈ S(P ) ∩ S(Q) for some Q ∈ SWI . Then
∥π(P )− π(Q)∥22 ⩽ 2∥π(P )− π(Q′)∥22 + 2∥π(Q′)− π(Q)∥22 ⩽ 4K, by the triangle inequality.

Towards item 1, for a subset S ⊆ ΣI × F(I) de�ne its index as I(S) =
∑

(z,P )∈S µ(z), where µ

is the measure over z ∈ ΣI . Then

ζ|SWI | ⩽ I(∪Q∈SWI
S(Q)) ⩽ O(ε−2),

where the �rst inequality is by disjointness and the de�nition of S(Q), and the second inequality is
by Lemma 7.5. Indeed, note that if (z, P ) ∈ S(Q) then P ∈ ShortListε/2,ε2/10[fI→z], and each short
list has size at most O(ε−2).

Our next goal is to argue that for many I ′ ⊆1/2 I ⊆ρ [n] it holds that SWI′ is nonempty. This
is by a small-set-expansion argument.

Lemma 7.9. It holds that
Pr

I′⊆ρ/2[n]
[|SWI′ | > 0] ⩾ Ω(ε7).
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Proof. For each z ∈ ΣI′ , let Qz ∈ ShortListε/2,ε2/10[fI′→z] be random. We argue that

Pr
I⊆ρ[n],z∼ΣI

I′⊆1/2I,z
′,z′′∼ΣI\I′

[
∥π(Q(z,z′))− π(Q(z,z′′))∥22 ⩽ O(log(1/ε))

]
⩾ Ω(ε7). (17)

Indeed, by the hypothesis in Theorem 9, with probability ε over (I, z) there is some P with
|⟨fI→z, P ⟩| ⩾ ε. By Lemma 7.6, |⟨fI′→(z,z′), P |I′⟩| ⩾ ε/2 with probability at least ε/2 over

z′, and thus there is some Q ∈ ShortListε/2,ε2/10[fI′→(z,z′)] with |⟨P |I′ , Q⟩| ⩾ ε2/10, and hence

∥π(P |I′)− π(Q)∥22 ⩽ O(log(1/ε)) by Lemma 7.2.
Hence with probability at least (ε/2)2 conditioned on (I, z), there are

Q′ ∈ ShortListε/2,ε2/10[fI′→(z,z′)] and Q′′ ∈ ShortListε/2,ε2/10[fI′→(z,z′′)]

with ∥π(P |I′)−π(Q′)∥22 ⩽ O(log(1/ε)) and ∥π(P |I′)−π(Q′′)∥22 ⩽ O(log(1/ε)), so ∥π(Q′)−π(Q′′)∥22 ⩽
O(log(1/ε)) by the triangle inequality. The probability that these speci�c Q′, Q′′ are picked from
the short lists is Ω(ε4), by Lemma 7.5. Thus (17) follows.

Now for K = C log(1/ε)O(1) and small ζ = εOρ(1), the lemma follows from Theorem 11.

Now we de�ne a relaxed version of WI . De�ne

W̃I := {P ∈ F(I) : Pr
z∈ΣI

[
∃Q ∈ ShortListε/4,ε2/100[fI→z], ∥π(P )− π(Q)∥22 ⩽ O(K + log(1/ε))

]
⩾ ζε/4}.

We can de�ne S̃W I ⊆ W̃I as in Lemma 7.8. Finally we argue that if |SWI′ | > 0 and P ∈ SWI′

then for any I ′′ ⊆ I ′ it holds that P |I′′ ∈ S̃W I′′ .

Lemma 7.10. Let P ∈ SWI′ and I ′′ ⊆ I. Then P |I′′ ∈ S̃W I′′ .

Proof. Let z ∼ ΣI′ and Q ∈ ShortListε/2,ε2/10[fI′→z] be such that ∥π(P ) − π(Q)∥22 ⩽ K. Such Q
exists with probability at least ζ over z because P ∈ SWI′ . By Lemma 7.6 we know that

Pr
z′∼ΣI′\I′′

[
|⟨fI′′→(z,z′), Q|I′′⟩| ⩾ ε/4

]
⩾ ε/4.

Thus with probability at least ζε/4 over (z, z′), Q|I′′ ∈ Listε/4[fI′′→(z,z′)]. By the de�nition of

ShortListε/4,ε2/100 and Lemma 7.2, we know that there is P ′ ∈ ShortListε/4,ε2/100 with ∥π(P ′) −
π(Q|I′′)∥22 ⩽ O(log(1/ε)). Thus

∥π(P ′)− π(P |I′′)∥22 ⩽ 2∥π(P ′)− π(Q|I′′)∥22 + 2∥π(P )− π(Q)∥22 ⩽ O(K + log(1/ε)).

This holds with probability at least ζε/4 over (z, z′) as desired.

7.2.2 Applying the Direct Product Test

De�ne a function F : {0, 1}n → (R2|Σ|)⩽n as follows. Let I ⊆ [n] and de�ne F [I] to be a uniformly

random element of S̃W I (and apply π) if it is nonempty, and otherwise a random point. The
following lemma bounds the success probability of the direct product test.

Lemma 7.11. It holds that

Pr
I′⊆ρ/2[n]

I′′,I′′′⊆1/2I

[
∥F [I ′′]I′′∩I′′′ − F [I ′′′]I′′∩I′′′∥22 ⩽ O(K + log(1/ε))

]
⩾ Ω(ζ2ε11).
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Proof. By Lemma 7.9 we know that |SWI′ | > 0 with probability at least Ω(ε7). Fix P ∈ SWI′ .

By Lemma 7.10 we know that P |I′′ ∈ S̃W I′′ , S̃W I′′′ . The result follows from |S̃W I′′ |, |S̃W I′′′ | ⩽
O(ζ−1ε−2) by Lemma 7.8 and the triangle inequality.

We now have all the pieces necessary to prove Theorem 9.

Proof of Theorem 9. By Lemma 7.11 and Theorem 12 there is a 1-bounded global function g : [n] →
C|Σ| and constants K ′ ⩽ Oρ((K + log(1/ε)) log(1/ε)O(1)) and ε′ ⩾ (εζ)Oρ(1) such that

Pr
I⊆ρ/4[n]

[
∥g|I − F [I]∥22 ⩽ K ′] ⩾ ε′. (18)

Let G(x) =
∏n

i=1 g(i)xi be the product function corresponding to g. Let γ = ε3/(CK ′) for su�-
ciently large constant C.

By (18) and the de�nition of S̃W I , we know that

Pr
I⊆ρ/4[n],z∼ΣI

[
∃Q ∈ F(I), |⟨fI→z, Q⟩| ⩾ ε/2, ∥π(G|I)− π(Q)∥22 ⩽ O(K ′)

]
⩾ ε′ζ.

For this �xed pair (I, z) we conclude that

Pr
I′⊆γI,z′∼ΣI\I′

[
|⟨f

I
′→(z,z′)

, Q(I\I′)→z′⟩| ⩾ ε/4, ∥π(G|I′)− π(Q(I\I′)→z′)∥22 ⩽ cε2
]
⩾ ε/8. (19)

This follows because |⟨f
I
′→(z,z′)

, Q(I\I′)→z′⟩| ⩾ ε/4 with probability at least ε/4 by Lemma 7.6, and

also, E[∥G|I′ −Q(I\I′)→z′∥22] ⩽ O(γK ′), and hence

Pr[∥π(G|I′)− π(Q(I\I′)→z′)∥22 > cε2] ⩽ O(γK ′/(cε2)) ⩽ ε/8,

by Markov's inequality and the choice of γ. Let |α| = 1 be such that

∥αG|I′ −Q(I\I′)→z′∥22 ⩽ cε2,

which exists by Lemma 7.3. Thus

Stab0((fG)I→(z,z′)) = |⟨fI→(z,z′), αG|I′⟩|2

⩾
(
|⟨f

I
′→(z,z′)

, Q(I\I′)→z′⟩| − ∥αG|I′ −Q(I\I′)→z′∥2
)2

⩾
ε2

64
.

Thus

Stab1−ργ/4(fG) = E
I⊆ρ/4[n],I

′⊆γI

z∼ΣI ,z′∼ΣI\I′

[
Stab0((fG)I→(z,z′))

]
⩾ ε′ζ · ε

8
· ε

2

64
⩾

ε′ζε3

512
.

Thus Theorem 9 follows for degree D := O(ργ log(1/δ′)) for δ′ := ε′ζε3

2000 .
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7.3 Small-Set Expansion

The goal of this section is to establish Theorem 11. We require the following standard result on
small-set expansion in the biased hypercube.

Theorem 13 (Small-set expansion). Let ρ, γ ∈ (0, 1), and A ⊆ {0, 1}n. Let µ(A) := Prx∼ρ[n][x ∈
A]. There is a constant c = Ωρ,γ(1) such that for all A, Prx∼ρ[n],y∼1−γ(x)[x, y ∈ A] ⩽ µ(A)1+c.

Proof. Let Tγ : L2({0, 1}n;µ⊗n
ρ ) → L2({0, 1}n;µ⊗n

ρ ) be the averaging operator de�ned as Tγf(x) =

Ey∼1−γ(x) f(y). Then

Pr
x∼ρ[n],y∼1−γ(x)

[x, y ∈ A] = ⟨1A, Tγ1A⟩ ⩽ ∥1A∥2∥Tγ1A∥2.

By [O'D14, Chapter 10] we have that ∥Tγ1A∥2 ⩽ ∥1A∥2−c for some c = c(ρ, γ) > 0, giving us that

Pr
x∼ρ[n],y∼1−γ(x)

[x, y ∈ A] ⩽ ∥1A∥2∥1A∥2−c = µ(A)1/2 · µ(A)1/(2−c) ⩽ µ(A)1+c/4.

Our �rst goal is to apply Theorem 13 to establish an analogue of Theorem 11 in the setting
where the dimension m is small.

Lemma 7.12. Let m,n be positive integers and ρ, γ ∈ (0, 1). Let f : {0, 1}n → Rm be such that:

Pr
x∼ρ[n],y∼1−γx

[∥f(x)− f(y)∥2 ⩽ D] ⩾ ε.

Then
Pr

x,y∼ρ[n]
[∥f(x)− f(y)∥2 ⩽ 2Dm] ⩾ (ε/2)Oρ,γ(1).

Proof. For all v ∈ Rm, let

Sv = {x ∈ {0, 1}n : f(x)i ∈ [vi, vi + 2D
√
m] for all i ∈ [m]}.

Note that each x ∈ Rn,
∫
v∈Rm 1x∈Sv = (2D

√
m)m. Also, for each x, y ∈ Rm with ∥x − y∥2 ⩽ D it

holds that∫
v∈Rm

1x,y∈Sv =
m∏
i=1

(2D
√
m− |xi − yi|) ⩾ (2D

√
m)m

(
1−

m∑
i=1

|xi − yi|
2D

√
m

)
⩾ (2D

√
m)m/2.

Combining these along with small-set-expansion (Theorem 13)

ε ⩽ Pr
x∼ρ[n],y∼1−γx

[∥f(x)− f(y)∥2 ⩽ D]

⩽
2

(2D
√
m)m

E
x∼ρ[n],y∼1−γx

[∫
v∈Rm

1x,y∈Sv

]
⩽

2

(2D
√
m)m

∫
v∈Rm

µ(Sv)
1+c

⩽ 2max
v

µ(Sv)
c,

where we have applied Theorem 13. Thus, µ(Sv) ⩾ (ε/2)Oρ,ν(1) for some v ∈ Zm. To conclude, note
for any x, y ∈ Sv that ∥f(x)− f(y)∥2 ⩽ 2Dm and

Pr
x,y∼ρ[n]

[∥f(x)− f(y)∥2 ⩽ 2Dm] ⩾ µ(Sv)
2 ⩾ (ε/2)Oρ,γ(1).
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Now to prove Theorem 11 we will essentially randomly project the values of f(x) down to a
constant number of dimensions, and then apply Lemma 7.12. Towards this we �rst prove that a
random projection indeed preserves the ℓ2 norm of pairwise distances in a way that we need.

Lemma 7.13. Let u, v ∈ RM and let g1, . . . , gm ∼ N (0, I) be uniform Gaussian vectors in M
dimensions. Then for u′ = m−1/2(⟨u, g1⟩, . . . , ⟨u, gm⟩) ∈ Rm and v′ = m−1/2(⟨v, g1⟩, . . . , ⟨v, gm⟩) it
holds that

Pr[∥u′ − v′∥22 > 2∥u− v∥22] ⩽ e−m/10 and Pr[∥u′ − v′∥22 < δ∥u− v∥22] ⩽ (10δ)m/2.

Proof. We may assume without loss of generality that v = 0 and that ∥u∥2 = 1. The �rst bound
then follows from the Hanson-Wright inequality, because each ⟨u, gi⟩ is Gaussian with variance
∥u∥22 = 1. For the second bound let ηi = ⟨u, gi⟩/∥u∥2, and note that

Pr[∥u′∥22 ⩽ δ∥u∥22] =
∫
∑m

i=1 η
2
i ⩽δm

m∏
i=1

1√
2π

e−η2i /2 ⩽ (2π)−m/2Vol(
√
δmBm) ⩽ (10δ)m/2,

where Bm is the unit ball in m dimensions.

At this point, we are ready to proceed to the proof of Theorem 11.

Proof of Theorem 11. Letm, δ be parameters chosen later. By Markov's inequality and Lemma 7.13
there are g1, . . . , gm ∈ RM such that g(u) = m−1/2(⟨u, g1⟩, . . . , ⟨u, gm⟩) satis�es:

Pr
x,y∼ρ[n]

[∥g(u)− g(v)∥2 < δ1/2∥f(u)− f(v)∥2] ⩽ 3(10δ)m/2 (20)

and
Pr

x∼ρ[n],y∼1−γx
[∥g(u)− g(v)∥2 ⩽ 2D] ⩾ ε− 3e−m/10 ⩾ ε/2

for m = 100Cρ,γ log(1/ε) for su�ciently large constant Cρ,γ = Oρ,γ(1). Combining the latter
equation with Lemma 7.12 gives

Pr
x,y∼ρ[n]

[∥g(x)− g(y)∥2 ⩽ 4Dm] ⩾ (ε/2)Oρ,γ(1) ⩾ εOρ,γ(1). (21)

Let δ be su�ciently small so that 6(10δ)m/2 < εOρ,γ(1), here the constant Cρ,γ in the de�nition of
m is su�ciently large. Combining (21) with (20) gives

Pr
x,y∼ρ[n]

[∥f(u)− f(v)∥2 ⩽ 4δ−1/2Dm] ⩾ εOρ,γ(1) − 3(10δ)m/2 ⩾ εOρ,γ(1),

as desired.

7.4 Analysis of Direct Product Test

In this section we prove Theorem 12, restated below.

Theorem 12. Let n,K be positive integers such that F : {0, 1}n → ([0, 1]K)⩽n with parameter
D > 1 passes DP(ρ, α) with probability at least ε. Then there is a function g : [n] → [0, 1]K with

Pr
A∼ρ[n]

[
∥g|A − F [A]∥2 ⩽ Oρ,α(D log(1/ε) + log(1/ε)3/2)

]
⩾ εOρ,α(1).

Also, for each x ∈ [n] there is some A ⊆ [n] such that g(x) = F [A]x.
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We �rst rephrase the distribution in the direct product test. Note that we may �nd constants
γ, γ′ ∈ (0, 1) such that the distribution over A,B,C in De�nition 7.7 is equivalent to sampling
A ∼ρ [n], B ∼1−γ A, and C ⊆γ′ A ∩B. Here B ∼1−γ A means that A,B are 1− γ correlated.

Let us work with this formulation from now on. Our �rst goal is to establish that ∥F [A]|A∩B −
F [B]|A∩B∥2 is small.

Lemma 7.14. Under the hypotheses of Theorem 12 it holds that

Pr
A∼ρ[n],B∼1−γA

[
∥F (A)|A∩B − F [B]A∩B∥2 ⩽ Oρ,γ(D + log(1/ε)1/2)

]
⩾

2ε

3
.

Proof. Follows by the fact that C ⊆γ′ A ∩B for some γ′ > 0 and the Cherno� bound.

For the remainder of the section, let D′ = O(D + log(1/ε)1/2).

De�nition 7.15 (Consistent). We say that A,B areD′-consistent if ∥F [A]|A∩B−F [B]|A∩B∥2 ⩽ D′.

If A,B are D′-consistent we sometimes write that A ∈ Cons(B) or B ∈ Cons(A).

De�nition 7.16 (Good). We say that A is good if PrB∼1−γA[B ∈ Cons(A)] ⩾ ε/3.

By an averaging argument, we know that PrA∼ρ[n][A is good] ⩾ ε/3. Let r be a parameter to
be determined.

De�nition 7.17 (Excellent). For some D′′ > D′, we say that A is excellent if A is good and

Pr
B∼1−γA

[
E

B′∼1−γA

[
∥F [B]|B∩B′ − F [B′]B∩B′∥22 | B′ ∈ Cons(A)

]
> (D′′)2 and B ∈ Cons(A)

]
⩽ r.

Now we establish for large enough D′′ that the probability that A is good but not excellent is
exponentially small.

Lemma 7.18. If D′′ > Cρ,γD
′ then

Pr
A∼ρ[n]

[A is good but not excellent] ⩽ exp(−Ωρ,γ(D
′′))/r.

Proof. Let C := Cρ,γ . For a real number X ⩾ 0, let E(A,B,B′, X) be the event that

∥F [B]|B∩B′ − F [B′]|B∩B′∥22 ⩾ C∥F [B]|A∩B∩B′ − F [B′]|A∩B∩B′∥22 +X.

The main claim is that PrA,B,B′ [E] ⩽ exp(−Ωρ,γ(X)). To see this, consider �rst �xing B.B′. Note
for i ∈ B∩B′, there is some probability p > 0 (for each coordinate iid, independent of n), such that
i ∈ A. Thus, the claim follows from Bernstein's inequality.

Note that when E(A,B,B′, X) does not hold and (A,B), (A,B′) are D′-consistent:

∥F [B]|B∩B′ − F [B′]|B∩B′∥22 ⩽ X + C∥F [B]|A∩B∩B′ − F [B′]|A∩B∩B′∥22
⩽ X + 2C∥F [B]|A∩B∩B′ − F [A]|A∩B∩B′∥22
+ 2C∥F [A]|A∩B∩B′ − F [B′]|A∩B∩B′∥22
⩽ X + 2CD + 2CD ⩽ X +O(D).
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where we have used the triangle inequality and consistency of (A,B) and (A,B′). As PrA,B,B′ [E] ⩽
exp(−Ωρ,γ(X)), we get that

E
A,B,B′

[
1B,B′∈Cons(A),A good exp

(
∥F [B]|B∩B′ − F [B′]|B∩B′∥22/C ′)] ⩽ exp(Oγ,ρ(D)), (22)

for su�ciently large constant C ′ depending on ρ, γ. Consider good A and B ∈ Cons(A) with

E
B′

[
1B′∈Cons(A) exp

(
∥F [B]|B∩B′ − F [B′]|B∩B′∥22/C ′)] ⩽ exp(Oγ,ρ(D)).

Then

E
B′

[
1B′∈Cons(A)∥F [B]|B∩B′ − F [B′]|B∩B′∥22

]
⩽ Oγ,ρ(D)

follows by convexity of exp. The lemma follows from Markov's inequality applied to (22).

Now we de�ne how to generate a global function gA for each set A ⊆ [n]. Ultimately, our goal
is to prove that these gA agree for a nonnegligible fraction of A.

De�nition 7.19 (Voting). De�ne the function gA : [n] → [0, 1]K as

gA(x) = min
v=F [B′]x:B′∈{0,1}n

E
B∼1−γA

[
1B∈Cons(A),x∈B∥v − F [B]x∥22

]
.

In other words, gA(x) is the minimizer over all F [B]x of the expected distance between it and a
random B that is consistent with A.

We require a lemma on the conditions of product distributions.

Lemma 7.20. Let U = (U1, . . . , Un) be a product distribution. Let Ũ be U conditioned on an event
with probability at least d and Ũ1, . . . , Ũn be the marginal distributions of Ũ . Then

n∑
i=1

dTV(Ui, Ũi)
2 ⩽ log(1/d).

Proof. Use the following sequence of inequalities:

log(1/d) ⩾ dKL(Ũ∥U) ⩾
n∑

i=1

dKL(Ũi, Ui) ⩾
∑
i=1

dTV(Ũi, Ui)
2.

The �rst is because Ũ is U conditioned on an event of probability at most d, the second is because
U is a product distribution, and the last is by Pinsker's inequality.

For the remainder of the analysis it will be useful to de�ne the degree of a set A.

De�nition 7.21 (Degree). De�ne deg(A) := PrA′∼1−γA [A′ ∈ Cons(A)].

We �rst prove that for A with nonnegligible degree that the votes are consistent with F [A].

Lemma 7.22. For all A it holds that ∥(gA)|A − F [A]∥2 ⩽ Oρ,γ(D
′′ + log(1/deg(A))1/2).
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Proof. By the de�nition of consistency we know that

(D′)2 ⩾ E
B
[∥F [B]A∩B − F [A]|A∩B∥22 | B ∈ Cons(A)]

=
∑
x∈A

E[1x∈B∥F [B]x − F [A]x∥22 | B ∈ Cons(A)]

⩾
∑
x∈A

E[1x∈B∥F [B]x − (gA)x∥22 | B ∈ Cons(A)]

where the �nal inequality is by the optimality of gA. By the triangle inequality we conclude that

4(D′)2 ⩾
∑
x∈A

E[1x∈B∥F [A]x − (gA)x∥22 | B ∈ Cons(A)]

=
∑
x∈A

Pr[x ∈ B | B ∈ Cons(A)]∥F [A]x − (gA)x∥22.

Now, Pr[x ∈ B | B ∈ Cons(A)] ⩾ Ωρ,γ(1) except for Oρ,γ(log(1/deg(A)) many x ∈ A, by
Lemma 7.20. Also, ∥F [A]x − (gA)x∥22 ⩽ O(1) for all x. Thus,

∥F [A]− (gA)|A∥22 =
∑
x∈A

∥F [A]x − (gA)x∥22 ⩽ Oρ,γ((D
′)2 + log(1/deg(A)))

as desired.

Now we prove that if A is excellent, then F [B] agrees with gA for most B such that (A,B) is
D′-consistent.

Lemma 7.23. If A is excellent then

Pr
B∼1−γA

[∥gA|B − F [B]∥2 > Cρ,γD
′′ and B ∈ Cons(A)] ⩽ O(r/ε).

Proof. Fix B satisfying the condition in De�nition 7.17. By de�nition,

(D′′)2 ⩾ E
B′∼1−γA

[
∥F [B]|B∩B′ − F [B′]|B∩B′∥22 | B′ ∈ Cons(A)

]
.

By the triangle inequality, and optimality of gA,

E
B′∼1−γA

[
∥gA|B∩B′ − F [B]|B∩B′∥22 | B′ ∈ Cons(A)

]
⩽ 2 E

B′∼1−γA

[
∥F [B]|B∩B′ − F [B′]|B∩B′∥22 + ∥gA|B∩B′ − F [B′]|B∩B′∥22 | B′ ∈ Cons(A)

]
⩽ O((D′′)2).

Rewrite the above equation as

O((D′′)2) ⩾
∑
x∈B

Pr
B′∼1−γA

[x ∈ B′ | B′ ∈ Cons(A)]∥(gA)x − F [B]x∥22.

To conclude, recall by Lemma 7.20 that because Pr[B′ ∈ Cons(A)] ⩾ ε/3 because A is good, that
for all but Oρ,γ(log(1/ε)) many x ∈ B that

Pr
B′∼1−γA

[x ∈ B′ | B′ ∈ Cons(A)] ⩾ Ωρ,γ(1).

This completes the proof.
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Finally, we prove that for almost all pairs of consistent A,A′ that the votes are close in ℓ2. The
proof closely resembles that of Lemma 7.18.

Lemma 7.24. For D′′′ > Cρ,γD
′′, We have that

Pr
A∼ρ[n],A′∼1−γA

[
∥gA − gA′∥2 ⩽ D′′′, and deg(A), deg(A′) ⩾ εO(1)

]
⩾ εO(1).

Proof. We �rst argue that there are many pairs (A,A′) that are D′-consistent and deg(A), deg(A′) ⩾
εO(1). Indeed, let S = {A : deg(A) ⩾ ε/3}, i.e., the set of good A. Then

Pr[A′ ∈ Cons(A), A ∈ S,A′ ∈ S]

⩾ Pr[A′ ∈ Cons(A)]− Pr[A′ ∈ Cons(A), A /∈ S]− Pr[A′ ∈ Cons(A), A′ /∈ S]

⩾ ε− ε/3− ε/3 ⩾ ε/3.

By Lemma 7.18 at least ε/4 of pairs (A,A′) also have that both A,A′ are excellent as long as
exp(−Ωρ,γ(D

′′))/r ⩽ ε/100 (we will choose r later to ensure this).
We now prove the stronger claim that over consistent pairs (A,A′), the probability that B ∼1−γ

A and B′ ∼1−γ A′ are inconsistent is very unlikely. In other words, B and B′ vote similarly towards
gA and gA′ . Formally, we want to prove that:

Pr
A∼ρ[n],A′∼1−γA

B∼1−γA,B′∼1−γA′

[
A′, B ∈ Cons(A), B′ ∈ Cons(A′) and ∥F [B]|B∩B′ − F [B′]|B∩B′∥2 > D′′′]

⩽ exp(−Ωρ,γ(D
′′′)).

Towards proving this, de�ne E(A,A′, B,B′) to be the event that

∥F [B]|B∩B′ − F [B′]|B∩B′∥2 > Cρ,γ∥F [B]|A∩A′∩B∩B′ − F [B′]|A∩A′∩B∩B′∥2 +D′′′/2.

We �rst argue that PrA,A′,B,B′ [E(A,A′, B,B′)] ⩽ exp(−Ωρ,γ(D
′′′)). Indeed, �x B,B′ and note that

for i ∈ B,B′ there is some probability p > 0 (independent of n) such that i ∈ A ∩ A′. Thus this
follows by a Cherno� bound. When E(A,A′, B,B′) does not hold and (A,A′), (A,B), and (A′, B′)
are all consistent pairs:

∥F [B]|B∩B′ − F [B′]|B∩B′∥2 ⩽ D′′′/2 + C∥F [B]|A∩A′∩B∩B′ − F [B′]|A∩A′∩B∩B′∥2
⩽ D′′′/2 + C∥F [B]|A∩A′∩B∩B′ − F [A]|A∩A′∩B∩B′∥2
+ C∥F [A]|A∩A′∩B∩B′ − F [A′]|A∩A′∩B∩B′∥2
+ C∥F [A′|A∩A′∩B∩B′ − F [B′]|A∩A′∩B∩B′∥2
⩽ D′′′/2 + CD′ + CD′ + CD′ ⩽ D′′′.

Here we have used the triangle inequality and consistency. Restrict to (A,A′) satisfying

Pr
B∼1−γA,B′∼1−γA′

[
A′, B ∈ Cons(A), B′ ∈ Cons(A′) and ∥F [B]|B∩B′ − F [B′]|B∩B′∥2 > D′′′] ⩽ r,

for r chosen later. At least ε/6 − exp(−Ωρ,γ(D
′′′))/r ⩾ ε/12 fraction of (A,A′) satisfy this. Say

that (B,B′) is a valid pair if ∥F [B]|B∩B′ − F [B′]|B∩B′∥2 ⩽ D′′′,

∥gA|B − F [B]∥2 ⩽ Oρ,γ(D
′′) and ∥gA′ |B′ − F [B′]∥2 ⩽ Oρ,γ(D

′′).

By Lemma 7.23 we know that at most O(r) fraction of pairs (B,B′) are not valid.
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For such (A,A′):

(D′′′)2 ⩾ E
B,B′

[
∥F [B]|B∩B′ − F [B′]|B∩B′∥22 | B ∈ Cons(A), B′ ∈ Cons(A′), (B,B′) valid

]
,

and by the triangle inequality:

E
B,B′

[
∥gA|B∩B′ − gA′ |B∩B′∥22 | B ∈ Cons(A), B′ ∈ Cons(A′), (B,B′) valid

]
⩽ 3 E

B,B′

[
∥gA|B − F [B]∥22 + ∥gA′ |B′ − F [B′]∥22 + ∥F [B]B∩B′ − F [B′]B∩B′∥22

∣∣∣ B ∈ Cons(A), B′ ∈ Cons(A′), (B,B′) valid

]
⩽ Oρ,γ((D

′′′)2).

Rewriting this gives us:

Oρ,γ((D
′′′)2) ⩾

∑
x∈[n]

Pr
B,B′

[
x ∈ B ∩B′ | B ∈ Cons(A), B′ ∈ Cons(A′), (B,B′) valid

]
∥(gA)x − (gA′)x∥22.

Because B ∩ B′ is a product distribution, and the event B ∈ Cons(A), B′ ∈ Cons(A′), (B,B′) has
probability at least ε2/9−O(r) ⩾ ε2/10, by Lemma 7.20 we get that

Pr
B,B′

[
x ∈ B ∩B′ | B ∈ Cons(A), B′ ∈ Cons(A′), (B,B′) valid

]
⩾ Ωρ,γ(1)

on all but Oρ,γ(log(1/ε)) many x ∈ [n]. This completes the proof.

Now Theorem 12 immediately follows from combining Lemma 7.24 with Theorem 11, when
choosing r = e−C′

ρ,γD
′′
for appropriately chosen constant C ′

ρ,γ > 0.

Proof of Theorem 12. By Lemma 7.24 and Theorem 11 there is a function g : [n] → [0, 1]K such
that

Pr
A∼ρ[n]

[
∥g − gA∥2 ⩽ Oρ,γ(D

′′′ log(1/ε))), deg(A) ⩾ εO(1)
]
⩾ εOρ,γ(1).

Here, we may assume that deg(A) ⩾ εO(1) by restricting gA only to A with deg(A) ⩾ εO(1), and
then applying Theorem 11. To conclude, note that Lemma 7.22 gives

∥g|A − F [A]∥2 ⩽ ∥g − gA∥2 + ∥F [A]− gA|A∥2 ⩽ Oρ,γ(D
′′′ log(1/ε))

for deg(A) ⩾ εO(1), and recall that D′′′ ⩽ Oρ,γ(D + log(1/ε)1/2).

8 Applications

8.1 Restricted 3-APs over Fn
p and Generalizations

In this section we establish Theorem 3 by a density increment argument.

Theorem 3. Let Σ be a �nite set and let S ⊆ Σ× Σ× Σ be a non-empty set satisfying that:

1. (x, x, x) ∈ S for all x ∈ Σ, and

2. supp(Sxy), supp(Sxz), supp(Syz) are all connected.
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Then there are constants cΣ, CΣ > 0 such that for any A ⊆ Σn with |A|
|Σ|n ⩾ CΣ

(log log logn)cΣ , there are

x, y, z ∈ A, not all equal, such that (xi, yi, zi) ∈ S for all i ∈ [n].

Throughout this section, let m = |Σ|. Let α = m−n|A| and de�ne fA : Σn → R as fA(x) =
A(x) − α, where we abuse notation to write A(x) to be the indicator function of A. Naïvely, we
wish to have a distribution µ supported on S such that µx, µy, µz are all uniform. Unfortunately
this is not always possible. Instead we settle for an approximate version of uniformity which we
then random restrict so that µx becomes uniform.

Throughout this section, assume that α ⩾ Cm(log log log n)−cm . Call a triple (x, y, z) such that
x, y, z are not all equal and (xi, yi, zi) ∈ S for all i ∈ [n] a valid triple.

Lemma 8.1. Let µ be the distribution over Σ× Σ× Σ with mass 1
m − δ

m
√
n
on (a, a, a) for a ∈ Σ,

and 1
|S|−m · δ√

n
on each a⃗ for a⃗ ∈ S \ {(a, a, a) : a ∈ Σ}. If A has no valid triples, then there are

1-bounded functions g : Σn → C, h : Σn → C such that:

max

{∣∣∣∣∣ E
(x,y,z)∼µ⊗n

[fA(x)g(y)h(z)]

∣∣∣∣∣ ,
∣∣∣∣∣ E
(x,y,z)∼µ⊗n

[g(x)fA(y)h(z)]

∣∣∣∣∣ ,
∣∣∣∣∣ E
(x,y,z)∼µ⊗n

[g(x)h(y)fA(z)]

∣∣∣∣∣
}

⩾ α3/7− exp(−Ω(δ
√
n)). (23)

Also, it holds that Ex∼µ⊗n
x

[A(x)] ⩾ α− 2δ.

Proof. Note that if A has no valid triples, then

E
(x,y,z)∼µ⊗n

[A(x)A(y)A(z)] = Pr
(x,y,z)∼µ⊗n

[x = y = z] ⩽ exp(−Ω(δ
√
n)).

Thus the �rst part follows from expanding A = α+ fA. The second part follows because

E
x∼µ⊗n

x

[A(x)] ⩾ E
x∼Σn

[A(x)]− dTV(µ
⊗n
x ,Σn) ⩾ α− 2δ,

by applying Pinsker's inequality.

For the remainder of the section we let γ = exp(−1/αC′
m) for su�ciently large constant C ′

m

(depending on m) and let δ = γ3/11000. Assume without loss of generality that the maximum
in Lemma 8.1 is attained by the �rst expectation. Now we will apply our inverse theorem to
randomly restrict fA so that it correlates with a product function over the uniform distribution on
Σn (or we obtain a density increment by other means). For A ⊆ Σn let µ(A) = m−n|A| denote the
density of A with respect to the uniform measure on Σn.

Lemma 8.2. Assume that (23) holds. Then there is a subset I ⊆ [n] with |I| ⩽ n−n1/3 and u ∈ Σn

such that either:

� µ(AI→u) ⩾ α+ δ, or

� µ(AI→u) ⩾ α − 10δ/γ and there is a product function P := P1 . . . Pn, where Pi : Σ → D for
each i, such that

E
x∼ΣI

[(fA)I→u(x)P (x)] ⩾ γ.
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Proof. Applying Theorem 2 (recall that µ is pairwise-connected by item 2 of Theorem 3) we know

that there is some β ⩾ Ωm

(
δγ√
n

)
⩾ 2n−2/3 such that:

Pr
I∼1−β [n]

u∼νI

[
sup{|⟨(fA)I→u, P ⟩| : P is 1-bounded product function} ⩾ γ

]
⩾ γ,

for some distribution ν satisfying µ = (1−β)ν+βU . Indeed, we �rst pass via a random restriction
from the distribution µ on n coordinates to a distribution µ′ on Θ(δ

√
n) coordinates, where the

support of µ′ is S, the probability of each atom in µ′ is Ωm(1), the marginal of µ′ on x is uniform,
and get the an expectation analogous to (23) is still at least α3/16 with probability at least α3/16.
We then invoke Theorem 2 on this expectation.

Thus item 2 holds unless

Pr
I∼1−β [n]

u∼νI

[
µ(AI→u) ⩾ α− 10δ/γ

]
⩽ 1− 0.99γ. (24)

In that case, by Lemma 8.1,

E
I∼1−β [n]

u∼νI

[µ(AI→u)] = E
x∼µ⊗n

[A(x)] ⩾ α− 2δ.

Combining this with (24) implies item 1.

If item 1 of Lemma 8.2 holds, then we are done (we have obtained a density increment). Oth-
erwise, item 2 holds. In this case, for simplicity rename I as [n] again (recall that |I| ⩾ n1/3 by
Lemma 8.2), and rename AI→u as A. Thus (fA)I→u gets renamed as fA = A− α.

In this case we require a more specialized kind of random restriction. We will try to �nd subsets
T ⊆ [n] and restrict to x ∈ Σn such that xt = xt′ for all t, t

′ ∈ T . We hope for two things to be
true for this subset T . First,

∏
t∈T Pt should be nearly-constant. Second, the density of A does not

drop signi�cantly under this restriction. While this is clearly not true for a �xed T , we prove that
we can choose T with su�cient randomness to ensure this.

We now formally de�ne the operation which forces coordinates to take the same value.

De�nition 8.3. For a function g : Σn → C and T ⊆ [n], de�ne g=T : Σn−|T |+1 → C as follows. For
x ∈ Σ and y ∈ Σ[n]\T let v ∈ Σn be the vector where vi = yi for i ∈ [n]\T and vi = x otherwise. Then
g=T (x, y) := g(v). For brevity, for disjoint sets T1, . . . , TN we write g=T1,...,TN

= (. . . (g=T1) . . . )=TN
.

We now prove that if T is a su�ciently random set, then E[g=T ] is close to E[g].

Lemma 8.4. Let S ⊆ [n] and let g : Σn → C be 1-bounded. Then∣∣∣∣∣ E
x∼Σn

g(x)− E
T⊆S,|T |=k

E
x∼Σn−k+1

g=T (x)

∣∣∣∣∣ ⩽ 2mk√
|S|

.

Proof. Let ν be the distribution on Σn over the v vector (as de�ned in De�nition 8.3) obtained by
sampling T ⊆ S, |T | = k and x ∈ Σn−k+1. It su�ces to prove that dTV(ν,Σ

n) ⩽ 2mk√
|S|

because g

is 1-bounded. To prove this, further let ν ′ to be the distribution where we sample T ⊆ S and set
xt = a for all t ∈ T , where a is some �xed element of Σ. We will prove that dTV(ν

′,Σn) ⩽ 2mk√
|S|
.

Towards this, we may assume that S = [n]. The claim is evident when k = 1. For k > 1 note
that sampling T ⊆ [n] and be achieved by sampling T ′ ⊆ [n] with |T | = k − 1 and then sampling
t ∈ [n] \ T ′ and setting T = T ′ ∪ {t}. Thus the result follows by induction.
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With these tools in hand we are ready to prove Theorem 3.

Proof of Theorem 3. We may assume that item 2 of Lemma 8.2 holds, or else we have already
obtained a density increment. Let v1, . . . , vn : Σ → R/Z be such that Pj(x) = e2πivj(x) for all
j ∈ [n], x ∈ Σ.

Let ζ = 1
8m2 , and let N = nζ . By the Pigeonhole principle, we can �nd disjoint sets S1, . . . , SN

of size |Si| =
√
n/2 such that for every i ∈ [N ] and j, j′ ∈ Si, it holds that ∥vj − vj′∥∞ ⩽ n− 1

2m .

Let v be an arbitrary vector in Si, and let 1 ⩽ ki ⩽ n
1

4m be such that ∥kiv∥∞ ⩽ n− 1
4m2 � such a ki

exists by Dirichlet approximation.
Now let Ti be a uniformly random subset of Si of size ki for all i ∈ [N ] and perform the following

sequence of restrictions. For all i ∈ [N ] force that xj = xj′ for all j, j
′ ∈ Ti, and then uniformly

random restrict all coordinates in [n] \ (T1 ∪ · · · ∪ TN ). By Lemma 8.4 we know that:

E
Ti⊆Si,|Ti|=ki,i∈[N ]

E
u∼Σ[n]\∪iTi

[µ((A=T1,...,TN
)I→u)] ⩾ α− 10δ/γ − 4Nmn

1
4m

n1/4
⩾ α− 11δ/γ. (25)

Similarly, by Lemma 8.4 we know that

E
Ti⊆Si,|Ti|=ki,i∈[N ]

E
u∼Σ[n]\∪iTi

E
x∼ΣN

[((fA)=T1,...,TN
)I→u(x)(P=T1,...,TN

)I→u(x)] ⩾ γ − 4Nmn
1
4

n1/4
⩾ γ/2.

(26)
Let Q = (P=T1,...,TN

)I→u. We will argue that Q is nearly constant. For x, y ∈ ΣN ,

Q(x)−Q(y) = exp
(
2πi

N∑
j=1

∑
t∈Tj

vt(y)
)exp

(
2πi

N∑
j=1

∑
t∈Tj

(vt(x)− vt(y))
)
− 1

 ∏
i∈([n]\∪iTi)

Pi(ui).

For j ∈ [N ] and let v ∈ Tj be such that ∥kjv∥∞ ⩽ n− 1
4m2 . Then∥∥∥∑

t∈Tj

vt

∥∥∥
∞

⩽ ∥kjv∥∞ +
∑
t∈Tj

∥vt − v∥∞ ⩽ n− 1
4m2 + kjn

− 1
2m ⩽ 2n− 1

4m2 .

Combining this with the above yields that |Q(x) − Q(y)| ⩽ 100Nn− 1
4m2 = 100n− 1

8m2 . Letting
A′ := (A=T1,...,TN

)I→u, combining this with the above (26) then implies that:

E
Ti⊆Si,|Ti|=ki,i∈[N ]

u∼Σ[n]\∪iTi

[|µ(A′)− α|] ⩾ γ/2− 100n− 1
8m2 ⩾ γ/3,

and thus
Pr

Ti⊆Si,|Ti|=ki,i∈[N ]

u∼Σ[n]\∪iTi

[|µ(A′)− α| ⩾ γ/6] ⩾ γ/6.

If
Pr

Ti⊆Si,|Ti|=ki,i∈[N ]

u∼Σ[n]\∪iTi

[µ(A′) > α− γ/6] > 1− γ/6

then there is some event A′ where µ(A′) > α− γ/6 while |µ(A′)− α| ⩾ γ/6, so µ(A′) ⩾ α+ γ/6 as
desired. Otherwise, we know that

Pr
Ti⊆Si,|Ti|=ki,i∈[N ]

u∼Σ[n]\∪iTi

[µ(A′) ⩽ α− γ/6] ⩾ γ/6.
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Finally, recall that δ = γ3/11000. Combining this with (25), which says that

E
Ti⊆Si,|Ti|=ki,i∈[N ]

u∼Σ[n]\∪iTi

[µ(A′)] ⩾ α− 11δ/γ ⩾ α− γ2/1000

gives that there is some event A′ with µ(A′) ⩾ α+ γ2/72.
The claimed quantitative dependence in Theorem 3 holds because γ = exp(−1/αC), and A′ ⊆

ΣN forN ⩾ n
1

24m2 (at some point we labelled n1/3 as n). Thus, after O(1/γ) iterations the dimension

would be at least n(1/24m2)O(1/γ)
and we would end up with a set with density 1−o(1), which clearly

must contain a valid triplet.

8.2 Direct Sum Testing

In this section we prove Theorem 4, and we �x f as in the statement of Theorem 4 throughout. We
�rst note that the direct sum test is equivalent to the following test: sample I ⊆1/2 [n], x, x′ ∼ FI

p,

x, x′ ∼ FI
p and check that f(x, y)− f(x, y′)− f(x′, y) + f(x′, y′) = 0. Thus, it follows that

E

∑
j∈Fp

ωj(f(x,y)−f(x,y′)−f(x′,y)+f(x′,y′))
p

 ⩾

(
1

p
+ ε

)
p = 1 + pε,

and so Ex

[∑
j ̸=0

ω
j(f(x,y)−f(x,y′)−f(x′,y)+f(x,y))
p

]
⩾ pε. It follows there is j ̸= 0 such that, letting

F (z) = ω
jf(z)
p , we have that ∣∣∣∣E [F (x, y)F (x′, y)F (x, y′)F (x′, y′)

]∣∣∣∣ ⩾ ε.

We note that the left hand side is exactly swap(F ), so applying Theorems 5, 9 and 10 we get that
there is L : Σn → C with ∥L∥2 ⩽ 1 and degree at most D = exp((1/ε)O(1)), a product function P =
P1 · · ·Pn where Pi : Σ → C is 1-bounded, such that |⟨F,LP ⟩| ⩾ δ, and δ = exp(− exp((1/ε)O(1))).
Letting G = 1

∥L∥4
FL, we get that ∥G∥4 ⩽ 1 and

|⟨G,P ⟩| = |⟨F,LP ⟩|
∥L∥4

⩾
δ

2O(D)
,

where we used ∥L∥4 ⩽ 2O(D) which follows by hypercontractivity. Applying Theorem 10 again
gives that there is a product function Q = Q1 · · ·Qn where Qi : Σ → D for each i, such that

|⟨G,Q⟩| ⩾ δO(1)

2O(D) , and plugging in the de�nition of G �nishes the proof.

8.3 Proof of Theorem 1

Theorem 1 follows by combining Theorems 2 and 9 and then applying Theorem 10 as in Section 8.2.
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