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Abstract

Let Σ1, . . . ,Σk be �nite alphabets, and let µ be a distribution over Σ1×· · ·×Σk in which the
probability of each atom is at least α. We prove that if µ does not admit Abelian embeddings,
and fi : Σi → C are 1-bounded functions (for i = 1, . . . , k) such that∣∣∣∣ E

(x1,...,xk)∼µ⊗n

[
f1(x1) . . . fk(xk)

]∣∣∣∣ ⩾ ε,

then there exists L : Σn
1 → C of degree at most d and ∥L∥2 ⩽ 1 such that |⟨f1, L⟩| ⩾ δ, where d

and δ > 0 depend only on k, α and ε. This answers the analytic question posed by Bhangale,
Khot, and Minzer (STOC 2022). We also prove several extensions of this result that are useful
in subsequent applications.
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1 Introduction

This paper continues the investigation of the approximability of constraints satisfaction prob-
lems [BKM22,BKM23a,BKM23b,BKM24a,BKM24b,BKLM24a]. While previous papers dealt with
3-ary predicates, the focus of the current paper is on k-ary predicates for k > 3. Our primary con-
tribution is a set of new analytical inequalities for a general family of k-ary distributions, extending
results of Mossel [Mos10] about the class of connected distributions.

1.1 Constraint Satisfaction Problems

The Decision Version

Constraint satisfaction problems (CSPs in short) are some of the most fundamental problems in com-
puter science. For a �nite alphabet Σ and a predicate P : Σk → {0, 1}, an instance Ψ of the problem
P -CSP consists of a set of variables x1, x2, . . . , xn and a collection of constraints C1, C2, . . . , Cm,
where each constraint is of the form P (xi1 , xi2 , . . . , xik) = 1. The goal is to decide, given an instance
Ψ, whether there is an assignment A : {x1, . . . , xn} → Σ satisfying all of the constraints or not. For
a collection of predicates P ⊆ {P : Σk → {0, 1}}, the problem P-CSP is de�ned analogously, where
now each constraint Ci takes the form P (xi1 , xi2 , . . . , xik) = 1 for some P ∈ P.1

A systematic study of the complexity of solving CSPs began by Schaefer [Sch78], who demon-
strated that for any P with |Σ| = 2, the problem P-CSP is either in P or else is NP-complete. The
well-known Dichotomy Conjecture by Feder and Vardi [FV98], suggested that this assertion holds
for all �nite alphabets Σ. This conjecture was recently con�rmed by Bulatov and independently by
Zhuk [Bul17,Zhu20], following a long line of work using the methods of abstract algebra.

The Optimization Version

In the maximization version of P-CSP, called Max-P-CSP, the task is to �nd an assignment to the
variables that satis�es the maximum fraction of the constraints. An α-approximation algorithm is a
polynomial-time algorithm which always returns an assignment satisfying at least α ·Opt fraction
of the constraints, where Opt is the value of the optimum assignment. The focus of the current
work is on approximability of fully satis�able instances, meaning the case that the algorithm is
guaranteed that Opt = 1.

The PCP Theorem [FGL+96,ALM+98,AS98] implies that it is NP-hard to approximate many
CSPs within some constant factor α < 1. Håstad [Hås01] showed that for speci�c CSPs, one can
obtain hardness results for much better approximation ratios. For instance, he showed that for any
ε > 0, 3-SAT cannot be approximated within factor 7

8 + ε in polynomial time, unless P = NP.2

His result [Hås01] is in fact stronger: even if the formula is promised to be fully satis�able, it is
still NP-hard to �nd an assignment satisfying more than (78 + ε)-fraction of the clauses. In another
notable result, Håstad showed given 3-LIN instance3 promised to be (1−ε)-satis�able, it isNP-hard
to �nd an assignment satisfying more than (12 + ε)-fraction of the constraints. Unlike 3-SAT, under
the stronger promise that the instance is fully satis�able, one can e�ciently �nd an assignment that
satis�es all constraints. Thus, knowing that a CSP instance is fully satis�able sometimes allows for
better approximation algorithms.

1Some well known problems, such as 3-SAT for example, involve taking negations of variables. To put such
problems in the framework we discuss, one takes a collection P of 8 predicates, corresponding to the predicate
P (x, y, z) = x ∨ y ∨ z applied on all negation patterns on 3 variables.

2Note that a random assignment satis�es 7
8
-fraction of the clauses in expectation, so Håstad's result in fact asserts

that the best approximation algorithm for 3-SAT is (essentially) obtained by randomly sampling an assignment.
3This CSP is over F2, with constraints of the type xi1 ⊕ xi2 ⊕ xi3 = 1 or 0.
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By now, the theory of approximability of almost satis�able CSPs is pretty well understood. In-
deed, assuming the Unique-Games Conjecture [Kho02], we know that the best possible polynomial
time algorithms for any CSP (in the almost satis�able regime) is given by a semi-de�nite program-
ming algorithm (SDP in short). The �rst such result is from [KKMO07,MOO05], where it is proved
that assuming the Unique-Games Conjecture, the Goemans and Williamson [GW95] approximation
algorithm for the Max-Cut problem is essentially the best possible. Raghavendra [Rag08] gener-
alized this result to all CSPs. To do so, he formulated a natural SDP relaxation of any given
CSP instance, and showed that a generic randomized rounding procedure achieves the best possible
approximation ratio. Towards this end, he showed that any (c, s) integrality gap instance for this
relaxation can be transformed to a hardness result: assuming the Unique-Games Conjecture, for all
ε > 0, given an instance promised to be (c − ε)-satis�able, it NP-hard to �nd an assignment that
satis�es at least (s+ ε)-fraction of the constraints.

In comparison, the theory of approximability of satis�able CSPs is much less developed. Besides
results in a few special cases, such as the result of Håstad [Hås01] discussed above, not much is
known, even assuming conjectures in the spirit of the Unique-Games Conjecture. One of the primary
goals of the recent line of research [BKM22,BKM23a,BKM23b,BKM24a,BKM24b,BKLM24a] is
to further develop this theory for general classes of predicates. Ultimately, the hope is to establish
analogous results to Raghavenra's Theorem [Rag08] (but for the case of satis�able instances) under
conjectures such as the Rich 2-to-1 Games Conjecture [BKM21] (see also [BKLM22]). The current
paper is a continuation of this line of research.

1.2 Towards Satis�able CSPs

The most important building-block in Raghavendra's result (as well as in many other PCPs) is the
construction of a suitable dictatorship test. A function f : Σn → Σ is called a dictatorship function
if f(x) depends only on one of x's coordinates. A dictatorship test is a randomized procedure which
queries f at a few (correlated) locations randomly and, based on these, decides if f is a dictatorship
function or far from any dictator function.

There are three important properties of the test which are useful in getting hardness of approxi-
mation results for CSPs. The �rst one is the completeness parameter c, which is the probability that
the test accepts a dictatorship function. The second property is the soundness parameter s, which
is the maximum probability the test accepts a far-from-dictatorship function. The third property is
the decision predicate that the test uses. If the test uses predicates from the class P, has complete-
ness c and soundness s, then it can be used to prove a UG-hardness result for Max-P-CSP with
completeness (c− ε) and soundness (s+ ε), for any constant ε > 0.

Raghavendra proved his result by showing how to transform a (c, s) integrality gap instance
for Max-P-CSP to a dictatorship test with completeness (c− ε), soundness (s+ ε) and predicates
P, and then combined it with a reduction from Unique-Games. His technique inherently cannot
be used to prove hardness results for satis�able instances. For once, using the Unique-Games
Conjecture, one inherently loses perfect completeness, as Unique-Games are easy on satis�able
instances. However, this may not be a very fundamental loss, as there is a feasible variant of
the Unique-Games Conjecture, known as the Rich 2-to-1 Games Conjecture [BKM21], that has
perfect completeness. It is plausible that assuming the Rich 2-to-1 Games Conjecture, one could
transform dictatorship tests into hardness results without any loss in the completeness. Therefore,
it seems that the more fundamental place where perfect completeness is lost is in the design of the
dictatorship test.

The paper [BKM22] initiated a systematic study of completely characterizing the precise ap-
proximability of every k-ary CSP on satis�able instances. They considered natural dictatorship

2



tests for a large class of predicates similar to the ones given by Raghavendra, except that they do
not lose the perfect completeness which we now describe. The starting point is an instance Ψ of
P -CSP, whose SDP value is 1, and the integral value (i.e., maximum fraction of the constraints
that can be satis�ed by an assignment) is s. The SDP solution consists of vectors as well as local
distribution for each constraint. Since the SDP value is 1, all these local distributions are sup-
ported on the satisfying assignments to P . Let µi be the local distribution corresponding to the
ith constraint of the instance. The test is as follows (here ε > 0 is a small constant independent of n):

Given f : Σn → Σ,

1. Select a constraint Ci from Ψ with probability proportional to its weight.

2. Construct a k × n matrix by sampling each column of the matrix independently
according to µi.

3. Let xj be the jth row of the matrix.

4. Check if P (f(x1), f(x2), . . . , f(xk)) = 1.

If f is a dictatorship function, then the test accepts with probability 1. This follows because
for every i, the distribution µi is supported on the satisfying assignments to P and therefore every
column of the matrix is from P−1(1). What about the acceptance probability of the test when f is
far from dictator functions? When a small loss in the completeness parameter is allowed, one can
modify the distributions µi slightly and ensure that they are fully supported on Σk, in which case
one can appeal to results of Mossel [Mos10]. When no loss in completeness is allowed, one has to
work with the distribution µi as is, and this task becomes signi�cantly harder.

The paper [BKM22] relates the soundness analysis of the test to the following k-wise correlation
of functions fi : Σ

n
i → [−1, 1] with respect to the distribution µ supported on P−1(1). Speci�cally,

the following general question was posed in [BKM22].

Question 1. (Informal) Find the necessary and su�cient condition on a distribution µ over Σ1 ×
· · · × Σk, such that∣∣∣∣∣ E

(x1,x2,...,xk)∼µ⊗n
[f1(x1)f2(x2) · · · fk(xk)]

∣∣∣∣∣→ 0 as d → ∞, (1)

for all functions fi : Σ
n
i → [−1, 1] such that at least one function (essentially) has degree at least d.

Mossel [Mos10] showed that if the distribution µ is connected, then (1) as above holds. Here, a
distribution µ is called connectedness if looking at the graph whose vertices consist of supp(µ), and
two vertices are adjacent if they di�er on exactly one coordinate, is connected. The connectedness
condition, however, is not necessary, as noted implicitly in [BK21]. Let G be a non-Abelian group
with no dimension one representation, and take P : G3 → {0, 1} as P−1(1) = {(x, y, z) | x·y·z = 1G},
along with the distribution µ that is uniform on P−1(1). The distribution µ is not connected, but
yet [BK21] prove that (1) still holds.

1.3 Abelian Embeddings

Motivated by Question 1, the work [BKM22] suggested the notion of Abelian embeddings of distri-
butions, de�ned as follows.
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De�nition 1.1. We say that a distribution µ on Σ1 × · · · × Σk admits an Abelian embedding if
there exist an Abelian group G and mappings σi : Σi → G, 1 ⩽ i ⩽ k not all constant such that for
all (a1, a2, . . . , ak) ∈ supp(µ), it holds that

∑k
i=1 σi(ai) = 0G.

First, we note that for (1) to hold, it is necessary for µ to not admit any Abelian embedding.
Indeed, suppose that µ admits an Abelian embedding, and �x G and σ1, . . . , σk as in De�nition 1.1.
Fix some non-trivial character χ ∈ Ĝ and de�ne fi(xi) =

∏n
j=1 χ(σi((xi)j)). Note that for each

(x1, x2, . . . , xk) ∈ supp(µ⊗n), the product f1(x1)f2(x2) · · · fk(xk) is equal to

k∏
i=1

n∏
j=1

χ(σi((xi)j)) =

n∏
j=1

k∏
i=1

χ(σi((xi)j)) =

n∏
j=1

χ

(
k∑

i=1

σi((xi)j)

)
=

n∏
j=1

χ(0G) = 1.

In particular, the expectation of f1(x1)f2(x2) · · · fk(xk) over µ⊗n is bounded away from 0 in absolute
value. Yet, for large n, for each i such that σi is not constant the corresponding fi is a (essentially)
high-degree function.4 Motivated by these examples and a long-term application to approximability
of CSPs on satis�able instances, the authors of [BKM22] hypothesized that having no Abelian
embeddings is also a su�cient condition. More precisely:

Conjecture 1.2. (Informal): For a distribution µ on Σk, Conclusion (1) holds if and only if µ
admits no Abelian embedding.

Conjecture 1.2 was proved for k = 3 in [BKM23a]. Follow-up works [BKM23b, BKM24a,
BKM24b,BKLM24a] further studied the case of k = 3 and distributions µ that do admit Abelian
embeddings, and gave a characterization of functions f1, f2, f3 that may exhibit such a correlation
(provided that the distribution µ is pairwise-connected, which is a much milder requirement).

1.4 Our Contributions

1.4.1 Main Result

Our �rst result is a con�rmation of Conjecture 1.2 for all k.

Theorem 1 (Main theorem). Let k be a positive integer and let µ be a distribution over Σ1×· · ·×Σk

that does not admit any Abelian embedding, and in which the probability of each atom is at least

α. Then, for every ε > 0 there is δ := δ(α, ε) > 0 such that for su�ciently large n, if 1-bounded
functions fi : Σ

n
i → C satisfy ∣∣∣∣∣ E

(x1,...,xk)∼µ⊗n

[ k∏
i=1

fi(xi)
]∣∣∣∣∣ ⩾ ε,

then Stab1−δ(fi) ⩾ δ for all i = 1, 2, . . . , k. Quantitatively, we can take

δ := exp(− exp(. . . exp(ε−Oα(1))))

where the number of exponentials is at most kO(k).

Remark. The condition that Stab1−δ(fi) ⩽ δ (see De�nition 2.2) serves as a convenient proxy

for the condition that the function fi is essentially of high degree. Indeed, if Stab1−δ(fi) ⩽ δ then

the Fourier mass of fi on degrees less than 1
δ is at most O(δ). Conversely, if the Fourier mass on

degrees less than 1
δ log(

2
δ ) is at most δ

2 , then Stab1−δ(fi) ⩽ δ.
4The functions here are complex-valued with absolute value 1; one can appropriately take their real or imaginary

parts if one insists on having real-valued functions.
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Implications to CSP approximability: combining Theorem 1 with the transformation from
[BKM22] converting integrality gap instances to dictatorship tests, we have the following result:

Theorem 2. Let P : Σk → {0, 1} be a predicate that satis�es the following conditions: (1) P admits

no Abelian embedding, (2a) there exists an instance of Max-P -CSP that has a (1, s)-integrality gap

for the basic SDP relaxation, (2b) on every constraint, the local distribution in the SDP solution

admits no Abelian embedding. Then, for every ε > 0, there is a dictatorship test for P -CSP that

has perfect completeness and soundness s+ ε.

In other words, Theorem 2 gives some evidence that for predicates with no Abelian embedding,
the best possible approximation algorithm is still the natural SDP relaxation with an appropriate
rounding scheme.

1.4.2 Local Inverse Theorems under Milder Assumptions

The proof of Theorem 2 requires a structural result for functions f1, . . . , fk exhibiting k-wise cor-
relation under a milder assumption on µ. Namely, instead of requiring that µ does not admit an
Abelian embedding, we require it to be pairwise-connected as well as that its marginal on the �rst
k − 1 coordinates, denoted by µ−k, admits no Abelian embedding.

De�nition 1.3. A distribution µ over Σ1×. . .×Σk is pairwise-connected if for all i ̸= j the bipartite
graph (Σi ∪ Σj , supp(µi,j)) is connected.

In this setting we have the following result:

Lemma 1.4. Let k be a positive integer, let µ be a pairwise-connected distribution over Σ1 × · · · ×
Σk in which the probability of each atom is at least α, and assume that µ−k admits no Abelian

embeddings. Then, for every ε > 0 there is δ := δ(α, ε) > 0 such that for all su�ciently large n, if
1-bounded functions fi : Σ

n
i → C satisfy∣∣∣∣∣ E

(x1,...,xk)∼µ⊗n

[ k∏
i=1

fi(xi)
]∣∣∣∣∣ ⩾ ε,

then a random restriction of f1 correlates to a product function, i.e.,

Pr
I∼1−δ[n],z∼µI

1

∃{Pi : Σ1 → C, ∥Pi∥∞ ⩽ 1}i∈I with
∣∣∣ E
x∼µI

1

[
(f1)I→z(x)

∏
i∈I

Pi(xi)
]∣∣∣ ⩾ δ

 ⩾ δ.

Quantitatively, δ = exp(− exp(. . . exp(ε−Oα(1)))) where the number of exponentials is kO(k).

If we strengthen the assumption on µ−k, and assume that is is connected, then we can improve
upon the quantitative aspect of Lemma 1.4, and get the following result:

Lemma 1.5. Let k be a positive integer, let µ be a pairwise-connected distribution over Σ1×· · ·×Σk

in which the probability of each atom is at least α, and assume that µ−k is connected. Then, for

every ε > 0 there is a constant δ := δ(α, ε) > 0 such that for all su�ciently large n, if 1-bounded
functions fi : Σ

n
i → C satisfy ∣∣∣∣∣ E

(x1,...,xk)∼µ⊗n

[ k∏
i=1

fi(xi)
]∣∣∣∣∣ ⩾ ε,
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then a random restriction of f1 correlates to a product function, i.e.,

Pr
I∼1−δ[n],z∼µI

1

∃{Pi : Σ1 → C, ∥Pi∥∞ ⩽ 1}i∈I with
∣∣∣ E
x∼µI

1

[
(f1)I→z(x)

∏
i∈I

Pi(xi)
]∣∣∣ ⩾ δ

 ⩾ δ.

Quantitatively, we can take δ = exp(−ε−Oα(1)).

1.4.3 A Global Inverse Theorem

Finally, we state and prove a global inverse theorem in the setting of Lemma 1.4. By a global inverse
theorem, we mean a result that makes an assertion regarding the global structure of the functions
fi's, as opposed to only a local one after random restrictions. Indeed, combining Lemma 1.4 and
the restriction inverse theorem, namely [BKLM24a, Theorem 9], we get the following conclusion.

Theorem 3. Let k be a positive integer, let µ be a distribution over Σ1 × · · · × Σk in which the

probability of each atom is at least α, and assume that µ−k admits no Abelian embeddings. Then,

for every ε > 0 there are δ := δ(α, ε) > 0 and d = d(α, ε) ∈ N such that for all su�ciently large n,
if 1-bounded functions fi : Σ

n
i → C satisfy∣∣∣∣∣ E

(x1,...,xk)∼µ⊗n

[ k∏
i=1

fi(xi)
]∣∣∣∣∣ ⩾ ε,

then there exists L : Σn
1 → C of degree at most d and ∥L∥2 ⩽ 1, as well as a product function

P : Σn
1 → C of the form P (x) =

n∏
i=1

Pi(xi) where |Pi(xi)| = 1 for all i and x, such that |⟨f, L·P ⟩| ⩾ δ.

1.5 Subsequent and Future Works

Subsequent works: in [BKLM24b], we use Lemma 1.5 with k = 4 to give the �rst reasonable
bounds for the density Hales-Jewett theorem on {0, 1, 2}n. The density Hales-Jewett problem refers
to the problem of determining the maximum density of a subset S ⊆ {0, 1, . . . , k−1}n that avoids all
combinatorial lines of length k. Here, we say that a k-tuple x(1), . . . , x(k) ∈ S forms a combinatorial
line of length k if not all x(j) are equal, and for each coordinate i = 1, 2, . . . , n,

(x
(1)
i , . . . , x

(k)
i ) ∈ {(0, . . . , 0), (1, . . . , 1), . . . , (k − 1, . . . , k − 1), (0, 1, 2, . . . , k − 1)} .

The density Hales-Jewett theorem, proved by Furstenberg and Katznelson [FK89,FK91], asserts that
for every k ∈ N and δ > 0, for su�ciently large n ⩾ n0(k, δ), a subset S ⊆ {0, 1, . . . , k−1}n of density
at least δ must contain a combinatorial line of length k. The proof of Furstenberg and Katznelson
is ergodic theoretic and gives no quantitative bounds on n0. The Polymath project [Pol12] provided
an elementary proof that does give quantitative bounds. For k = 3, their result asserts that if
3−n|S| ⩾ Ω((log∗ n)−1/2), then S contains a combinatorial line. In [BKLM24b], we improve upon
this result by showing that if S ⊆ {0, 1, 2}n is such that 3−n|S| ⩾ Ω((log log log log n)−c) (for some
absolute constant c > 0), then S contains a combinatorial line.

Remark. Lemma 1.4 is already good enough to get an e�ective bounds for the density Hales-Jewett

theorem in [3]n, except that the bound would have �ve logs as opposed to four.
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Future works: the results of this paper can be seen as an extension of the results in [BKM23a]
to the setting of k-ary distributions with no Abelian embeddings. In future works, we plan to
investigate the class of k-ary distributions that do admit Abelian embeddings, and prove results
along the lines of [BKM24a,BKLM24a] characterizing k-tuples of functions that achieve non-trivial
k-wise correlation. This scenario already includes within it, (as special cases) the Gowers' uniformity
norms over �nite �elds [Gow01,GT08,BTZ10,TZ12,GM17], and such inverse theorems may lead to
further progress in related problems in additive combinatorics.

2 Preliminaries

Notations: We denote [n] = {1, . . . , n}, and for α ∈ (0, 1) we denote by I ∼1−α [n] the distribu-
tion over subsets of [n] in which each element i ∈ [n] is included with probability 1− α. For a real
number x we write ∥x∥R/Z := minz∈Z |x− z|.

2.1 Noise Operators

Let (Σ, ν) be a probability space. De�ne the inner product on this space by ⟨f, g⟩ν := Ex∈ν [f(x)g(x)].
We need the following de�nition of the noise operator.

De�nition 2.1. Let Σ be a �nite alphabet, and ν be a measure on Σ. For a parameter ρ ∈ [0, 1],
we de�ne the ρ-correlated distribution with respect to ν as follows. For any y ∈ Σ, the distribution
of inputs that are ρ-correlated with y is denoted by y′ ∼ Tρy and is de�ned by taking y′ = y with
probability ρ, and otherwise sampling y′ ∼ ν.

We also view Tρ as an operator on functions, mapping L2(Σ, ν) to L2(Σ, ν) de�ned as

(Tρg)(y) = E
y′∼Tρy

[
g(y′)

]
.

We then tensorize this operator, i.e., consider T⊗n
ρ which acts on functions on n-variables. When

clear from context, we drop the⊗n superscript from notation. The stability of a function f : Σn → C
with respect to the noise parameter ρ is de�ned as follows.

De�nition 2.2. Stabνρ(g) := ⟨g,Tρg⟩ν⊗n . We often drop the superscript ν from Stabνρ(g) when it
is clear from the context.

2.2 Inverse Theorems

In this section, we state the inverse theorems that we need to prove our results. Our proof of The-
orem 1 is by induction on k, and the base case k = 3 was proven in [BKM23a], as follows:

Theorem 4. Let µ be a distribution over Σ1×Σ2×Σ3 that does not admit any Abelian embedding,

and in which the probability of each atom is at least α. Then, for all ε > 0 there is a constant

δ := δ(α, ε) such that for all su�ciently large n, if 1-bounded functions fi : Σ
n
i → C satisfy∣∣∣∣∣ E

(x1,x2,x3)∼µ⊗n

[ 3∏
i=1

fi(xi)
]∣∣∣∣∣ ⩾ ε,

then Stab1−δ(fi) ⩾ δ for all i = 1, 2, 3. Quantitatively, δ(ε) ⩾ exp(−ε−Oα(1)).

7



We will also need the following local inverse theorem from [BKLM24a]. Here, the only assump-
tion on the distribution µ is that it is pairwise-connected.

Theorem 5. Let µ be a pairwise-connected distribution over Σ × Γ × Φ, and assume that the

probability of each atom is at least α. If 1-bounded functions f : Σn → C, g : Γn → C, h : Φn → C
satisfy that ∣∣∣∣∣ E

(x,y,z)∼µ⊗n
[f(x)g(y)h(z)]

∣∣∣∣∣ ⩾ ε,

then there is a constant δ := δ(α, ε) > 0 and distribution ν such that µ = (1 − δ)ν + δU , where U
is uniform over Σ, such that:

Pr
I∼1−δ[n],z∼νI

∃{Pi : Σ → C, ∥Pi∥∞ ⩽ 1}i∈I with
∣∣∣ E
x∼ΣI

[
fI→z(x)

∏
i∈I

Pi(xi)
]∣∣∣ ⩾ δ

 ⩾ δ.

Quantitatively, δ(ε) ⩾ exp(−ε−Oα(1)).

Finally, in order to get improved bounds in Lemma 1.5, instead of Theorem 4, we use the
following rest of Mossel [Mos10].

Lemma 2.3 (Lemma 6.2 from [Mos10]). Let k be a positive integer and µ be a distribution over

Σ1 × · · · ×Σk such that µ is connected and the probability of each atom is at least α. Then, for all
ε > 0 there is a constant δ := δ(α, ε) such that for all su�ciently large n, if 1-bounded functions

fi : Σ
n
i → C satisfy ∣∣∣∣∣ E

(x1,...,xk)∼µ⊗n

[ k∏
i=1

fi(xi)
]∣∣∣∣∣ ⩾ ε,

then Stab1−δ(fi) ⩾ δ for all i ∈ [k]. Quantitatively, δ(ε, α) ⩾ (ε · α)O(1).

3 k-CSPs Without Abelian Embeddings

In this section we prove Theorem 1. The proof proceeds by induction on k, and critically uses
Theorem 4 and Theorem 5 to perform the inductive step.

The structure of the proof and notations: the base case of the proof, namely the case of
k = 3 in Theorem 1, is given by Theorem 4. We will show that for each k, Theorem 1 for k
implies Lemma 1.4 for k+1, which in turn implies Theorem 1 for k+1. Thus, we denote by δk(α, ε)
the parameter of Theorem 1 for ε, and by τk(α, ε) the parameter δ from Lemma 1.4 for ε. With this,
we have that δ3(α, ε) = exp(−ε−Oα(1)), and we will show bounds for τk(α, ε) in terms of δk(α, ε),
and bounds for δk+1(α, ε) in terms of τk(α, ε). We often suppress the dependency on α to simplify
notation.

3.1 Preliminary Observations

We start with the following two simple observations.

Observation 1. If the support of µ admits no Abelian embedding, then µ is pairwise-connected.
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Proof. Let µij be the restriction of µ to the i, j coordinates. If (Σi∪Σj , supp(µij)) is not connected,
then there is a non-trivial partition Σi = Σ′

i ∪ Σ′′
i and Σj = Σ′

j ∪ Σ′′
j such that supp(µij) ⊆

(Σ′
i × Σ′

j) ∪ (Σ′′
i × Σ′′

j ). Now let σt ≡ 0 for t ̸= i, j, σi(x) = 1x∈Σ′
i
, and σj(x) = −1x∈Σ′

j
. This is

clearly an Abelian embedding, and at least one of σi or σj is nonconstant.

Observation 2. If the support of a distribution µ on Σ1 × · · · × Σk has no Abelian embedding,
then the restriction of µ to any k − 1 coordinates also has no Abelian embedding.

Proof. Let µ′ be the restriction of µ to the coordinates 1, . . . , k − 1. If µ′ has Abelian embeddings
σ′
1, . . . , σ

′
k−1 then µ has the Abelian embeddings σk ≡ 0 and σi ≡ σ′

i for i = 1, . . . , k − 1.

3.2 Reducing to a (k − 1)-ary Instance

The goal of this subsection and of Section 3.3 is to show that Theorem 1 for k−1 implies Lemma 1.4
for k. The �rst step is to apply Cauchy-Schwarz to remove the xk variable, with the goal of reducing
to a (k − 1)-ary instance. To do this, we need to set up a bit of notation. Recall that µ−k denoted
the marginal distribution of µ on Σ1 × · · · × Σk−1. Let µ−k,−k be the following distribution on
(Σ1 × · · · × Σk−1)× (Σ1 × · · · × Σk−1):

� Sample xk from µk.

� Sample (x1, . . . , xk−1) and (x′1, . . . , x
′
k−1) from µ conditioned on xk.

� µ−k,−k contains ((x1, . . . , xk−1), (x
′
1, . . . , x

′
k−1)).

Note that supp(µ−k,−k) contains ((x1, . . . , xk−1), (x1, . . . , xk−1)) for any (x1, . . . , xk−1) ∈ µ−k. In
other words, µ−k,−k essentially contains µ−k as a submeasure.

Now, using the hypothesis of Lemma 1.4 gives us:

ε2 ⩽

∣∣∣∣∣ E
(x1,...,xk)∼µ⊗n

[ k∏
i=1

fi(xi)
]∣∣∣∣∣

2

⩽ E
(x1,...,xk−1)
(x′

1,...,x
′
k−1)

∼µ⊗n
−k,−k

[ k−1∏
i=1

fi(xi)fi(x′i)
]
.

By abuse of notation, identify between µ−k and the measure on (Σ1×· · ·×Σk−1)×(Σ1×· · ·×Σk−1)
consisting of points

((x1, . . . , xk−1), (x1, . . . , xk−1)),

where (x1, . . . , xk−1) is distributed as in µ−k. We may write µ−k,−k = α2µ−k + (1− α2)ν where ν
is a distribution. Applying this random restriction to the above equation gives:

ε2 ⩽ E
I∼1−α2 [n]

E
(z1,...,zk−1)
(z′1,...,z

′
k−1)

∼ν⊗I

E
(x1,...,xk−1)∼µ⊗I

−k

[ k−1∏
i=1

(fi)I→zi(xi)(fi)I→z′i
(xi)

]
. (2)

By the hypothesis, µ−k has no Abelian embedding, and thus if∣∣∣∣∣∣ E
(x1,...,xk−1)∼µ⊗I

−k

[ k−1∏
i=1

(fi)I→zi(xi)(fi)I→z′i
(xi)

]∣∣∣∣∣∣ ⩾ ε2/2, (3)

by induction there is a constant δk−1 = δk−1(ε
2/2) such that

Stab1−δk−1

(
(f1)I→z1(f1)I→z′1

)
⩾ δk−1.

9



Combining this with (2) gives:

E
I∼1−α2 [n]

E
(z1,...,zk−1)
(z′1,...,z

′
k−1)

∼ν⊗I

[
Stab1−δk−1

(
(f1)I→z1(f1)I→z′1

)]
⩾ ε2δk−1/2. (4)

3.3 Applying the 3-ary Inverse Theorem

Let Σ := Σ1. Now we will interpret (4) as a 3-wise correlation over a pairwise-connected distribution,
and then apply Theorem 5. Let Σ+ = (Σ× Σ) ∪ {⋆}, for some symbol ⋆.

Let ξ be the following distribution over Σ× Σ× Σ+:

� With probability 1− α2, sample (x1, x
′
1) ∼ ν1, and include (x1, x

′
1, (x1, x

′
1)) in ξ.

� Otherwise, let x ∼ µ1. With probability 1−δk−1 include (x, x, (x, x)) in ξ, and with probability
δk−1 include (x, x, ⋆) in ξ.

Finally, given x+ ∈ Σ+, de�ne the following way of sampling (x, x′) ∈ Σn ×Σn, which we denote as
(x, x′) ∼⋆ x+. If x+i ̸= ⋆, let xi, x

′
i be the �rst, second coordinates of x+i respectively. Otherwise if

x+i = ⋆, sample x ∼ µ1 and set xi = x′i = x. This lets us de�ne the function g : (Σ+)n → C as

g(x+) := E
(x,x′)∼⋆x+

[
f1(x)f1(x′)

]
.

At this point, let us collect two useful observations:

Observation 3. The distribution ξ is pairwise-connected.

Proof. Indeed, the 13-coordinates are pairwise-connected because every x ∈ Σ is connected to
⋆ ∈ Σ+ because (x, x, ⋆) is in supp(ξ) for all x ∈ Σ. Similarly, the 23-coordinates are pairwise-
connected. For the 12-coordinates, note that (x, x′) is in the support if there is some xk ∈ Σk such
that (x, xk), (x

′, xk) ∈ µ1k. Thus, the claim follows because the 1k-coordinates were connected in µ
by the hypothesis of Lemma 1.4.

Observation 4. It holds that

E
(x,x′,x+)∼ξ⊗n

[
f1(x)f1(x′)g(x+)

]
= E

I∼1−α[n]
E

(z1,...,zk−1)
(z′1,...,z

′
k−1)

∼ν⊗I

[
Stab1−δk−1

(
(f1)I→z1(f1)I→z′1

)]
⩾ ε2δk−1/2.

Proof. The equality is by the de�nition of ξ and g. The inequality is exactly (4).

Given these, we can establish Lemma 1.4 using Theorem 5.

Proof that Theorem 1 with k − 1 implies Lemma 1.4 with k. Note that all atoms in ξ have mass
at least α2δk−1, and that ξ is pairwise-connected by Observation 3. Thus, we may write ξ =
ζξ′ + (1 − ζ)ξ′′ where ξ′, ξ′′ are distributions, ζ ⩾ α2δk−1, the probability of each atom in ξ′ is
at least α2 and ξ′ has the same support as ξ. Applying random restrictions, we get that with
probability at least ε2δk−1/4, choosing J ∼1−ζ I and (a, b, c) ∼ ξ′′J we have that∣∣∣∣∣ E

(x,x′,x+)∼ξ′J

[
(f1)J→a(x)(f1)J→b(x′)(g)J→c(x+)

]∣∣∣∣∣ ⩾ ε2δk−1/4.
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For each such J and (a, b, c), Theorem 5 gives that:

Pr
I∼1−δJ,z∼νI1

∃{Pi : Σ1 → C, ∥Pi∥∞ ⩽ 1}i∈I with
∣∣∣ E
x∼ΣI

1

[
(f1)J→a,I→z(x)

∏
i∈I

Pi(xi)
]∣∣∣ ⩾ δ

 ⩾ δ,

where δ ⩾ exp(−(εδk−1)
−Oα(1)). Combining the two random restrictions, we see that we may write

µ1 = (1− δζ)ν + δζU and get that

Pr
I∼1−δζ [n],z∼νI1

∃{Pi : Σ1 → C, ∥Pi∥∞ ⩽ 1}i∈I with
∣∣∣ E
x∼ΣI

1

[
(f1)I→z(x)

∏
i∈I

Pi(xi)
]∣∣∣ ⩾ δ

 ⩾ δ,

By applying a further random restriction we can convert ν and U back into µ1 at the cost of
decreasing δ by a constant. This �nishes the inductive step, establishing that

τk(ε) ⩾ Ω(ε2δk−1(ε
2/2)) · exp(−(εδk−1(ε

2/2))−Oα(1)) ⩾ exp(−δk−1(ε
2/2)−Oα(1)). (5)

In Section 3.4 we will establish a recursive relation for δk−1, and then in Section 3.5 we conclude a
quantitative estimate for τk.

We get Lemma 1.5 using a similar argument.

Proof of Lemma 1.5. The proof of this lemma is along the lines of the proof of the Lemma 1.4.
The only change is that, instead of relying on the inductive hypothesis to go from (2) to (4), we
use Lemma 2.3 where δk−1 ⩾ εOα(1). The conclusion then follows from Observation 4 and applying
Theorem 5.

3.4 Proof of Theorem 1

Fix functions f1, . . . , fk as in the statement of Theorem 1. The goal of this section is to replace each
fi by a product function (potentially after random restriction) by applying Lemma 1.4. Then, by
using the fact that µ has no Abelian embedding, we will conclude that the product functions must
be nearly constant, which implies that fi correlates to a constant after random restriction. This is
essentially what Theorem 1 claims.

More precisely, the following lemma allows us to replace fk by a product function:

Lemma 3.1. Let k be a positive integer and let µ be a distribution over Σ1 × · · · × Σk that has no

Abelian embeddings and in which the probability of each atom is at least α. Then, for all ε > 0, if
1-bounded functions functions fi : Σ

n
i → C satisfy∣∣∣∣∣ E

(x1,...,xk)∼µ⊗n

[ k∏
i=1

fi(xi)
]∣∣∣∣∣ ⩾ ε,

then with probability at least τk/2 = τk(α, ε
2)/2 over I ∼1−τk [n] and (z1, . . . , zk) ∼ µI , there is a

1-bounded product function Pk : ΣI
k → C satisfying∣∣∣∣∣ E

x∼µ⊗I

[ k−1∏
i=1

(fi)I→zi(xi)Pk(xk)
]∣∣∣∣∣ ⩾ τk

2
.
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Proof. De�ne the function f̃k : Σn
k → C as

f̃k(x) := E
(x1,...,xk)∼µ⊗n

[ k−1∏
i=1

fi(xi)
∣∣∣ xk = x

]
.

Note that f̃k is 1-bounded, and by the Cauchy-Schwarz inequality

ε2 ⩽

∣∣∣∣∣ E
(x1,...,xk)∼µ⊗n

[ k∏
i=1

fi(xi)
]∣∣∣∣∣

2

=

∣∣∣∣∣ E
x∼µ⊗n

k

[
f̃k(x)fk(x)

]∣∣∣∣∣
2

⩽ ∥f̃k∥22∥fk∥22

⩽ ∥f̃k∥22 =

∣∣∣∣∣ E
(x1,...,xk)∼µ⊗n

[ k−1∏
i=1

fi(xi)f̃k(xk)
]∣∣∣∣∣ .

Note that by Observation 1 and Observation 2, the hypotheses of Lemma 1.4 hold. Thus, Lemma 1.4
gives that for some τk := τk(α, ε

2), with probability at least τk over I ∼1−τk [n] and z ∼ µ⊗I
k that

there is a 1-bounded product function Pk : ΣI
k → C with

τk ⩽

∣∣∣∣∣∣ E
x∼µ⊗I

k

[
(f̃k)I→z(x)Pk(x)

]∣∣∣∣∣∣ = E
(z1,...,zk)∼µ⊗I :zk=z

E
(x1,...,xk)∼µ⊗I

[ k−1∏
i=1

(fi)I→zi(xi)Pk(xk)
]
.

This implies the desired conclusion by an averaging argument.

Applying Lemma 3.1 a total of k − 1 times gives the following.

Corollary 3.2. Let k be a positive integer and let µ be a distribution over Σ1 × · · · × Σk that has

no Abelian embeddings and in which the probability of each atom is at least α. Then, for all ε > 0
there is a constant δ := δ(α, ε) such that for all su�ciently large n, if 1-bounded functions functions

fi : Σ
n
i → C satisfy ∣∣∣∣∣ E

(x1,...,xk)∼µ⊗n

[ k∏
i=1

fi(xi)
]∣∣∣∣∣ ⩾ ε,

then with probability at least δ over I ∼1−δ [n] and z ∼ µI
1, there are 1-bounded product functions

Pi : Σ
I
i → C for i = 2, . . . , k such that:∣∣∣∣∣ E

x∼µ⊗n
1

[
(f1)I→z(x)

k∏
i=2

Pi(xi)
]∣∣∣∣∣ ⩾ δ.

Quantitatively, we can take δ := τk(. . . (τk(ε
2))2) where the number of applications of τk is k − 1.

We want to use this to argue that (f1)I→z has large noise stability. Towards this, we need a
somewhat technical statement about when product functions can correlate under distributions with
no Abelian embedding. We start with the one-dimensional case.

Lemma 3.3. Let k be a positive integer and let µ be a distribution over Σ1 × · · · × Σk that has

no Abelian embeddings and in which the probability of each atom is at least α. For all η > 0 and

1-bounded functions Pi : Σi → C satisfying∣∣∣∣∣ E
(x1,...,xk)∼µ

[ k∏
i=1

Pi(xi)
]∣∣∣∣∣ ⩾ 1− η,

it holds that |P1(x)| ⩾ 1−Oα(η) and |P1(x)− P1(y)| ⩽ Oα(
√
η) for all x, y ∈ Σ1.

12



Proof. We think of α as a constant throughout. We start by reinterpreting what it means for µ
to have no Abelian embedding linear-algebraically. If µ has no Abelian embedding, then there are
no functions σi : Σi → R such that

∑k
i=1 σi(xi) ∈ Z for all (x1, . . . , xk) ∈ supp(µ), and π ◦ σi are

nonconstant, where π : R → R/Z is the projection map modulo 1. Let (x∗1, . . . , x
∗
k) ∈ supp(µ)

be an arbitrary point. We may assume that σi(x
∗
i ) = 0 for all i = 1, . . . , k by shifting. Let

S =
∑k

i=1 |Σi|− 1, and denote σ ∈ RS as the vector with entries σi(xi) for i = 1, . . . , k and xi ̸= x∗i .

For a point x = (x1, . . . , xk) ∈ supp(µ), let ax ∈ ZS be the vector such that ⟨ax, σ⟩ =
∑k

i=1 σi(xi).
Then, rephrasing the above condition, we get that µ has no Abelian embedding if and only if
⟨ax, σ⟩ ∈ Z for all x ∈ supp(µ) implies that σ ∈ ZS . Consider the lattice L = spanZ(ax) and let
a(1), . . . , a(S) ∈ L be a spanning set for L. Let A ∈ ZS×S be the matrix with rows a(1), . . . , a(S).
Then, we know that µ has no Abelian embedding if and only if Aσ ∈ ZS implies that σ ∈ ZS . Thus,
A−1 must have integer entries.

Now, we proceed to the main argument. We may assume that η is su�ciently small, because
obviously |P1(x)− P1(y)| ⩽ 2 for all x, y ∈ Σ1. We may assume that

E
(x1,...,xk)∼µ

[ k∏
i=1

Pi(xi)
]

is a real number, and thus the real part of
∏k

i=1 Pi(xi) is at least 1 − O(η) for all (x1, . . . , xk) ∈
supp(µ). Because Pj are 1-bounded, this implies that |Pj(xj)| ⩾ 1−O(η) for all xj ∈ Σj . If σj(xj)
are such that Pj(xj)/|Pi(xj)| = exp(2πiσj(xj)), we further know that

∥∥∥ k∑
j=1

σj(xj)
∥∥∥
R/Z

⩽ O(
√
η)

for all (x1, . . . , xk) ∈ supp(µ). For ax de�ned as above, there are integers kx such that |⟨ax, σ⟩−kx| ⩽
O(

√
η) for x ∈ supp(µ). Because a(1), . . . , a(S) are �nite integer combinations of ax, we know that

there are integers k(i) such that |⟨a(i), σ⟩−k(i)| ⩽ O(
√
η) for i = 1, . . . , S. Because A−1 has integral

entries, we conclude that ∥σ∥R/Z ⩽ O(
√
η).

This implies the desired conclusion, because

|P1(x)− P1(y)| ⩽ O(η) + |P1(x)/|P1(x)| − P1(y)/|P1(y)||
= O(η) + | exp(2πiσ1(x))− exp(2πiσ1(y))| ⩽ O(

√
η),

because ∥σ1(x)− σ1(y)∥R/Z ⩽ O(
√
η).

Now we state the n-dimensional case that we need.

Lemma 3.4. Let k be a positive integer and µ be a distribution over Σ1×· · ·×Σk whose support has

no Abelian embedding and in which the probability of each atom is at least α. If 1-bounded product

functions Pi : Σ
n
i → C satisfy ∣∣∣∣∣ E

(x1,...,xk)∼µ⊗n

[ k∏
i=1

Pi(xi)
]∣∣∣∣∣ ⩾ δ,

then for any γ ∈ (0, 1) it holds that

E
x∼µ⊗n

1
y∼1−γx

[|P1(x)− P1(y)|2] ⩽ Oα(γ log(1/δ)).
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Proof. We think of α as a constant throughout. Let Pi(x) =
∏n

j=1 P
(j)
i (xj) for 1-bounded functions

P
(j)
i : Σi → C. Let ηj be such that∣∣∣∣∣ E

(x1,...,xk)∼µ

[ k∏
i=1

P
(j)
i (xi)

]∣∣∣∣∣ = 1− ηj . (6)

Thus,
∏n

j=1(1− ηj) = δ and hence
∑n

j=1 ηj ⩽ O(log(1/δ)).
The following equality holds for all x, y ∈ Σn

1 :∣∣∣ n∏
j=1

P
(j)
1 (xj)−

n∏
j=1

P
(j)
1 (yj)

∣∣∣2
=

n∏
j=1

|P (j)
1 (xj)|2 +

n∏
j=1

|P (j)
1 (yj)|2 −

n∏
j=1

P
(j)
1 (xj)P

(j)
1 (yj)−

n∏
j=1

P
(j)
1 (xj)P

(j)
1 (yj).

Note that for

E
x∼µ1,y∼1−γx

P
(j)
1 (x)P

(j)
1 (y)

is a real number, and thus equals

E
x∼µ1,y∼1−γx

P
(j)
1 (x)P

(j)
1 (y) = ∥P (j)

1 ∥22 −
1

2
E

x∼µ1,y∼1−γx
|P (j)

1 (x)− P
(j)
1 (y)|2

⩾ ∥P (j)
1 ∥22 −O(γηj)

⩾ ∥P (j)
1 ∥22(1−O(γηj)), (7)

where we used Lemma 3.3. Thus

E
x∼µ⊗n

1
y∼1−γx

[|P1(x)− P1(y)|2] = 2

n∏
j=1

∥P (j)
1 ∥22 − 2

n∏
j=1

E
x∼µ1

y∼1−γx

[
P

(j)
1 (x)P

(j)
1 (y)

]

⩽ 2

n∏
j=1

∥P (j)
1 ∥22

(
1−

n∏
j=1

(1−O(γηj))
)

⩽ O(γ log(1/δ)),

where we have used (7).

With Lemma 3.4 in hand, we now show that a function satisfying the conclusion of Corollary 3.2
must be noise stable.

Lemma 3.5. Let k be a positive integer and let µ be a distribution over Σ1 × · · · × Σk that has no

Abelian embeddings and in which the probability of each atom is at least α. If 1-bounded function

f : Σn
1 → C and product functions Pi : Σ

n
i → C for i = 2, . . . , k satisfy∣∣∣∣∣ E

(x1,...,xk)∼µ⊗n

[
f(x1)

k∏
i=2

Pi(xi)
]∣∣∣∣∣ ⩾ δ

then for γ ⩽ cδ2/ log(1/δ) for su�ciently small c = c(α) > 0, it holds that Stab1−γ(f) ⩾ δ2/4.
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Proof. De�ne the product function P̃ : Σn
1 → C as

P̃ (x) := E
(x1,...,xk)∼µ⊗n:x1=x

[ k∏
i=2

Pi(xi)
]
.

Then the following inequalities hold:

δ ⩽

∣∣∣∣∣ E
(x1,...,xk)∼µ⊗n

[
f(x1)

k∏
i=2

Pi(xi)
]∣∣∣∣∣ =

∣∣∣∣∣ E
x∼µ⊗n

1

[
f(x)P̃ (x)

]∣∣∣∣∣ , (8)

and ∣∣∣∣∣ E
(x1,...,xk)∼µ⊗n

[
P̃ (x1)

k∏
i=2

Pi(xi)
]∣∣∣∣∣ ⩾ δ2.

The latter follows by Cauchy-Schwarz (see the proof of Lemma 3.1). By Lemma 3.4, we know that
for γ ⩽ cδ2/ log(1/δ)∣∣∣∣∣ E
x∼µ⊗n

1 ,y∼1−γx

[
f(x)(P̃ (x)− P̃ (y))

]∣∣∣∣∣ ⩽ E
x∼µ⊗n

1 ,y∼1−γx

[
|P̃ (x)− P̃ (y)|

]
⩽ E

x∼µ⊗n
1 ,y∼1−γx

[
|P̃ (x)− P̃ (y)|2

]1/2
⩽ O(

√
γ log(1/δ)) ⩽ δ/2.

Combining this with (8) gives

δ/2 ⩽

∣∣∣∣∣ E
x∼µ⊗n

1 ,y∼1−γx

[
f(x)P̃ (y)

]∣∣∣∣∣ =
∣∣∣∣∣ E
x∼µ⊗n

1 ,y∼1−γx

[
f(y)P̃ (x)

]∣∣∣∣∣
⩽ E

x∼µ⊗n
1

∣∣∣∣ E
y∼1−γx

[f(y)]

∣∣∣∣ ,
where the equality uses symmetry of x, y and the inequality is because P̃ is 1-bounded. One �nal
application of Cauchy-Schwarz gives that Stab1−γ(f) ⩾ δ2/4 as desired.

Theorem 1 now readily follows by combining Corollary 3.2 and Lemma 3.5.

Proof of Theorem 1. Applying Corollary 3.2 and Lemma 3.5 gives that for some δ depending on ε,

Stab1−γδ(f1) = E
I∼1−δ[n],z∼µI

1

[
Stab1−γ((f1)I→z)

]
⩾ δ3/4.

for γ = cδ2/ log(1/δ). This completes the induction, showing that

δk(ε) ⩾ c · τk(τk(. . . (τk(ε2)2))2)4, (9)

where the number of compositions of τk is k − 1.

3.5 The Quantitative Bounds for Lemma 1.4 and Theorem 1

Let H(k) be the number of exponentials needed in Theorem 1 with k. Theorem 4 gives us that
H(3) ⩽ 1. For any k ⩾ 3, (5) implies that Lemma 1.4 for k holds with H(k − 1) + 1 exponentials,
and then (5) implies Theorem 1 for k holds with (k − 1)(H(k − 1) + 1) exponentials. We conclude
that H(k) ⩽ (k − 1)(H(k − 1) + 1), and solving gives

H(k) ⩽ (k − 1) + (k − 1)(k − 2) + (k − 1)(k − 2)(k − 3) + . . .+ (k − 1)(k − 2) · · · 3 ⩽ kk.
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