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Abstract

For any constant α > 0, we construct an explicit pseudorandom generator (PRG) that fools n-variate
decision trees of size m with error ε and seed length (1 + α) · log2 m+O(log(1/ε) + log log n). For context,
one can achieve seed length (2 + o(1)) · log2 m+O(log(1/ε) + log log n) using well-known constructions
and analyses of small-bias distributions, but such a seed length is trivial when m ≥ 2n/2. By combining
our new PRG with work by Chen and Kabanets (TCS 2016), we get an explicit PRG that fools circuits of
size 2.99 · n over the U2 basis with error 2−Ω(n) and seed length (1− Ω(1)) · n.

Our approach for fooling decision trees is to develop a new variant of the classic concept of almost
k-wise independence, which might be of independent interest. We say that a distribution X over {0, 1}n
is k-wise ε-probably uniform if every Boolean function f that depends on only k variables satisfies
E[f(X)] ≥ (1− ε) · E[f ]. We show how to sample a k-wise ε-probably uniform distribution using a seed of
length (1 + α) · k +O(log(1/ε) + log log n).

1 Introduction

How many coin flips does it take to sample n bits that appear random from the perspective of an observer
who only looks at 0.9 · n of the bits?

1.1 Almost k-wise uniformity and k-wise probable uniformity

Almost k-wise uniformity is a well-studied concept that provides one possible way of formalizing the question
posed above.

Definition 1.1 (Almost k-wise uniformity). Let X be a distribution over {0, 1}n, let k ∈ [n], and let ε ∈ [0, 1].
We say that X is ε-almost k-wise uniform if, for every size-k set S ⊆ [n], the total variation distance between
XS and Uk is at most ε. Here XS denotes the projection of X to the coordinates in S, and Uk denotes the
uniform distribution over {0, 1}k. If ε = 0, we simply say that X is k-wise uniform. An (ε-almost) k-wise
uniform generator is a function G : {0, 1}s → {0, 1}n such that G(Us) is (ε-almost) k-wise uniform. We refer
to s as the seed length of G.

When k ≥ (12 +Ω(1)) · n and ε = 0, Karloff and Mansour showed that every k-wise uniform generator
has seed length at least n − O(1) [KM97], which might be disappointing. On the bright side, the seed
length can be improved if a small positive error (ε > 0) is permitted. Using a connection with “small-bias
distributions” [NN93], Alon, Goldreich, H̊astad, and Peralta constructed an explicit1 ε-almost k-wise uniform
generator with seed length k +O(log(k/ε) + log log n) [AGHP92]. Notably, their seed length is meaningful
even for large k such as k = 0.9 · n.

In this work, we introduce a new variant of almost k-wise uniformity, called k-wise probable uniformity,
which strengthens Definition 1.1. There are two equivalent definitions, described below.

1We consider a generator G to be explicit if G(x) can be computed in poly(n) time, given the parameters (in this case n, k,
and ε) and the seed x.
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Definition 1.2 (k-wise probable uniformity). Let X be a distribution over {0, 1}n, let k ∈ [n], and let
ε ∈ [0, 1]. We say that X is k-wise ε-probably uniform if it satisfies either of the following two equivalent
conditions.

1. For every size-k set S ⊆ [n], there exists a distribution E over {0, 1}k such that the distribution XS

can be written as the mixture distribution XS ≡ (1 − ε) · Uk + ε · E. That is, the distribution XS

is identical to the following distribution: With probability 1− ε, sample a k-bit string uniformly at
random, and with probability ε, sample a string according to E.

2. For every k-junta2 f : {0, 1}n → {0, 1}, we have

E[f(X)] ≥ (1− ε) · E[f ],

where E[f ] is a shorthand for E[f(Un)].

(See Section 3 for a proof that the two conditions above are equivalent.) We say that G : {0, 1}s → {0, 1}n is
a k-wise ε-probably uniform generator if G(Us) is k-wise ε-probably uniform.

We find the first condition above to be more conceptually appealing. It is clearly a strengthening of
ε-almost k-wise uniformity, and it inspires the terminology “k-wise ε-probably uniform.” On the other hand,
we find the second condition above to be easier to work with mathematically.

The concept of k-wise probable uniformity is motivated primarily by an application to fooling decision
trees, which we will discuss momentarily, but we also consider it to be an interesting concept in its own
right. Using a standard nonconstructive argument (see Proposition 4.6), one can show that there exists a
non-explicit k-wise ε-probably uniform generator with seed length3

k + log k + 2 log(1/ε) + log log(n/k) +O(1). (1)

The challenge is to construct an explicit generator.
Classic results regarding small-bias generators [NN93; AGHP92] imply that there is an explicit k-wise

ε-probably uniform generator with seed length 2k+O(log k+ log(1/ε) + log log n). However, this seed length
is unsatisfactory, because it is trivial when k ≥ n/2. Meanwhile, Bshouty used a different approach (the
method of conditional probabilities with pessimistic estimators) to construct a generator G : {0, 1}s → {0, 1}n
such that

(1− ε) · E[f ] ≤ E[f(G(Us))] ≤ (1 + ε) · E[f ]

for every Boolean k-junta f [Bsh16], which is even stronger than Definition 1.2. Furthermore, his generator’s
seed length matches Eq. (1). However, his generator’s time complexity is more than

(
n
k

)
· 2k [Bsh16]. His

generator can therefore be considered “explicit” only when k = O(1), whereas we are primarily interested in
the case k = Θ(n).

In this work, we present an explicit k-wise ε-probably uniform generator with seed length (1 + α) · k +
O(log(1/ε) + log log n), where α is an arbitrarily small positive constant.

Theorem 1.3 (Explicit k-wise probably uniform generator). For every n, k ∈ N and ε ∈ (0, 1), there exists
an explicit k-wise ε-probably uniform generator G : {0, 1}s → {0, 1}n with seed length

s = k +O
(
k2/3 · log1/3(k/ε) + log(1/ε) + log log n

)
.

The simpler seed length bound (1 + α) · k + O(log(1/ε) + log logn) follows from Theorem 1.3 by the
weighted AM-GM inequality.

2A k-junta is a function f that depends on at most k variables.
3Throughout this paper, log(·) denotes the base-two logarithm.
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1.2 Fooling decision trees

Instead of modeling the observer as a k-junta, we can consider the more powerful model of depth-k decision
trees. A decision tree T makes queries to the input x and then produces a Boolean output value T (x). The
crucial feature of the decision tree model is that the tree can adaptively decide which variable to query next,
based on the results of previous queries. (See Definition 2.1 for a precise definition.) Consequently, the output
T (x) of a depth-k decision tree T might depend on all n variables even if k ≪ n. The problem of sampling
bits that “appear random” to depth-k decision trees can be formalized using the concept of a pseudorandom
generator.

Definition 1.4 (Pseudorandom generators). Let X be a distribution over {0, 1}n, let f : {0, 1}n → {0, 1},
and let ε ∈ (0, 1). We say that X fools f with error ε if

|E[f(X)]− E[f ]| ≤ ε.

We say that G : {0, 1}s → {0, 1}n is a pseudorandom generator (PRG) that fools f with error ε if G(Us)
fools f with error ε. The parameter s is called the seed length of the PRG. If F is a class of functions
f : {0, 1}n → {0, 1}, we say that X (respectively G) fools F with error ε if X (respectively G) fools every
f ∈ F with error ε.

Almost k-wise uniformity is the special case of Definition 1.4 in which we take F to be the class of
all Boolean k-juntas. The aforementioned concept of small-bias distributions is another special case. By
definition, a distribution X is k-wise γ-biased if it fools all functions of the form f(x) =

⊕
i∈S xi, where

S ⊆ [n] and |S| ≤ k, with error γ/2 [NN93].
To fool decision trees, one could try using a generic small-bias generator. This approach works extremely

well in the nonadaptive setting, as mentioned previously. In the adaptive setting, the approach still works fairly
well, but it turns out that the parameters are worse. Specifically, Kushilevitz and Mansour’s analysis [KM93]
implies that if X is k-wise γ-biased, then X fools depth-k size-m decision trees with error γ · m. Every
depth-k decision tree has size at most 2k, so we can choose γ = ε · 2−k. By combining this reduction with
one of Alon, Goldreich, H̊astad, and Peralta’s k-wise γ-biased generators [AGHP92], one can construct an
explicit PRG that fools depth-k decision trees with error ε and seed length 2k+O(log(k/ε) + log logn). This
seed length is sufficient for many purposes, but we emphasize that it gives us nothing nontrivial for trees of
depth k ≥ n/2.

In this paper, we show how to improve the leading constant from 2 to 1 + α for any constant α > 0, as a
consequence of our new k-wise ε-probably uniform generator. More generally, we prove the following.

Theorem 1.5 (Fooling near-maximal decision trees). Let n,m ∈ N and ε ∈ (0, 1). There exists an explicit
PRG G : {0, 1}s → {0, 1}n that fools n-variate decision trees of size m with error ε and seed length

s = logm+O

(
log2/3m · log1/3

(
logm

ε

)
+ log(1/ε) + log log n

)
.

Observe that our PRG is meaningful even for trees of near-maximal size such as m = 20.9·n. Furthermore,
it turns out that Theorem 1.5 extends to the more powerful model of size-m “subcube partitions.” See
Section 5 for further details.

1.3 Application: Fooling U2-circuits of size (3− α) · n

In general, the motivation behind PRGs is that many algorithms and protocols rely on a large number
of random bits, but producing truly random bits can sometimes be difficult or expensive. We think of
randomness as a computational resource, similar to time or space. We try to use as little “true randomness”
as possible to sample bits that are “random enough” to run randomized algorithms and protocols without
distorting their behavior.
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The specific problem of fooling near-maximal decision trees is motivated by an application in the area of
circuit complexity. Arguably, the central challenge of complexity theory is to understand the power of general
Boolean circuits. Unfortunately, our current understanding of circuits is extremely meager. Indeed, circuit
lower bound proofs are often so weak that they are sensitive to the specific choice of gate basis. In this paper,
we focus on the U2 basis, consisting of all functions ϕ : {0, 1}2 → {0, 1} other than the XOR function and its
complement. A “U2-circuit” is a circuit in which each gate computes a function from the U2 basis. Chen and
Kabanets used “gate elimination” methods to prove that every U2-circuit of size (3− α) · n can be computed
by a decision tree of size 2(1−Ω(α2))·n, among other results [CK16]. They posed the problem of designing
PRGs that fool general Boolean circuits [CK16]. By combining their simulation with our construction, we
are able to solve their PRG problem, at least for the case of U2-circuits of size (3− α) · n:

Corollary 1.6 (Fooling circuits over the U2 basis). For every n ∈ N and α ∈ (0, 3), there exists an explicit
PRG G : {0, 1}s → {0, 1}n that fools n-variate U2-circuits of size (3− α) · n with error n · 2−Ω(α6n) and seed
length s = (1− Ω(α2)) · n.

Proof of Corollary 1.6, given Theorem 1.5 and Chen and Kabanets’ work [CK16]. By Theorem 1.5, we can
fool decision trees of size 2(1−cα2)·n with error 2−c′α6n · n and seed length

(1− cα2) · n+O(n2/3 · (c′α6n)1/3 + c′α6n) = n− cα2n+O(c′α2n).

This is n− Ω(α2n) provided we choose c′ to be a sufficiently small constant based on c.

The PRG of Corollary 1.6 is the first of its kind.4 Note that the challenge of constructing PRGs that fool
Boolean circuits is strictly harder than the challenge of proving circuit lower bounds. In more detail, suppose
that one could construct a poly(n)-time computable PRG G : {0, 1}βn−1 → {0, 1}n that fools U2-circuits of
size cn with error 0.49 for infinitely many n, where β ∈ [0, 1] and c > 1 are constants. Then by truncating
the output of G, one could construct a poly(n)-time computable PRG G′ : {0, 1}n−1 → {0, 1}n that fools U2

circuits of size (c/β) ·n with error 0.49 for infinitely many n. The indicator function for the image of G′ would
be an example of a function in h ∈ NP that cannot be computed by U2-circuits of size (c/β) · n. Currently,
the best lower bound known on the size of U2-circuits computing some function in NP is (5− o(1)) · n [IM02].

1.4 Overview of our new construction

In this section, we present an informal overview of our new k-wise probably uniform generator (Theorem 1.3).
The starting point of the construction is the well-known sampling properties of pairwise uniform hash functions.
Let f : {0, 1}n → {0, 1} be any nonzero k-junta, or more generally any function such that E[f ] ≥ 2−k. If
we sample a hash function h : {0, 1}k+O(log(1/ε)) → {0, 1}n from a pairwise uniform family, then with high
probability over the choice of h, we have

E
x
[f(h(x))] ≥ (1− ε) · E[f ].

(This follows from Chebyshev’s inequality.)
We can think of h as a PRG with an excellent seed length. The only trouble is that sampling h itself is

expensive. In general, sampling a hash function h : {0, 1}q → {0, 1}ℓ from a pairwise uniform family costs
Θ(q+ ℓ) truly random bits, so in our case, the cost is Θ(n+ log(1/ε)) truly random bits, which is much more
than we can afford.

4To be fair, we should compare Corollary 1.6 to a different and rather trivial approach that one could use to construct
PRGs that fool circuits. In general, if h : {0, 1}n−1 → {0, 1} is average-case hard for circuits of size cn, then the generator
G(x) = (x, h(x)) maps n− 1 bits to n bits and fools circuits of size cn. Similarly, the generator G′(x, y) = (x, y, h(x), h(y)) maps
n′−2 bits to n′ bits and fools circuits of size (c/2) ·n′, where n′ = 2n. One can similarly try G′′(x, y, z) = (x, y, z, h(x), h(y), h(z)),
etc. One can instantiate this approach with known average-case hardness results for circuits over the U2 basis or the full binary
basis [CK16; GKST18]. However, the PRGs that can be constructed using this approach have seed length n−O(1). The seed
length is what makes Corollary 1.6 interesting. If α is constant, then our PRG has linear stretch.
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We can slightly decrease the cost of sampling h by composing with a γ-almost k-wise uniform generator,
where γ ≈ ε · 2−k, with seed length ℓ = O(k + log(1/ε) + log log n). Such a generator fools f with error γ,
which is negligible. Now the output length of h is decreased from n down to ℓ, hence the cost of sampling h
is “only” O(k + log(1/ε) + log log n). However, this cost is still more than we can afford.

To explain how we bring the cost down to o(k), for simplicity’s sake, let us assume that ε = 1/poly(k) and
let us neglect log log n terms. We can assume without loss of generality that f is simply a conjunction of k
literals, because every k-junta can be written as a sum of such functions. Our approach is to pseudorandomly
partition the n coordinates into r = Θ̃(k1/3) buckets: [n] = B1 ∪ · · · ∪ Br. In expectation, each bucket
contains k/r of the k relevant variables. With high probability, each bucket has at most k0 of the variables,
where k0 = k/r + Õ(

√
k/r) = k/r + Õ(k1/3).

We can write f(x) = f1(x) ∧ · · · ∧ fr(x), where fi(x) only depends on variables in Bi, so fi is a k0-junta.
We sample a hash function h : {0, 1}k0+O(log k) → {0, 1}n such that with high probability over the choice of h,
we have

E
x
[fi(h(x))] ≥

(
1− 1

poly(k)

)
· E[fi].

For each bucket Bi independently, we sample x at random and put h(x) in Bi. Crucially, we reuse the same
hash function h for all of the buckets, which is justified by a simple union bound. The cost of sampling h is
O(k0) = Õ(k2/3) truly random bits, and the cost of sampling the x values is

r · (k0 +O(log k)) = k + Õ(k2/3).

A more careful calculation, also taking into account the cost of sampling the partition [n] = B1 ∪ · · · ∪Br,
leads to the seed length bound that appears in Theorem 1.3.

Observe that in this construction, there are some “bad events” that occur with probability roughly ε,
namely, we might get a “bad” partition of the variables into buckets or we might get a “bad” hash function
h. Let B be the union of these bad events. To analyze the impact of these bad events, let X be the output
distribution of our generator and let f be an arbitrary Boolean k-junta. Then

E[f(X)] = Pr[B] · E[f(X) | B]︸ ︷︷ ︸
(∗)

+Pr[¬B] · E[f(X) | ¬B].

The quantity marked (∗) is certainly nonnegative, which allows us to prove E[f(X)] ≥ (1 − ε) · E[f ]. On
the other hand, note that the quantity marked (∗) might be much larger than E[f ], and hence we are not
able to prove an upper bound of the form E[f(X)] ≤ (1 + ε) · E[f ]. Thankfully, such an upper bound is not
necessary for our applications.

1.5 Limitations of k-wise γ-biased generators

A great deal of effort has been spent trying to optimize the constant factors in the seed lengths of small-bias
generators [NN93; ABNNR92; AGHP92; BT13; Bsh16; Ta-17; BD22]. Researchers have also developed
many sophisticated techniques for proving that small-bias generators fool various models of computation;
see Hatami and Hoza’s survey for a few examples [HH24]. The reader might reasonably wonder whether
one could have proven our results by simply improving known constructions or analyses of k-wise γ-biased
distributions. We prove that the answer is no. In more detail, in Section 6, we present examples showing
that:

• If every k-wise γ-biased distribution is t-wise 0.49-probably uniform, then k ≥ t and γ ≤ O(2−t).

• If every k-wise γ-biased distribution fools decision trees of depth 0.76 ·n with error 0.49, then k ≥ 0.76 ·n
and γ ≤ O(2−n/2).

• If every k-wise γ-biased distribution fools U2-circuits of size 2n with error 0.49, then k ≥ 2
3 · n and

γ ≤ O(2−n/2).
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Then, we observe that Karloff and Mansour’s work [KM97] can be extended to prove the following lower
bound on the seed length of k-wise γ-biased generators in the regime k ≥ (12 +Ω(1)) · n.

Theorem 1.7 (Seed length lower bound for k-wise γ-biased generators). Let G : {0, 1}s → {0, 1}n be a
k-wise γ-biased generator, where k = ⌊(1/2 + α) · n⌋ for some α ∈ (0, 1/2]. Then

s ≥ min{n, 2 log(1/γ)} − log(1/α)−O(1).

Consequently, if one tries using a generic k-wise γ-biased generator to construct a (0.51 · n)-wise probably
uniform generator, or to fool decision trees of depth 0.76 · n, or to fool U2-circuits of size 2n, then the seed
length will inevitably be at least n−O(1). Thus, the concept of k-wise γ-biased distributions is inherently
too weak to prove Theorems 1.3 and 1.5 and Corollary 1.6.

For context, a sequence of prior works [Rao47; CGHFRS85; ABI86; AGHP92; Alo09; AAKMRX07;
Bsh16] has shown that every k-wise γ-biased generator G : {0, 1}s → {0, 1}n has seed length at least

min

{
log

((
n

≤ k/2

))
, 2 log(1/γ) + log log

((
n

≤ k/2

))
− log log(1/γ)

}
−O(1). (2)

Eq. (2) and Theorem 1.7 are incomparable in general, but our new Theorem 1.7 is superior in the parameter
regime in which we are interested. In particular, if γ = O(2−n/2) and k = cn for a constant 1/2 < c < 1,
then the prior bound Eq. (2) is (1− Ω(1)) · n, whereas our new Theorem 1.7 gives a bound of n−O(1).

1.6 Related work

1.6.1 Approximate forms of k-wise uniformity

Prior researchers have studied several different ways of quantifying what it means for a distribution X over
{0, 1}n to be “approximately” k-wise uniform.

• We could require that the total variation distance between XS and Uk is at most ε for every size-k
set S ⊆ [n]. This is the definition of an ε-almost k-wise uniform distribution (Definition 1.1). See, for
example, work by Naor and Naor [NN93] and work by Alon, Goldreich, H̊astad, and Peralta [AGHP92].

• We could require that |Pr[
⊕

i∈S Xi = 1]− Pr[
⊕

i∈S Xi = 0]| ≤ ε for every nonempty set S ⊆ [n] of size
at most k [NN93]. This is the definition of a k-wise ε-biased distribution. See, for example, the works
mentioned above [NN93; AGHP92].

• We could require that the ℓ∞ distance between XS and Uk is at most ε for every size-k set S ⊆ [n]. See,
for example, work by Alon, Goldreich, H̊astad, and Peralta [AGHP92] and work by Bshouty [Bsh16].

• We could require that X is ε-close in total variation distance to some exactly k-wise uniform distribution
X ′. See, for example, work by Alon, Goldreich, and Mansour [AGM03]; work by Alon, Andoni, Kaufman,
Matulef, Rubinfeld, and Xie [AAKMRX07]; and work by O’Donnell and Zhao [OZ18].

Despite the attention paid to all of the above variations, we seem to be the first to study the concept of
k-wise probable uniformity.

1.6.2 Universal sets

A set H ⊆ {0, 1}n is called k-universal if, for every nonzero k-junta f : {0, 1}n → {0, 1}, there exists x ∈ H
such that f(x) = 1. The concept of k-universal sets has been studied in many prior works going back more
than half a century [KS73; CKMZ83; TW83; Alo86; SB88; BS88; ABNNR92; NN93; NSS95; Bsh14]. The

best explicit construction, due to Naor, Schulman, and Srinivasan [NSS95], has cardinality 2k+O(log2 k) · log n.
Our k-wise probably uniform generator was inspired by Naor, Schulman, and Srinivasan’s universal set
construction [NSS95]. The notion of k-wise probable uniformity can be considered a strengthening of
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k-universality, because if X is k-wise probably uniform, then the support of X is k-universal. Consequently,

Theorem 1.3 implies the existence of an explicit k-universal set with cardinality 2k+Õ(k2/3) ·polylog n, but this
is inferior to Naor, Schulman, and Srinivasan’s construction [NSS95].5 Our construction also has similarities
with a recent construction of a “biased” variant of universal sets by Harel, Hoza, Vardi, Evron, Srebro, and
Soudry [HHVESS24].

1.6.3 PRGs based on pseudorandom partitions of the variables

The trick of pseudorandomly partitioning the variables into buckets is not new; similar tricks have been used
in many prior PRG constructions. For a few examples that are especially similar to our work, see work by
Meka and Zuckerman [MZ13], work by Lovett, Reingold, Trevisan, and Vadhan [LRTV09], and work by
Gopalan, Kane, and Meka [GKM18].

1.6.4 Correlation bounds and #SAT algorithms for general circuit models

In general, PRGs are intimately related to correlation bounds, aka average-case hardness. Loosely speaking,
correlation bounds are a prerequisite to designing PRGs. See, e.g., Hatami and Hoza’s survey [HH24, Chapter
4] for further discussion. Chen and Kabanets proved the first correlation bounds for general, unbounded-depth
circuit models [CK16], and our PRG for U2-circuits uses their work, as mentioned previously. Golovnev,
Kulikov, Smal, and Tamaki subsequently proved better correlation bounds [GKST18]. Both of these papers
also designed #SAT algorithms, i.e., algorithms that count the number of satisfying assignments to a given
circuit [CK16; GKST18] (see also work by Nurk [Nur09]).

1.7 Organization

After some preliminaries, in Section 3, we record some straightforward characterizations of k-wise probable
uniformity. Then, in Section 4, we present the details of our k-wise probably uniform generator, following
the outline in Section 1.4. In Section 5, we explain why k-wise probable uniformity is sufficient for fooling
decision trees and the more general subcube partition model. In Section 6, we prove that k-wise γ-biased
generators are too weak to prove our main results. Finally, we conclude in Section 7 with some suggested
open problems.

2 Preliminaries

2.1 The decision tree model

Below we record the standard definition of a decision tree.

Definition 2.1 (Decision trees). An n-variate decision tree is a rooted tree T in which each internal node is
labeled with a variable from among x1, . . . , xn; each internal node has two outgoing edges labeled 0 and 1;
and each leaf is labeled either 0 or 1. The tree T computes a Boolean function T : {0, 1}n → {0, 1} defined
inductively as follows. If T consists of a single leaf labeled b ∈ {0, 1}, then we define T (x) ≡ b. Otherwise, let
xi be the variable labeling the root node. Given an input x ∈ {0, 1}n, we start at the root node and traverse
the outgoing edge labeled with the value xi. This leads to a vertex u, which is the root of a subtree T ′. Then
we set T (x) = T ′(x). The depth of the tree is the length of the longest path from the root to a leaf. The size
of the tree is the total number of leaves.

5A k-universal set H is typically considered “explicit” if the entire set can be computed in poly(|H|) time. Our set has stronger
explicitness guarantees, which might possibly be of value, but note that Naor, Schulman, and Srinivasan already constructed a
k-universal set of cardinality 2k+o(k) · logn with similar explicitness guarantees [NSS95].
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2.2 Pairwise uniform hashing

We rely on the standard notion of a pairwise uniform hashing, aka “strongly universal hashing,” introduced
in Carter and Wegman’s seminal papers [CW79; WC81].

Definition 2.2 (Pairwise uniform families of hash functions). A family H of hash functions h : {0, 1}q →
{0, 1}ℓ is called pairwise uniform if, for every two distinct x, x′ ∈ {0, 1}q, if we sample h ∼ H, then (h(x), h(x′))
is distributed uniformly at random over {0, 1}2ℓ.

Theorem 2.3 (Explicit pairwise uniform families of hash functions). For every q, ℓ ∈ N, there exists an
explicit6 pairwise uniform family H of hash functions h : {0, 1}q → {0, 1}ℓ such that h ∈ H can be sampled
using a seed of length O(q + ℓ).

For example, if we define ha,b(x) = a ∗ x+ b, where ∗ is convolution mod 2 and + is bitwise XOR, then
{ha,b : a ∈ {0, 1}q+ℓ−1 and b ∈ {0, 1}ℓ} is a pairwise uniform family [MNT93].

2.3 Small-bias distributions

We also rely on asymptotically optimal constructions of k-wise γ-biased generators, which were defined in
Section 1.2.

Theorem 2.4 (Explicit k-wise γ-biased generators [NN93]). For every n, k ∈ N and every γ ∈ (0, 1), there
exists an explicit k-wise γ-biased generator G : {0, 1}s → {0, 1}n with seed length O(log(k/γ) + log log n).

The reason k-wise γ-biased generators are useful for us is that they satisfy the following two properties.

Lemma 2.5 (Small-bias generators fool juntas and conjunctions of literals [NN93; AGHP92]). Let X be a
k-wise γ-biased distribution over {0, 1}n. Then X is ε-almost k-wise uniform, where ε = γ ·2k/2. Furthermore,
X fools every conjunction of at most k literals with error γ.

2.4 Parity circuits

To construct examples showing the weakness of k-wise γ-biased generators, we will rely on circuits computing
the parity function.

Proposition 2.6 (Parity circuits). For any integer n ≥ 2, the function f(x1, . . . , xn) = x1 ⊕ x2 ⊕ · · · ⊕ xn
can be computed by a U2-circuit of size 3n− 3.

Proof. When n = 2, we have x1 ⊕ x2 = (x1 ∧ x2) ∨ (x1 ∧ x2). When n > 2, we perform a tree of binary ⊕
operations, each of which can be computed using three gates.

2.5 Fourier analysis of Boolean functions

Our seed length lower bound for fooling decision trees using small-bias distributions uses Fourier analysis.
For a set S ⊆ [n], we use the notation χS : {0, 1}n → R to denote the function χS(x) =

∏
i∈S(−1)xi . For a

function f : {0, 1}n → R, we use the notation f̂(S) to denote the Fourier coefficient of f at S:

f̂(S) = E
x∈{0,1}n

[f(x) · χS(x)].

Parseval’s theorem states that
E

x∈{0,1}n
[f(x)2] =

∑
S⊆[n]

f̂(S)2.

6That is, given a seed x ∈ {0, 1}O(q+ℓ) and an input y ∈ {0, 1}q, the value hx(q) can be computed in poly(q, ℓ) time, where hx

is the hash function corresponding to the seed x.
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3 Characterizing k-wise probable uniformity

The following proposition shows the equivalence of three ways of defining k-wise probably uniform distributions.

Proposition 3.1 (Equivalence of three definitions of k-wise probable uniformity). Let X be a distribution
over {0, 1}n, let k ∈ [n], and let ε ∈ [0, 1]. Then the following are equivalent.

1. For every k-junta f : {0, 1}n → {0, 1}, we have E[f(X)] ≥ (1− ε) · E[f ].

2. For every size-k set S ⊆ [n] and every z ∈ {0, 1}k, we have Pr[XS = z] ≥ (1− ε) · 2−k.

3. For every size-k set S ⊆ [n], there exists a distribution E over {0, 1}k such that one can sample from
XS by sampling from Uk with probability 1− ε and sampling from E with probability ε.

Proof.

• (1 =⇒ 2) Consider the function f(x) = 1 ⇐⇒ xS = z.

• (2 =⇒ 3) If ε = 0, then for every x ∈ {0, 1}k, we have Pr[XS = x] ≥ 2−k, which implies that XS is
exactly uniform over {0, 1}k. If ε > 0, define p : {0, 1}k → R by the formula

p(x) =
Pr[XS = x]− (1− ε) · 2−k

ε
.

Then p(x) is a probability mass function: it is nonnegative because Pr[XS = x] ≥ (1− ε) · 2−k, and it
sums to 1 because XS is a probability distribution. Let E be corresponding probability distribution.

• (3 =⇒ 1) If f is a k-junta, then there is some set S ⊆ [n] of size k and some function g : {0, 1}k → {0, 1}
such that f(x) = g(xS) for all x ∈ {0, 1}n. Therefore,

E[f(X)] = E[g(XS)] = (1− ε) · E[g(Uk)] + ε · E[g(ES)] ≥ (1− ε) · E[f ].

By definition, if X satisfies any of the three equivalent conditions in Proposition 3.1, then X is k-wise
ε-probably uniform. The third condition in Proposition 3.1 motivates the name “k-wise probably uniform,”
but we find it more mathematically convenient to work with the first two conditions.

4 Constructing k-wise probably uniform generators

In this section, we present our new k-wise probably uniform generator, thereby proving Theorem 1.3. At the
end of this section, for completeness’ sake, we record the standard nonconstructive proof of the existence of
nonexplicit k-wise probably uniform generators with excellent seed lengths.

4.1 A small family of generators, each with a good seed length

As a first step, we begin by constructing a family of generator G, such that for any k0-junta f , most generators
g ∈ G satisfy Ex[f(g(x))] ≥ (1− ζ) · E[f ]. This construction is based on a combination of pairwise uniform
hash functions and k-wise γ-biased generators.

Lemma 4.1 (Family of generators). For every n, k0 ∈ N and ζ ∈ (0, 1), there exists an explicit family G of
PRGs g : {0, 1}q → {0, 1}n satisfying the following.

1. A generator g ∼ G can be sampled using O(k0 + log(1/ζ) + log log n) truly random bits.

2. Each generator g in G has seed length q = k0 +O(log(1/ζ)).
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3. If f : {0, 1}n → {0, 1} is a k0-junta, then

Pr
g∼G

[
E

x∈{0,1}q
[f(g(x))] ≥ (1− ζ) · E[f ]

]
≥ 1− ζ.

Proof. Let Gsb : {0, 1}ℓ → {0, 1}n be a k-wise γ-biased generator where γ = (ζ/2) · 2−3k0/2 and

ℓ = O(k0 + log(1/ζ) + log log n).

Let H be a pairwise uniform family of hash functions h : {0, 1}q → {0, 1}ℓ. For each hash function h in H, we
define a generator g(x) = Gsb(h(x)). By Theorems 2.3 and 2.4, this family is explicit and G can be sampled
using O(k0 + log(1/ζ) + log log n) truly random bits.

For the correctness proof, let µ = Ey∈{0,1}ℓ [f(Gsb(y))]. The generator Gsb fools f with error γ · 2k0/2 (see

Lemma 2.5), and E[f ] ≥ 2−k0 unless f ≡ 0, so µ ≥ (1−ζ/2) ·E[f ]. Now pick h ∼ H, and let Ex = f(Gsb(h(x))
for every x ∈ {0, 1}q, so Ex is a random variable based on the choice of h. Then for each fixed x, we have
E[Ex] = µ, so E[

∑
xEx] = 2q · µ. Furthermore, Var[Ex] = µ · (1− µ) ≤ µ, and the variables Ex are pairwise

independent, so Var[
∑

xEx] ≤ 2q · µ. Therefore, by Chebyshev’s inequality, we have

Pr

[∣∣∣∣∣∑
x

Ex − 2q · µ

∣∣∣∣∣ ≥ (ζ/2) · 2q · µ

]
≤ 2q · µ

(1/4) · ζ2 · 22q · µ2
=

4

ζ2 · µ · 2q
≤ 8 · 2k0

ζ2 · 2q
≤ ζ,

provided we choose a suitable value q = k0 +O(log(1/ζ)). Now fix an h such that the bad event above does
not occur. Then with respect to the choice of x ∈ {0, 1}q, we have

E
x
[f(Gsb(h(x)))] = E

x
[Ex] = 2−q ·

∑
x

Ex ≥ 2−q · (1− ζ/2) · 2q · µ

≥ (1− ζ/2) · (1− ζ/2) · E[f ]
> (1− ζ) · E[f ].

4.2 Pseudorandomly partitioning the coordinates into buckets

In this subsection, we explain how to pseudorandomly partition the coordinates into buckets, [n] = B1∪· · ·∪Br,
such that no single bucket gets too many of the k coordinates we care about. To be more precise, we construct
a balanced partition generator, defined as follows.

Definition 4.2 (Balanced partition generator [MZ13]). A (k, k0, δ)-balanced partition generator is a function
Gvars : {0, 1}a → [r]n such that for every set S ⊆ [n] with |S| ≤ k, with probability at least 1 − δ over a
uniform random choice of seed x ∈ {0, 1}a, for every bucket j ∈ [r], we have |{i ∈ S : Gvars(x)i = j}| ≤ k0.

Definition 4.2 is due to Meka and Zuckerman, who used the term “balanced hash family” [MZ13, Definition
4.9]. We use the term “balanced partition generator” to avoid confusion with the hash functions that appear
in the proof of Lemma 4.1. Our balanced partition generator will essentially consist of a d-wise γ-biased
generator for appropriate values d and γ. The analysis will be based on the following bound on the moments
of a sum of independent Bernoulli random variables [SSS95].7

Theorem 4.3 (Moment bound for a sum of independent Bernoulli random variables [SSS95]). Let X1, . . . , Xk

be independent {0, 1}-valued random variables. Let X =
∑k

i=1Xi, let µi = E[Xi], and let µ =
∑k

i=1 µi. Then
for every even positive integer t, we have

E[(X − µ)t] ≤ max{tt, (tµ)t/2}.
7The exact statement of Theorem 4.3 does not appear in Schmidt, Siegel, and Srinivasan’s work [SSS95], but it follows from

the proof of item “(III)” in their “Theorem 4.”
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Theorem 4.3 can be improved in some parameter regimes [Sko22], but the simple bound in Theorem 4.3
suffices for our purposes. Using Theorem 4.3, we now present a tail bound for sums of random variables
that satisfy a certain “near t-wise independence” condition. Similar bounds were proven in several previous
papers [LRTV09; CRSW13; SVW17], and our proof is almost identical to their proofs.

Corollary 4.4 (Tail bound for sums of nearly t-wise independent random variables). Let X1, . . . , Xk be
{0, 1}-valued random variables and let µ1, . . . , µk ∈ [0, 1]. Let X =

∑k
i=1Xi and µ =

∑k
i=1 µi. Let t be an

even positive integer, let γ ∈ (0, 1), and assume that for every set S ⊆ [k] with |S| ≤ t, we have∣∣∣∣∣E
[∏
i∈S

Xi

]
−
∏
i∈S

µi

∣∣∣∣∣ ≤ γ.

Then for every ∆ > 0, we have

Pr[|X − µ| ≥ ∆] ≤
(

t

∆

)t

+

(√
µt

∆

)t

+ γ ·
(
2k

∆

)t

.

Proof. Sample X ′
1, . . . , X

′
k ∈ {0, 1} independently, where E[X ′

i] = µi, and let X ′ =
∑k

i=1X
′
i. Then

Pr[|X − µ| ≥ ∆] = Pr[(X − µ)t ≥ ∆t]

≤ ∆−t · E[(X − µ)t] (Markov’s inequality)

= ∆−t ·
t∑

i=0

(
t

i

)
(−µ)t−i · E[Xi] (Binomial theorem)

= ∆−t ·
t∑

i=0

(
t

i

)
(−µ)t−i ·

∑
j1,...,ji∈[k]

E[Xj1Xj2 · · ·Xji ]

≤ ∆−t ·
t∑

i=0

(
t

i

)
·

(−µ)t−i ·
∑

j1,...,ji∈[k]

µj1 · · ·µji + µt−i · ki · γ


= ∆−t ·

(
E[(X ′ − µ)t] + γ ·

t∑
i=0

(
t

i

)
µt−i · ki

)
= ∆−t ·

(
E[(X ′ − µ)t] + γ · (µ+ k)t

)
(Binomial theorem)

≤
(

t

∆

)t

+

(√
µt

∆

)t

+ γ ·
(
2k

∆

)t

(Theorem 4.3.)

Given Corollary 4.4, we are ready to construct our balanced partition generator.

Lemma 4.5 (Balanced partition generator). Let n, k, r ∈ N and δ ∈ (0, 1). Assume r is a power of two and
r ≤ k ≤ n. There exists an explicit (k, k0, δ)-balanced partition generator Gvars : {0, 1}a → [r]n, where

k0 = k/r +O
(√

k/r · log(r/δ) + log(r/δ)
)
,

with seed length

a = O

(
log(r/δ) · log

(
2 ·
⌈

rk

log(r/δ)

⌉)
+ log log n

)
.

Proof. Identify [r]n with {0, 1}n log r. We let Gvars be a (t log r)-wise γ-biased generator for appropriate values

t = log(3r/δ)

γ =
δ

3r
·
(

t

rk

)t/2

.
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The seed length bound follows from Theorem 2.4. For the correctness proof, assume without loss of generality
that |S| = k. Sample Z ∈ [r]n using the generator. Fix any bucket j ∈ [r]. For each i ∈ S, let Xi indicate
whether Zi = j. Then for any set T ⊆ S with |T | ≤ t, the value

∏
i∈T Xi can be expressed in terms of

the underlying bits of Z as a conjunction of at most t log r literals. Therefore, by Lemma 2.5, we have
|E[
∏

i∈T Xi]− r−|T || ≤ γ. Therefore, by Corollary 4.4, for every ∆ > 0, we have

Pr

[∑
i∈S

Xi ≥ k/r +∆

]
≤
(

t

∆

)t

+

(√
kt/r

∆

)t

+ γ ·
(
2k

∆

)t

.

We choose ∆ = max
{
2t, 2

√
kt/r

}
. Then we get

Pr

[∑
i∈S

Xi ≥ k/r +∆

]
≤ 2−t + 2−t + γ ·

(√
rk

t

)t

≤ δ

3r
+

δ

3r
+

δ

3r

due to our choices of t and γ. The union bound over r buckets completes the proof.

For comparison, Lovett, Reingold, Trevisan, and Vadhan constructed an explicit (k, k0, δ)-balanced
partition generator for the special case k = Θ(r · log(1/δ)), with k0 = O(k/r) and seed length a =
O(log n + log(r/δ) · log(r · log(1/δ))) [LRTV09]. For any k, one can also use Gopalan, Kane, and Meka’s
PRG for Fourier shapes [GKM18] to construct a (k, k0, δ)-balanced partition generator with the same value
of k0 as in Lemma 4.5 and with seed length a = Õ(log(n/δ)).

4.3 The full k-wise probably uniform generator

Proof of Theorem 1.3. LetGvars : {0, 1}a → [r]n be the (k, k0, δ)-balanced partition generator from Lemma 4.5

with parameters δ = ε/3 and r = (k/ log(k/ε))1/3, or to be more precise, r is the largest power of two that

is at most (k/ log(k/ε))1/3. Let G be the family of generators g : {0, 1}q → {0, 1}n from Lemma 4.1, using
ζ = ε/(3r) and using the value k0 from Gvars. The final generator G is defined as follows.

1. Sample a partition Z = (Z1, . . . , Zn) ∈ [r]n using Gvars.

2. Sample a generator g ∼ G.

3. Sample seeds X(1), . . . , X(r) ∈ {0, 1}q independently and uniformly at random.

4. Output Y ∈ {0, 1}n, where
Yi = g(X(Zi))i

for every i ∈ [n].

To prove that this works, let f : {0, 1}n → {0, 1} be a conjunction of k literals, say

f(x) =
∧
i∈S

(xi ⊕ bi)

where S ⊆ [n], |S| = k, and bi ∈ {0, 1} for every i ∈ S. We will prove that E[f(X)] ≥ (1− ε) · 2−k, which is
sufficient by Proposition 3.1.

For each bucket j ∈ [r], let Bj = Z−1(j). The definition of a balanced partition generator ensures that
except with probability ε/3 over the choice of Z, we have |S ∩ Bj | ≤ k0 for every j ∈ [r]. Let E1 be this
“good” event. Fix any choice of Z such that E1 occurs.
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For each j ∈ [r], define fj : {0, 1}n → {0, 1} by

fj(x) =
∧

i∈S∩Bj

(xi ⊕ bi),

so f(x) = f1(x)∧ · · · ∧ fr(x). By Lemma 4.1 and the union bound over the r buckets, except with probability
ε/3 over the choice of g ∼ G, we have

E
x∈{0,1}q

[fj(g(x))] ≥
(
1− ε

3r

)
· E[fj ]

for every j ∈ [r]. Let E2 be this “good” event. Fix any choice of g such that E2 occurs.
For any such fixing of Z and g, with respect to the choice of X(1), . . . , X(r) alone, we have

E
X(1),...,X(r)

[f(Y )] =
r∏

j=1

E
X(j)

[fj(g(X
(j)))] ≥

r∏
j=1

(
1− ε

3r

)
· E[fj ] =

(
1− ε

3r

)r
· 2−k ≥ (1− ε/3) · 2−k

by Bernoulli’s inequality. Therefore, with respect to all the randomness, we have

E[f(Y )] ≥ Pr[f(Y ) = 1 and E1 and E2] = Pr[E1] · Pr[E2 | E1] · Pr[f(Y ) = 1 | E1, E2]

≥ (1− ε/3) · (1− ε/3) · (1− ε/3) · 2−k

≥ (1− ε) · 2−k

by another application of Bernoulli’s inequality.
Now let us bound the seed length. By Lemma 4.5, the cost of sampling Z is

O

(
log(r/ε) · log

(
2 ·
⌈

rk

log(r/ε)

⌉)
+ log log n

)
≤ O

(
log(k/ε) · log

(
2 ·
⌈

k

log(k/ε)

⌉)
+ log log n

)
≤ O

(
log(k/ε) ·

(
k

log(k/ε)

)2/3

+ log(k/ε) + log log n

)
= O(k2/3 · log1/3(k/ε) + log(k/ε) + log log n).

Furthermore, the parameter k0 is given by

k0 = k/r +O
(√

k/r · log(r/ε) + log(r/ε)
)
≤ k/r +O

(√
k/r · log(k/ε) + log(k/ε)

)
.

Therefore, by Lemma 4.1, the cost of sampling g ∼ G is

O (k0 + log(k/ε) + log log n) = O(k2/3 · log1/3(k/ε) + k1/3 · log2/3(k/ε) + log(k/ε) + log log n)

= O(k2/3 · log1/3(k/ε) + log(k/ε) + log log n).

Finally, the cost of sampling X(1), . . . , X(r) is

r · q = r · k0 +O(r · log(k/ε))
= k +O(k2/3 · log1/3(k/ε) + k1/3 log2/3(k/ε) + log(k/ε))

= k +O(k2/3 · log1/3(k/ε) + log(k/ε)).

4.4 Nonexplicit k-wise probably uniform generators

At this point, we have completed our explicit k-wise uniform generator construction. We now use a standard
probabilistic argument to show the existence of nonexplicit k-wise probably uniform generators with a very
good seed length.
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Proposition 4.6 (Nonexplicit k-wise probably uniform generator). For every n, k ∈ N and every ε ∈ (0, 1),
there exists a k-wise ε-probably uniform generator G : {0, 1}s → {0, 1}n with seed length

s = k + log k + 2 log(1/ε) + log log(n/k) +O(1).

Proof. Pick G uniformly at random. For every function f that is a conjunction of k literals, let Zf =∑
x∈{0,1}s f(G(x)). Then Zf is a sum of 2s independent {0, 1}-valued random variables with mean µ :=

E[Zf ] = 2s−k. Therefore, by the Chernoff bound,

Pr[Zf < (1− ε) · µ] ≤ exp(−ε2µ/2).

By the union bound, it follows that

Pr[there exists f such that Zf < (1− ε) · µ] ≤
(
n

k

)
· 2k · exp(−ε2µ/2) ≤ (2en/k)k · exp(−ε22s−k/2).

This probability is less than 1 if we choose a suitable value s = k+log k+2 log(1/ε)+log log(n/k)+O(1). Now
suppose G is such that Zf ≥ (1− ε) · µ for every f that is a conjunction of k literals. Let g : {0, 1}n → {0, 1}
be a k-junta. Then we can write g =

∑m
i=1 fi where each fi is a conjunction of k literals, hence

E
x
[g(G(x))] =

m∑
i=1

2−s · Zfi ≥
m∑
i=1

2−s · (1− ε) · 2s−k = (1− ε) ·m · 2−k = (1− ε) · E[g].

5 Implications of k-wise probable uniformity

In this section, we will show that every k-wise probably uniform distribution fools decision trees. In fact, we
will show that such distributions fool a more general model, called the subcube partition model.

Definition 5.1 (The subcube partition model). A subcube partition f is a collection of terms f1, . . . , fm
and values b1, . . . , bm ∈ {0, 1}. Each term fi : {0, 1}n → {0, 1} is a conjunction of literals, and the sets
f−1
1 (1), . . . , f−1

m (1) must partition the domain {0, 1}n. That is, for every x ∈ {0, 1}n, we have
∑m

i=1 fi(x) = 1.
The subcube partition computes the function f : {0, 1}n → {0, 1} defined by

f(x) =
m∑
i=1

fi(x) · bi.

The width of a term fi is the number of literals in the term. The width of the subcube partition is the
maximum width of any term. The size of the subcube partition is the number of terms (m).

Every width-k subcube partition has size at most 2k, because 1 =
∑m

i=1 E[fi] ≥ m · 2−k. A decision tree
of depth k and size m can be simulated by a subcube partition of width k and size m: for each leaf u, we
construct a term fu that indicates whether the tree reaches the leaf u on a given input. The converse does
not hold. In fact, there exist subcube partitions of width k that cannot be simulated by decision trees of
depth k2−Ω(1) [Sav02; KRDS15; GPW18; AKK16]. We now explain why k-wise probably uniform generators
fool subcube partitions.

Lemma 5.2 (k-wise probable uniformity fools subcube partitions). Let X be a distribution over {0, 1}n that
is k-wise ε-probably uniform. Then:

• X fools width-k subcube partitions (hence also depth-k decision trees) with error ε.

• X fools size-m subcube partitions (hence also size-m decision trees) with error ε+m · 2−(k+1).
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Proof. Let f : {0, 1}n → {0, 1} be a function computed by a subcube partition with terms f1, . . . , fm and
values b1, . . . , bm. Let S ⊆ [m] be the set of terms of width at most k. We will show that X fools f with
error ε+

∑
i/∈S E[fi]. To prove it, sample R ∈ {0, 1}n uniformly at random. Then

E[f(X)] =

m∑
i=1

bi · E[fi(X)] ≥
∑
i∈S

bi · E[fi(X)] ≥
∑
i∈S

bi · (1− ε) · E[fi] = (1− ε) · E

[∑
i∈S

bi · fi(R)

]

≥ E

[∑
i∈S

bi · fi(R)

]
− ε

= E

[
f(R)−

∑
i/∈S

bi · fi(R)

]
− ε

≥ E[f ]−
∑
i/∈S

E[fi]− ε.

Now we bound the expectation from above. Let f = 1 − f . Since f can also be computed by a subcube
partition with the same terms f1, . . . , fm, we have

E[f(X)] = 1− E
[
f(X)

]
≤ 1− E

[
f
]
+ ε+

∑
i/∈S

E[fi] = E[f ] + ε+
∑
i/∈S

E[fi].

The lemma follows, because E[fi] ≤ 2−(k+1) whenever i /∈ S.

By combining Theorem 1.3 (our k-wise probably uniform generator) with Lemma 5.2, we now prove the
following theorem, which generalizes Theorem 1.5.

Theorem 5.3 (Fooling near-maximal subcube partitions). Let n,m ∈ N and ε ∈ (0, 1). There exists an
explicit PRG G : {0, 1}s → {0, 1}n that fools n-variate subcube partitions of size m with error ε and seed
length

s = logm+O

(
log2/3m · log1/3

(
logm

ε

)
+ log(1/ε) + log log n

)
. (3)

Proof. We use our k-wise (ε/2)-probably uniform generator, where k = logm+ log(2/ε). By Lemma 5.2, the
generator fools size-m subcube partitions with error ε/2 +m · 2−k = ε. By Theorem 1.3, the seed length is

k +O(k2/3 · log1/3(k/ε) + log(1/ε) + log log n),

which, after substituting the choice of k, simplifies to Eq. (3).

6 Limitations of k-wise γ-biased generators

In this section, we prove that our main results (Theorems 1.3 and 1.5 and Corollary 1.6) cannot be proven
by simply developing a better construction and/or analysis of k-wise γ-biased generators.

First, in Section 6.1, we present examples showing that if one wishes to use a generic k-wise γ-biased
generator to sample a t-wise probably uniform distribution, or to fool near-maximal decision trees, or to fool
fool U2-circuits of size 2n, then one is forced to use a very large k and a very small γ. Then, in Section 6.2,
we extend Karloff and Mansour’s work [KM97] to show that when k is very large and γ is very small, every
k-wise γ-biased generator has a very large seed length.

6.1 Counterexamples showing that k must be large and γ must be small

We begin by analyzing the parameter k. The argument is fairly trivial.
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Proposition 6.1. For every n ∈ N and k ∈ [n− 1], there exists a k-wise uniform distribution X over {0, 1}n
such that:

1. X is not 0.49-almost (k + 1)-wise uniform.

2. X does not 0.49-fool U2-circuits of size 3k.

Proof. Let X be the uniform distribution over the set {x ∈ {0, 1}n : x1 ⊕ x2 ⊕ · · · ⊕ xk+1 = 0}. Let
f(x) = x1 ⊕ · · · ⊕ xk+1. Then f can be computed by a circuit of size 3k over the U2 basis (Proposition 2.6),
and f(x) depends on only k + 1 bits of x, and |E[f ]− E[f(X)]| = 1/2.

Now we move on to the bias parameter, γ. We begin by showing that a very small bias would be required
to achieve k-wise probable uniformity.

Proposition 6.2. For every n ∈ N, every k ∈ [n], and every ε ∈ (0, 1), there exists a distribution X over
{0, 1}n such that X is n-wise O(ε · 2−k)-biased, but X is not k-wise ε-probably uniform.

Proof. With probability 1 − 2ε, we sample X uniformly at random. With probability 2ε, we sample X
uniformly at random from the set {x ∈ {0, 1}n : (x1, . . . , xk) ̸= 0k}. To show that this distribution is n-wise
(2ε · 2−k)-biased, let S ⊆ [n] be any nonempty set of size at most k. If S ⊈ [k], then E[χS(X)] = 0, because
(Xk+1, . . . , Xn) is uniform over {0, 1}n−k and independent of (X1, . . . , Xk). If S ⊆ [k], then

|E[χS(X)]| =
∣∣∣∣(1− 2ε) · 0 + 2ε · E

x∈{0,1}k\{0k}
[χS(x)]

∣∣∣∣ = 2ε

2k − 1
·

∣∣∣∣∣∣
∑

x∈{0,1}k\{0k}

χS(x)

∣∣∣∣∣∣
=

2ε

2k − 1
·

∣∣∣∣∣∣
 ∑

x∈{0,1}k
χS(x)

− χS(0
k)

∣∣∣∣∣∣
=

2ε

2k − 1

≤ 4ε

2k
.

On the other hand, X is not k-wise ε-probably uniform, because

Pr[(X1, . . . , Xk) = 0k] = (1− 2ε) · 2−k < (1− ε) · 2−k.

Next, we show that a very small bias would be required to fool decision trees of depth 0.76 · n, or to fool
circuits of size 2n over the U2 basis. The proof is based on the “inner product mod 2” function. For each
even positive integer n, we define IPn : {0, 1}n → {0, 1} by the formula

IPn(x, y) =

n/2⊕
i=1

xiyi.

Proposition 6.3. Let n be an even positive integer and let X be the uniform distribution over IP−1
n (0).

Then:

1. The distribution X is n-wise (2−n/2)-biased.8

2. The distribution X does not fool U2-circuits of size 2n− 3 with error 0.49, assuming n is sufficiently
large.

8For context, Bogdanov and Viola previously showed that X is n-wise (2−Ω(n))-biased, and they also showed a generalization
of this statement to larger fields [BV10].
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3. There is a value k = 3
4 · n+ O(

√
n) such that X does not fool depth-k decision trees with error 0.49,

assuming n is sufficiently large.

Proof. Let f(x, y) = (−1)IPn(x,y). Let χS be any nontrivial character function. Sample R ∈ {0, 1}n uniformly
at random, and sample Y uniformly from IP−1(1). For each b ∈ {0, 1}, let pb = Pr[IP(R) = b]. Note that
p0 > 1/2. Therefore,

|E[χS(X)]| < 2p0 · |E[χS(X)]|
= |p0 · E[χS(X)] + p1 · E[χS(Y )] + p0 · E[χS(X)]− p1 · E[χS(Y )]|
= |E[χS(R)] + E[χS(R) · f(R)]|

= |f̂(S)|.

(The second-to-last equation is an application of the law of total expectation.) It follows that X is n-wise
(2−n/2)-biased, because the inner product mod 2 function is famously “bent,” meaning that |f̂(S)| = 2−n/2

for every S. For completeness, we include the calculation showing that |f̂(S)| = 2−n/2 below:

f̂(S) = E
x,y

[f(x, y) · χS(x, y)]

= E
x,y

n/2∏
i=1

(−1)xiyi

 ·

n/2∏
i=1

(−1)xiui

 ·

n/2∏
i=1

(−1)yivi

 for some u, v ∈ {0, 1}n/2

=

n/2∏
i=1

E
a,b∈{0,1}

[(−1)ab+aui+bvi ]

=

n/2∏
i=1

1 + (−1)vi + (−1)ui + (−1)1+ui+vi

4

=

n/2∏
i=1

(
±1

2

)
= ±2−n/2.

The distribution X does not 0.49-fool circuits of size 2n− 3 over the U2 basis, because E[IPn] = 1/2− o(1),
and IPn can be computed by a circuit of size 2n− 3:

• We use n/2 “AND” gates to compute the bits x1y1, . . . , xn/2yn/2.

• Then we use 3(n/2)− 3 gates to compute the parity of those n/2 bits (Proposition 2.6).

Finally, we will show that X does not 0.49-fool decision trees of depth 3
4 · n+O(

√
n). Define

T (x, y) =

{
IP(x, y) if |x| ≤ n/4 + 2

√
n

0 if |x| > n/4 + 2
√
n,

where |x| denotes the Hamming weight of x and c is an appropriate constant. Then T (x, y) can be computed
by a decision tree of depth 3

4 · n+O(
√
n), and T ≤ IPn, so E[T (X)] = 0. On the other hand, if we pick x

and y uniformly at random:

• There is a 2−n/2 chance that x = 0n/2.

• There is at most an exp(−16) chance that x has Hamming weight more than n/4+2
√
n, by Hoeffding’s

inequality.

• For any fixing of x such that neither of the two events above occur, we have Ey[T (x, y)] = 1/2.

Therefore, E[T ] ≥ 1
2 − 2−n/2 − exp(−16) ≥ 0.49.
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6.2 Seed length lower bound for k-wise γ-biased generators

In this section, we prove our seed length lower bound for k-wise γ-biased generators (Theorem 1.7). The
proof is a straightforward extension of Karloff and Mansour’s argument [KM97], which covers the case γ = 0.
The approach is to bound the collision probability of a k-wise γ-biased distribution.

Definition 6.4 (Collision probability). Let X be a probability distribution over the space X . The collision
probability CP(X) is defined by

CP(X) = Pr
x∼X
x′∼X

[x = x′],

where x and x′ are sampled independently from X. Equivalently, CP(X) =
∑

x∈X Pr[X = x]2.

Theorem 6.5 (Collision probability of k-wise γ-biased distributions). Let n ∈ N, let γ ∈ (0, 1), let α ∈ (0, 1/2],
let k = ⌊(12 + α) · n⌋, and let X be a distribution that is k-wise γ-biased. Then

CP(X) ≤
(
1 +

1

2α

)
·
(
2−n + γ2

)
.

Proof. Let p : {0, 1}n → [0, 1] be the probability mass function of X, i.e., p(x) = Pr[X = x]. Since X
is a probability distribution, we have p̂(∅) = 2−n. Furthermore, since X is k-wise γ-biased, we have
|p̂(S)| ≤ γ · 2−n whenever 1 ≤ |S| ≤ k. Therefore, we can bound the collision probability of X as follows.

CP(X) =
∑

x∈{0,1}n
p(x)2 = 2n · E

x∈{0,1}n
[p(x)2]

= 2n ·
∑
S⊆[n]

p̂(S)2 (Parseval’s theorem)

≤ 2n ·

 1

22n
+

(
n

≤ k

)
· γ2

22n
+
∑
S⊆[n]
|S|>k

p̂(S)2


≤ 2−n + γ2 + 2n ·

∑
S⊆[n]
|S|>k

p̂(S)2.

To bound the high-degree Fourier weight, let x⊕i denote x with the i-th bit flipped. Identify a set T ⊆ [n]
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with its indicator function T : [n] → {0, 1}. Then

0 ≤
n∑

i=1

∑
x∈{0,1}n

p(x) · p(x⊕i) =
∑
S⊆[n]

∑
T⊆[n]

p̂(S) · p̂(T ) ·
n∑

i=1

∑
x∈{0,1}n

χS(x) · χT (x
⊕i)

=
∑
S⊆[n]

∑
T⊆[n]

p̂(S) · p̂(T ) ·
n∑

i=1

(−1)T (i) ·
∑

x∈{0,1}n
χS(x) · χT (x)

= 2n ·
∑
S⊆[n]

p̂(S)2 ·
n∑

i=1

(−1)S(i)

= 2n ·
n∑

d=0

∑
|S|=d

p̂(S)2 · (n− 2d)

≤ 2n ·


n ·

∑
S⊆[n]
|S|≤k

p̂(S)2

− (2k + 2− n) ·
∑
S⊆[n]
|S|>k

p̂(S)2


≤ n · (2−n + γ2)− 2n · (2k + 2− n) ·

n∑
d=k+1

∑
|S|=d

p̂(S)2.

Consequently,

CP(X) ≤ 2−n + γ2 +
n · (2−n + γ2)

2k + 2− n
=

2k + 2

2k + 2− n
· (2−n + γ2) =

(
1 +

n

2k + 2− n

)
· (2−n + γ2)

≤
(
1 +

n

(1 + 2α)n− n

)
· (2−n + γ2)

=

(
1 +

1

2α

)
· (2−n + γ2).

Proof of Theorem 1.7. The output of G has collision probability at least 2−s, since this is the chance of
getting the same seed twice in a row. Therefore,

2−s ≤
(
1 +

1

2α

)
· (2−n + γ2) ≤ 2

α
·max{2−n, γ2},

and consequently
s ≥ min{n, 2 log(1/γ)} − log(2/α).

By combining the results of this subsection with the counterexamples from the previous subsection, we
get the following conclusion.

Corollary 6.6. Let n, k ∈ N and γ ∈ (0, 1). Suppose that at least one of the following holds.

1. Every k-wise γ-biased distribution over {0, 1}n is (0.51 · n)-wise 0.49-probably uniform.

2. Every k-wise γ-biased distribution over {0, 1}n fools decision trees of depth 0.76 · n with error 0.49.

3. Every k-wise γ-biased distribution over {0, 1}n fools circuits of size 2n over the U2 basis with error 0.49.

Then every k-wise γ-biased generator has seed length n−O(1).
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Proof. First, we show that k ≥ 1
2+Ω(1). Case (1) implies that every k-wise uniform distribution is 0.49-almost

(0.51 · n)-wise uniform, hence k ≥ ⌊0.51 · n⌋ by Proposition 6.1. Similarly, case (2) implies that every k-wise
uniform distribution is 0.49-almost (0.76 · n)-wise uniform, hence k ≥ ⌊0.76 · n⌋. Finally, case (3) implies
k > 2n/3 by Proposition 6.1.

Next, we show that γ ≤ O(2−n/2). In case (1), this follows immediately from Proposition 6.2. Now
suppose we are in case (2) or (3). Let Z be the distribution over {0, 1}n′

from Proposition 6.3, where
n′ ∈ {n, n− 1} and n′ is even. By appending a uniform random bit to Z if necessary, we get a distribution Z ′

over {0, 1}n such that (a) Z ′ is n-wise (2−(n−1)/2)-biased, but (b) Z ′ does not fool decision trees of depth 0.76n
with error 0.49, nor does it fool circuits of size 2n over the U2 basis with error 0.49. Therefore, γ < 2−(n−1)/2.

Finally, because the parameters k and γ have such extreme values, Theorem 1.7 tells us that every k-wise
γ-biased generator has seed length at least min{n, 2 log(1/γ)} −O(1) = n−O(1).

7 Open problems

• Find more applications of k-wise probably uniform generators.

• Improve the seed lengths of our constructions.

• Design an explicit PRG, with a seed length similar to that of our k-wise probably uniform generator,
that samples a distribution X such that

(1− ε) · E[f ] ≤ E[f(X)] ≤ (1 + ε) · E[f ]

for every k-junta f . This is equivalent to saying that every k coordinates of X are uniform to within
ℓ∞ error ε · 2−k. Such a PRG could be used to fool near-maximal unambiguous DNF formulas.

• Design PRGs that fool near-maximal parity decision trees. Such PRGs would fool circuits of size 2.49n
over the full binary basis, due to another simulation by Chen and Kabanets [CK16]. Currently, no
nontrivial PRGs are known that fool circuits over the full binary basis.

• Improve the seed length in Lemma 4.5 (the balanced partition generator) to O(log(k/δ) + log logn).
This would not have any effect on our main theorems, but it is a natural problem in its own right.

• Prove tight bounds on the optimal nonexplicit seed length of PRGs fooling depth-k decision trees with
error ε when k and log(1/ε) are both large. For example, does there exist a PRG that fools decision
trees of depth k = 0.9 · n with error ε = 2−0.4n and seed length (1− Ω(1)) · n?

• Prove matching upper and lower bounds on the power of small-bias distributions to fool decision trees.
For example, does there exist a constant c < 1/2 such that every n-wise (2−cn)-biased distribution fools
decision trees of depth n/2 with error 0.1?
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[ABI86] Noga Alon, László Babai, and Alon Itai. “A fast and simple randomized parallel algorithm
for the maximal independent set problem”. In: J. Algorithms 7.4 (1986), pp. 567–583. issn:
0196-6774. doi: 10.1016/0196-6774(86)90019-2.

[ABNNR92] Noga Alon, Jehoshua Bruck, Joseph Naor, Moni Naor, and Ron M. Roth. “Construction of
asymptotically good low-rate error-correcting codes through pseudo-random graphs”. In:
IEEE Transactions on Information Theory 38.2 (1992), pp. 509–516. doi: 10.1109/18.
119713.

[AGHP92] Noga Alon, Oded Goldreich, Johan H̊astad, and René Peralta. “Simple constructions of
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