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Abstract

In a 3-XOR game G, the verifier samples a challenge (x, y, z) ∼ µ where µ is a probability
distribution over Σ × Γ × Φ, and a map t : Σ × Γ × Φ → A for a finite Abelian group A
defining a constraint. The verifier sends the questions x, y and z to the players Alice, Bob and
Charlie respectively, receives answers f(x), g(y) and h(z) that are elements in A and accepts if
f(x) + g(y) + h(z) = t(x, y, z). The value, val(G), of the game is defined to be the maximum
probability the verifier accepts over all players’ strategies.

We show that if G is a 3-XOR game with value strictly less than 1, whose underlying distri-
bution over questions µ does not admit Abelian embeddings into (Z,+), then the value of the
n-fold repetition of G is exponentially decaying. That is, there exists c = c(G) > 0 such that
val(G⊗n) ≤ 2−cn. This extends a previous result of [Braverman-Khot-Minzer, FOCS 2023] show-
ing exponential decay for the GHZ game. Our proof combines tools from additive combinatorics
and tools from discrete Fourier analysis.
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1 Introduction

In a k-player game G, a verifier chooses a question x := (x1, x2, . . . , xk) ∼ µ, for some distribution
µ over Σ1 × Σ2 × · · · × Σk, for finite alphabets Σ1, . . . ,Σk. The verifier sends xi to player i,
who responds with an answer f i(xi). The verifier accepts based on the evaluation of some known
predicate V (x, {f1(x1), . . . , fk(xk)}). We define the value val(G) of the game G as the maximum
probability of winning such a game for the players.

A natural question that arises is how the value of a game decays under parallel repetitions.
The n-fold parallel repetition of G, which we denote as G⊗n, is the game where the verifier samples
n questions (x1, . . . , xn) ∼ µ⊗n, and sends the i-th coordinate of all of (x1, . . . , xn) to player i
simultaneously. The players win the repeated game if they win each one of the n instances.

Parallel repetition of 2-player games is well-understood by now. Originally suggested by [FRS94]
as a way to amplify the advantage in interactive protocols, it is now known that the value of 2-player
games decays exponentially if the value of the game is strictly smaller than 1. This result was first
proved by Raz [Raz98] using information theoretic techniques. Subsequent works simplified the
proofs and improved it quantitatively [Hol09,Rao11,DS14,BG15]. We remark that most of these
works, with the exception of [DS14], follow the information theoretic proof of Raz. The work [DS14]
suggests an analytical approach to the problem in the case the game G is a projection game.1 While
it is natural to suspect that the (naïve) bound val(G⊗n) ≤ val(G)n should hold, it turns out to
be false [Fei91, FV02]. Even this failure is well understood, and it is known to be related to the
geometry of tilings of high dimensional Euclidean space (see [FKO07,KORW08,AK09,BM21]), and
more specifically to the fact that there are bodies of volume 1 and surface area Θ(

√
n) that tile the

Euclidean space Rn. Parallel repetition of 2-player games has many applications in the theory of
interactive proofs [BGKW88], communication complexity [PRW97, BBCR13, BRWY13], quantum
information [CHTW04,BBLV13], and hardness of approximation [FGL+96,ABSS97,ALM+98,AS98,
BGS98,Fei98,Has01,Kho02a,Kho02b,GHS02,DGKR05,DRS05].

The situation for k-player games, where k ≥ 3, is much more poorly understood. Even for
k = 3, the best bound known general bound for val(G⊗n) is inverse Ackermann, which follows from
quantitative versions of the Density Hales-Jewett theorem [Ver96, Pol12]. Since proving effective
bounds on the value of parallel repetition of k-player games seems like a very challenging task,
researchers tried to focus their attention on more limited classes of games. In [DHVY17], the authors
consider the class of connected games, and prove that an exponential decay holds for them. Their
proof uses information-theoretic techniques similar to those used in the context of 2-player version.
Here, a game is connected if the following graph on supp(µ) is connected: connect x, x′ ∈ supp(µ)
with an edge if x, x′ differ in a single coordinate. More quantitatively, one considers a weighted
version of this graph, where the weights correspond to re-sampling a coordinate in the distribution
µ; with this in mind, connectedness is concerned with the second eigenvalue of this graph being
bounded away from 1. The authors of [DHVY17] then suggested that to make more progress on
multi-player parallel repetition one must tackle games that are not connected, and suggested the
GHZ game as an example of such game.

The GHZ game is a special 3-player game that has its origin in physics (where it is known
as quantum pseudo-telepathy). In the GHZ game the verifier samples a challenge (x, y, z) ∈ F3

2

such that x + y + z = 0, sends x, y and z to Alice, Bob and Charlie respectively, receives answers
f(x), g(y), h(z) ∈ F2, and accepts if f(x) + g(y) + h(z) = x ∨ y ∨ z. The GHZ game is easily seen
to have classical value 3/4, but all existing techniques seemed to fail to prove an effective upper
bounds on the value of GHZ⊗n. Holmgren and Raz [HR20] were the first to tackle this problem,

1We remark that in the majority of applications, and especially in the area of probabilistically checkable proofs,
one is often only concerned with projection games.

1



and they showed that val(GHZ⊗n) ≤ n−Ω(1) using a combination of information theory and Fourier
analysis. Later works simplified the proof for the GHZ game [GHM+21] and used these techniques to
prove polynomial bounds for all 3-player games with binary questions [GHM+22,GMRZ22], namely
games where supp(µ) ⊆ {0, 1}3. Finally, in [BKM23c] it was shown that val(GHZ⊗n) ≤ 2−Ω(n) using
techniques from additive combinatorics. We defer the reader to Section 2.1.2 for further discussion.

The primary goal of this work is to study parallel repetition for a very natural class of 3-
XOR which includes within it the GHZ game. We show that the value of a 3-XOR games decays
exponentially provided that the underlying distribution of question does not admit any Abelian
embeddings into (Z,+), and in particular we recoever the result of [BKM23c]. Our proof uses new
techniques from Fourier analysis [BKM22,BKM23a,BKM23b,BKM24] as well as powerful results
from additive combinatorics [Gow01].

1.1 3-XOR Games, Embeddings and Connectedness

To state our main result formally we require some setup. Suppose that Σ,Γ,Φ are finite alphabets,
and let µ be a distribution on Σ × Γ × Φ. Let t : supp(µ) → A be a target function, where A
is a finite Abelian group. The pair (µ, t) defines a 3-XOR game G, wherein the verifier samples a
challenge (x, y, z) ∼ µ, sends x, y and z to Alice, Bob and Charlie respectively, receives answers
f(x), g(y), h(z) ∈ A and accepts if f(x) + g(y) + h(z) = t(x, y, z).

The value of an n-fold repeated game under this setup is defined as the maximum over all
f : Σn → An, g : Γn → An, h : Φn → An of

Pr
(x,y,z)∼µ⊗n

[f(x)i + g(y)i + h(z)i = t(xi, yi, zi) ∀ i = 1, 2, . . . , n] . (1)

Let G⊗n be the n-fold repeated game, with value val(G⊗n). We are not able to establish parallel
repetition for all 3-player XOR games, and we need to make some assumptions on the structure of
the distribution µ. We discuss why removing these assumptions may prove to be quite challenging
in Section 1.3.

Definition 1.1 (Embeddings). An embedding of a distribution µ on Σ × Γ × Φ into an abelian
group A consists of three maps σ : Σ → A, γ : Γ → A, ϕ : Φ → A such that σ(x) + γ(y) + ϕ(z) = 0
for all (x, y, z) ∈ supp(µ).

We say that µ has no Z-embeddings if all embeddings of µ into Z are trivial (in the sense that
σ, γ, ϕ must be constant maps). Throughout, we will assume that µ has no non-trivial Z-embeddings.
If µ has no Z-embeddings, then it also satisfies a mild connectivity property.

Definition 1.2 (Pairwise-connected). We say that a distribution µ on Σ×Γ×Φ is (x, y)-pairwise-
connected if the graph on Σ×Γ with an edge between (x, y) if there is some z with (x, y, z) ∈ supp(µ)
is connected. We say that µ is pairwise-connected if it is (x, y), (y, z), and (x, z) pairwise-connected.

Lemma 1.3. If µ has no Z-embeddings, then µ is pairwise-connected.

Proof. If µ is not (x, y)-connected, then there are partitions Σ → Σ′∪Σ′′ and Γ = Γ′∪Γ′′ such that
if (x, y, z) ∈ supp(µ), then (x, y) ∈ Σ′ × Γ′ or (x, y) ∈ Σ′′ × Γ′′. Thus, we can define the embedding
σ(x) = γ(y) = 1 for x ∈ Σ′, y ∈ Γ′′, σ(x) = γ(y) = −1 otherwise, and ϕ(z) = 0 for all z.

We note that this notion of pairwise-connectivity is much weaker than connectivity in the context
of [DHVY17], or even player-wise connectivity as defined in [GHM+22]. In particularly, the GHZ
game is pairwise-connected but neither connected or player-wise connected. This explains why the
techniques for showing parallel repetition for the GHZ game differ significantly from the analyses
of (player-wise) connected games, which are information-theoretic in nature.
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1.2 Our Main Result

The main result of work is that games G with XOR predicates over input distributions µ without
Z-embeddings, have exponential decay under parallel repetition.

Theorem 1. For a 3-player game G over distribution µ with XOR predicates, if val(G) < 1 and µ
has no Z-embeddings, then there is a constant c := c(G, µ) > 0 such that val(G⊗n) ≤ 2−cn.

Beyond the result itself, our proof method shows a connection between parallel repetition, at
least in the case of XOR games, and techniques/questions in additive combinatorics. Specifically,
our proof leverages an analytical stability result from [BKM24] for 3-wise correlations over pairwise-
connected distributions with no Z-embeddings. Thus, we (very speculatively) suspect that better
understanding of these stability results (or extensions to higher arities k > 3) may lead to more
general 3-player or k-player parallel repetition results. We defer a more detailed discussion of our
techniques to Section 2.

1.3 Z-Embeddings, Pairwise-Connectivity and Beyond 3-XOR Games

The current paper only deals with distributions µ that do not admit (Z,+)-embeddings, and this
is due to the technical limitations in our analytical machinery. In a future work, we show how to
prove upper bounds for the n-fold repeated game under the weaker assumption that µ is pairwise
connected. In this case though, we can only show that the value of the n-fold repeated game decays
as 2−nε for some ε > 0 (as opposed to a purely exponential bound as in Theorem 1). In fact, this
result holds for a class of games that strictly contains the class of 3-XOR games.

Proving results for 3-XOR games on distributions µ that are not pairwise connected however
seems to require additional ideas, since the type of analytical tools we use do not seem to have
analogs for in such distributions.

2 Overview of Proof of Theorem 1

In this section we give an overview of the proof of Theorem 1.

2.1 High-Level Structure of Argument

By the fundamental theorem of finite Abelian groups, to show Theorem 1 it suffices to consider the
case where A is a cyclic group of prime power order, say A = Zm where m = pk for a prime p. For
intuition throughout this section, the reader can think of the game as being over Z2, though all our
proofs work over other cyclic groups. Even if the original game is over Z2, our proofs ultimately
require defining functions over larger cyclic groups (e.g., Z2k), just as the analysis of the GHZ game
of [BKM23c] looked at functions over Z4.

2.1.1 Step 1: Reducing to an Analytic Statement and Nonembeddable Targets

The first step of the proof is to arithmetize the probability that a set of strategies f, g, h win G⊗n

as an analytic quantity. Throughout, let ω be the complex mth root of unity.

Lemma 2.1. Let f : Σn → Zn
m, g : Γn → Zn

m, h : Φn → Zn
m be strategies. For a vector S ∈ Zn

m

define FS(x) = ω
∑

i∈[n] Sif(x)i , and GS , HS analogously, where ω is the primitive root of unity of

3



order m. Define TS(x, y, z) = ω−
∑

i∈[n] Sit(xi,yi,zi). The winning probability of the strategies f, g, h
is exactly given by:

ES∼Zn
m
E(x,y,z)∼µ⊗n [FS(x)GS(y)HS(z)TS(x, y, z)] .

Lemma 2.1 follows from simply expanding out the definitions of FS , GS , HS , TS and reversing
the order of the expectations.

From here, it is beneficial to consider 2-player XOR games, and give a simple and direct proof
of parallel repetition. For the following result, let D denote the unit disk in the complex plane, and
T (x, y) = ω−t(x,y).

Lemma 2.2 (Two-dimensional case). For a connected two player XOR game G with distribution
µ over Σ × Γ and target function t : supp(µ) → Zm with value less than 1, there is constant
c := c(G, µ) > 0 such that for any F : Σn → D, G : Γn → D we have∣∣∣∣∣E(x,y)∼µ⊗n

[
F (x)G(y)

n∏
i=1

T (xi, yi)

]∣∣∣∣∣ ≤ 2−cn.

The intuition is that the quantity we wish to bound is an inner product of F,G with respect to
T⊗n (where T is thought of as a matrix), and we know that singular value of matrices tensorize.

Proof. Let Dx = diag(µx) and Dy = diag(µy). Note that ∥(D1/2
x )⊗nF∥2, ∥(D1/2

y )⊗nG∥2 ≤ 1. Thus,
it suffices to show that for all A : Σ → D and B : Γ → D with ∥D1/2

x A∥2 = ∥D1/2
y B∥2 = 1, that∣∣E(x,y)∼µ[A(x)B(y)T (x, y)]

∣∣ < 1.

This implies then that the maximum singular value of D−1/2
x TD

−1/2
y is less than 1, and the lemma

follows because the maximum singular value tensorizes. Note that by the Cauchy-Schwarz inequality,∣∣E(x,y)∼µ[A(x)B(y)T (x, y)]
∣∣ ≤ ∥D1/2

x A∥2∥D1/2
y B∥2 = 1,

with equality only if |A(x)| = |B(y)| and A(x)B(y)T (x, y) = 1 for all (x, y) ∈ supp(µ). By con-
nectivity of µ, the former condition and ∥D1/2

x A∥2 = 1 implies that |A(x)| = 1 for all x ∈ Σ, and
|B(y)| = 1 for all y ∈ Γ. Let A(x) = e2πia(x), B(y) = e2πib(y). Then the latter condition gives that
a(x) + b(y) = t(x, y)/m (mod 1) for all (x, y) ∈ supp(µ). By shifting a(x), b(y) to be multiples of
1/m, this implies that t has value 1, a contradiction.

This implies parallel repetition for 2-player XOR games. Indeed, we can assume the game is
connected. Using Lemma 2.2, for any S ∈ Zn

m we have |E(x,y)∼µ⊗n [FS(x)GS(y)TS(x, y)]| ≤ 2−c|S|,
and as |S| ≥ Ω(n) on average over the choice S ∼ Zn

m we get from Lemma 2.1 an exponential decay
for the value of the 2-player XOR game.

Can we carry out such an argument for 3-player games? The first piece we would need is an
analogue of Lemma 2.2. In fact, the naïve generalization of Lemma 2.2 to 3-functions is false, as we
discuss in more detail in Section 2.1.2. The condition we actually require on t and T comes from
looking at the end of the proof of Lemma 2.2, where we argued that if A(x)B(y) = T (x, y) for all
(x, y) ∈ supp(µ), then t has a strategy of value 1. This is false in the 3-player case. Instead, for the
3-player setting, the assumption we require on T is exactly that there are no functions A : Σ → D,
B : Γ → D, C : Φ → D such that A(x)B(y)C(z)T (x, y, z) = 1 for all (x, y, z) ∈ supp(µ). In this
case, we say that T is nonembeddable over D. In the case that T is nonembeddable over D, we
are able to show that this statement tensorizes by following the work of [BKM23a] (though some
adaptations are needed to get a proper exponential decay):
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Theorem 2. Let T : supp(µ) → D be pairwise-connected and nonembeddable over D. Then there is
a constant c := c(T, µ) > 0 such that for all functions F : Σn → D, G : Γn → D, H : Φn → D,∣∣∣∣∣E(x,y,z)∼µ⊗n

[
F (x)G(y)H(z)

n∏
i=1

T (xi, yi, zi)

]∣∣∣∣∣ ≤ 2−cn.

The proof of Theorem 2 is substantially more challenging than its two-dimensional counterpart
stated in Lemma 2.2, and we overview the ideas in Section 2.2. Combining this with Lemma 2.1
shows that for target functions t that are nonembeddable over D, parallel repetition with exponential
decay holds.

2.1.2 Step 2: Barriers to Analytic Argument, and Linear Structure

Next, we discuss a case where T is embeddable over D, but the game G still has value less than 1. In
this case, we are not able to apply Theorem 2, and we must resort to a different set of techniques.

The most natural example of a 3-XOR game in this case is the GHZ game, defined as follows.
The distribution µ over Z3

2 is uniform over {(x, y, z) : x+ y + z = 0}, and strategies f, g, h win on
x, y, z if f(x) + g(y) + h(z) = x ∨ y ∨ z (mod 2). It is easy to check that the value of this game is
3/4. The tensor T defined by T (x, y, z) = (−1)x∨y∨z, and has values

T (0, 0, 0) = 1, T (1, 1, 0) = −1, T (1, 0, 1) = −1, T (0, 1, 1) = −1.

This is embeddable over D by taking A = B = C, and A(x) = ix = e
1
2
πi·x. Another way of viewing

this is that
1

2
(x+ y + z) = x ∨ y ∨ z = t(x, y, z) (mod 2) ∀ (x, y, z) ∈ supp(µ).

Thus, 2t(x, y, z) = x+ y + z (mod 4). Thus, the winning condition f(x) + g(y) + h(z) = t(x, y, z)
(mod 2) can be rewritten (2f(x) − x) + (2g(y) − y) + (2h(z) − z) = 0 (mod 4). This is the key
observation in [BKM23c], and combining it with powerful tools from additive combinatorics (which
we overview in Section 2.1.4) yields exponential decay for parallel repetition of the GHZ game.

Our argument in the general case that T is embeddable follows a similar strategy and uses
additive combinatorics as well. Note that if A(x)B(y)C(z)T (x, y, z) = 1 for

A(x) = e2πia
′(x), B(y) = e2πib

′(y), C(z) = e2πic
′(z), T (x, y, z) = e−2πi·t(x,y,z)/m,

then we get that a′(x) + b′(y) + c′(z) = t(x, y, z)/m (mod 1). Assuming that a(x), b(y), c(z) are
all rational with denominator dividing Nm < ∞ (which we can assume) we get that (writing
a′(x) = a(x)/(Nm) and similar for b′(y), c′(z)),

a(x) + b(y) + c(z) = N · t(x, y, z) (mod Nm),

for functions a : Σ → ZNm, b : Γ → ZNm, c : Φ → ZNm. Thus the winning condition f(x) + g(y) +
h(z) = t(x, y, z) (mod m) can be rewritten as:

(N · f(x)− a(x)) + (N · g(y)− b(y)) + (N · h(z)− c(z)) = 0 (mod Nm).

This is a very similar setup to the GHZ game we described above, with one critical difference. In
the GHZ game, the distribution µ itself was a subspace of Z3

2 consisting of points with sum 0, while
our input distribution µ is still somewhat arbitrary. This arbitrariness prevents us from applying
tools from additive combinatorics, and to remedy the situation, we must gain more control over the
structure of the distribution µ. In the next section, we discuss how to use ideas from [BKM24] to
reduce to the case where µ is uniform over {(x, y, z) ∈ A3 : x+ y + z = 0}, for some (possibly very
large) finite Abelian group A.

5



2.1.3 Step 3: The Master Embedding and Reducing to Functions Constant on the
Master Embedding

The group A discussed at the end of the previous section will be called the master group, which we
define now. Fix a sufficient large integer r, and let (σ1, γ1, ϕ1), . . . , (σs, γs, ϕs) be all embeddings of µ
into cyclic groups A1, . . . ,As of (prime power) order at most r, with σi(x

∗) = γi(y
∗) = ϕi(z

∗) = 0 for
some fixed x∗ ∈ Σ, y∗ ∈ Γ, z∗ ∈ Φ, which we can assume by shifting each embedding. Then, we define
the master embedding as σm(x) := (σ1(x), . . . , σs(x)) (Definition 6.1), and set A ⊆ A1 × · · · × As

as the subgroup generated by {σm(x) : x ∈ Σ}. The key property of σm and A is that if µ has no
Z-embeddings, then for r sufficiently large the following holds. For all x, x′ ∈ Σ, σ(x) = σ(x′) for
all embeddings σ if and only if σm(x) = σm(x

′) (Lemma 6.2), and analogously for γm, ϕm.
Recall that at the end of Section 2.1.2, we rewrote the winning strategy of the game as f̃(x) +

g̃(y) + h̃(z) = 0 for (x, y, z) ∈ supp(µ), where f̃(x) = N · f(x) − a(x), g̃(y) = N · g(y) − b(y),
and h̃(z) = N · h(z)− c(z). Thus, f, g, h win the game exactly when f̃ , g̃, h̃ act like an embedding
on µ. The general philosophy of the master embedding asserts that to get such behaviour, the
values of the functions f̃(x), g̃(y) and h̃(z) must morally depend only on σm(x), γm(y) and ϕm(z)
respectively. Indeed, we are able to transform the functions f̃ , g̃ and h̃ to functions with similar
winning probabilities that are constant on the master embeddings. Abusing of notations we assume
that f̃ , g̃ and h̃ are such functions to begin with, namely f̃(x) = f̃(x′) if σm(x) = σm(x

′), and
analogously for g̃ and h̃. This way, regardless of the original distribution µ, we can imagine that we
are working with the set of challenges {(σm(x), γm(y), ϕm(z)) | (x, y, z) ∈ supp(µ)}, and by changing
variables we may assume that to begin with we have that

supp(µ) ⊆ {(x, y, z) ∈ A×A×A : x+ y + z = 0},

(where x + y + z = 0 because the master embeddings satisfies this equation). Formalizing this
intuition is much more challenging, and is the main content of Section 6. In particular, it requires
a version of our analytic result Theorem 2 in this setting (Theorem 5). We remark that a version
of this was shown in [BKM24], but in order to achieve our tighter quantitative bounds of exp(−cn)
for parallel repetition, we need to give a tighter analysis and a slightly different proof adapted to
our setting.

In the above paragraph we gave intuition on how to reduce to the case where supp(µ) is a subset
of (x, y, z) ∈ A × A × A with x + y + z = 0. However, we actually wish to have supp(µ) to be
exactly this set. To achieve this, we use path tricks (discussed below in Section 2.2) to enlarge the
input alphabets and distribution µ, without changing the master group A, and without reducing the
winning probability of the game by much. This idea of using path tricks to enlarge the distribution
was exactly used in [BKM24] in the setting of showing analytic theorems, and an identical approach
works for parallel repetition too.

2.1.4 Step 4: Applying an Additive Combinatorics Argument

Finally, we use techniques from additive combinatorics to solve the case where supp(µ) is exactly
{(x, y, z) ∈ A×A×A : x+ y + z = 0}. Our main theorem is the following.

Theorem 3. Let A be a finite abelian group and t : A3 → Zpk . Let N > 1 be minimal so that
there are functions a, b, c : A → ZpkN with a(x) + b(y) + c(z) = N · t(x, y, z) (mod pkN) for all
x+ y + z = 0. Then there is a constant c = c(t,A) > 0 such that for any f, g, h : An → Zpk ,

Pr
(x,y,z)∈(An)3

x+y+z=0

[f(x)i + g(y)i + h(z)i = t(xi, yi, zi) (mod pk), i = 1, 2, . . . , n] ≤ 2−cn.
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A simpler version was given for the GHZ game in [BKM23c]. At a high level (using the notation
from the previous sections), the argument goes as follows. If f̃(x)+ g̃(y)+ h̃(z) = 0 with probability
at least ε over x+y+z = 0, (x, y, z) ∈ A×A×A, then using tools from additive combinatorics such as
the Balog-Szemeredi-Gowers lemma, we deduce significant structural facts about f̃ , g̃, h̃ : A → ZNm

(Lemma 8.1). We ultimately combine this with the fact that f̃ is not completely arbitrary, as it
must take the form f̃(x) = N · f(x)− a(x), to arrive at a contradiction.

2.2 Proof of Main Analytic Results

2.2.1 Changing the distribution via random restrictions

In this section overview the tools needed to show our analytic results, focusing on Theorem 2 (our
other analytical result, Theorem 5 involves similar ideas). A very useful trick throughout our proofs
will be that we can alter the distribution over questions µ (without changing its support), at the
cost of reducing the number of repetitions n by a constant factor. For example, we can change the
distribution to uniform over its support. Formally, we can show:

Lemma 2.3. Let Gµ be a game with question distribution µ = δµ′ + (1− δ)ν for distributions µ′, ν.
Let Gµ′ be the game with the same questions over distribution µ′. Then

val(G⊗n
µ ) ≤ val(G⊗δn/2

µ′ ) + 2−Ω(δn).

Proof. Deferred to Section 3.3.

2.2.2 Path Tricks

A natural approach towards showing Theorem 2 is to induct on n, where the base case n = 1
follows exactly because T is nonembeddable over D. However, we don’t know how to induct on
such a base case. We instead first work towards establishing a base case for functions F,G,H that
are ℓ2-bounded, instead of ℓ∞-bounded. To achieve this, the idea of [BKM23a] was to use a path
trick (Section 4.1), which changes the distribution µ to a larger distribution µ+ over Σ′ × Γ × Φ,
where µ+

yz has full support. In fact, we can assume the support is uniform, by applying the random
restriction trick (Lemma 2.3).

Formally, the path trick takes an integer r, sets Σ+ ⊆ Σ2r+1−1 and for all y1, z1, y2, z2, . . . , y2r , z2r
such that (yi, zi), (zi, yi+1) ∈ supp(µyz), adds the following to supp(µ+). Let (xi, yi, zi) ∈ supp(µ)
for i = 1, . . . , 2r, and (x′i, yi+1, zi) ∈ supp(µ) for i = 1, 2, . . . , 2r − 1. Then,

({x1, x′1, x2, . . . , x2r}, y1, z2r) ∈ Σ+ × Γ× Φ

is added to supp(µ+). For sufficiently larger r, if µyz was initially pairwise-connected, then µ′
yz has

full support. Also, we can show that if there were functions F,G,H with∣∣∣∣∣E(x,y,z)∼µ⊗n

[
F (x)G(y)H(z)

n∏
i=1

T (xi, yi, zi)

]∣∣∣∣∣ ≥ ε,

then there are functions F̃ : (Σ+)n → D, G̃ : Γn → D, and H̃ : Φn → D with∣∣∣∣∣E(x,y,z)∼(µ+)⊗n

[
F̃ (x)G̃(y)H̃(z)

n∏
i=1

T+(xi, yi, zi)

]∣∣∣∣∣ ≥ εOr(1),

7



for some tensor T+ that is still nonembeddable over D, i.e., we only incur polynomial loss. We prove
this in Lemma 4.6.

At this point, it is worth discussing how the path trick formally helps with enlarging the distri-
bution µ, towards eventually ensuring that supp(µ) is all x + y + z = 0 for (x, y, z) ∈ A × A × A.
Towards this, we first calculate how embeddings evolve under the path trick. Given a embedding
(σ, γ, ϕ) of µ, one can easily check that it uniquely induces a embedding on µ+ of the form (σ+, γ, ϕ),
where

σ+({x1, x′1, x2, . . . , x2r}) = σ(x1)− σ(x′1) + · · · − σ(x′2r−1) + σ(x2r).

Because ({x, x, . . . , x}, y, z) ∈ supp(µ+), and σ+({x, . . . , x}) = σ(x), we know that the image of σ+

on µ is nondecreasing. We can also show that by carefully applying a sequence of path tricks, that
we can increase its size until the image is a subgroup (Lemma 6.8).

2.2.3 Establishing an Inductive Hypothesis

When µyz is a product distribution, we can establish a weak base case via the Cauchy-Schwarz
inequality: ∣∣E(x,y,z)∼µ [F (x)G(y)H(z)T (x, y, z)]

∣∣
≤
(
E(x,y,z)∼µ|F (x)|2E(x,y,z)∼µ|G(y)|2|H(z)|2

)1/2
= ∥F∥2∥G∥2∥H∥2, (2)

where the final equality critically used that µyz is a product distribution. If the right hand side was
instead (1 − δ)∥F∥2∥G∥2∥H∥2, then we would be able to actually perform the induction on n via
singular value decomposition (SVD) on F,G,H, thinking of F : Σn → C as a matrix in CΣ×Σn−1 .
Thus, we want to say something like: if T is nonembeddable over D, then equality in (2) cannot hold.
Equality in (2) holds only if F (x) = θG(y)H(z)T (x, y, z) for some θ ∈ C, for all (x, y, z) ∈ supp(µ).
This looks quite close to T having an embedding over D, except that F (x), G(y), H(z) may be 0.

In [BKM23a], this issue (which they called the Horn-SAT obstruction), was handled as follows.
First, perform more path tricks to the distribution to transform it to a larger distribution (which
we relabel µ for convenience) satisfying a relaxed base case (see Definition 4.10). Informally, the
distribution µ over Σ×Γ×Φ satisfies the relaxed base case, if for some subset Σ′ ⊆ Σ, any function
F with nontrivial variance on Σ′, and G,H, satisfy the base case, i.e.,∣∣E(x,y,z)∼µ [F (x)G(y)H(z)T (x, y, z)]

∣∣ ≤ (1− δ)∥F∥2∥G∥2∥H∥2.

We too need to establish a relaxed base case, and we do so by analogous ideas.

2.2.4 High and Low Degree Parts

With the relaxed base case in hand, we are able to perform the induction on functions F where during
the SVD, the the resulting functions all have nontrivial variance on Σ′. To handle general functions
F , we decompose them via an Efron-Stein decomposition (Section 3.2), into functions that are have
equal degrees on Σ′. The reader can think of an Efron-Stein as a version of a Fourier transform,
on a set Σ without additive structure. Just as with a Fourier transform, high-degree functions have
high influence/variance on each coordinate. Thus, starting from a high-degree function, one show
that while performing SVDs in the induction, it remains high-degree for many iterations, allowing
us to perform the induction. This allows us to handle the high-degree parts of F .

For the lower-degree parts of F , their variance on A′ is low, so intuitively F does not change
much under the noise operator T eff which mixes inputs in A′. Applying T eff (and taking random
restrictions) makes the input distribution symmetric over A′. This case ends up reducing to the
two-variable case on (y, z), where an exponential decay bound is known (see Lemma 2.2).
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2.2.5 The Case with Complex Embeddings

The above discussion was for showing Theorem 2, when T was nonembeddable over D. As discussed
in Section 2.1.3, we require an alternate analytic theorem which reduces to the case where µ is
uniform over x + y + z = 0, (x, y, z) ∈ A × A × A. We describe the idea for adapting to this
case. The approach for this case is largely the same as for proving Theorem 2 as discussed above:
establish a variant of the relaxed base case, and split into high and low-degree parts. Here, high and
low-degree are with respect to the noise operator (which we call T modest) which mixes over x, x′ with
the same master embedding, i.e., σm(x) = σm(x

′). Once again, the contribution of the high-degree
parts vanishes, and the low-degree parts intuitively correspond to applying T modest. This is exactly
what we wanted to show: that x, x′ with σm(x) = σm(x

′) are (approximately) indistinguishable from
the perspective of strategies f , and thus we can reduce the input alphabets to A themselves.

3 Preliminaries

3.1 General Notation

Let [n] = {1, . . . , n}. For a real number x we write ∥x∥R/Z := minz∈Z |x − z|. We use a ≲ b to
denote a = O(b) and a ≳ b to denote a = Ω(b). We let Φ denote complex numbers, and let D denote
the unit disk. We let supp(µ) denote the support of a distribution µ.

Matrices. We briefly use matrices in a few places, when we are working with “two-player” like
games, such as merging symbols (Lemma 4.7). We will denote matrices using boldface. For a matrix
A, we let A⊗n denote its n-th Kronecker power. For a vector v, we let diag(v) denote the diagonal
matrix whose diagonal entries are vi.

3.2 Efron-Stein Decomposition

We will use the standard Efron-Stein decomposition on the product space L2(Σ
n, µ⊗n

x ). For a
function F ∈ L2(Σ

n, µ⊗n
x ) and S ⊆ [n], we let F=S be the homogeneous function of degree |S| that

depends on the coordinates in S. Let F=i =
∑

|S|=i F
=S .

Effective degree and influences. In our relaxed base case (Lemma 4.11), we will consider the
variance on a subset Σ′ ⊆ Σ. Thus, we define effective degrees and influences of a function f , which
are the influence and degrees that Σ′ contributes.

Create a orthonormal basis B for L2(Σ, µx) of the form B = B1∪B2, where B1 is an orthonormal
basis for functions that are constant on Σ′, and B2 is an orthonormal basis for functions supported
on Σ′ that are orthogonal to the constant function.

For any function F ∈ L2(Σ
n, µ⊗n

x ) we can write F =
∑

χ∈B⊗n F̂ (χ)χ, where F̂ (χ) = ⟨F, χ⟩. Let
χconst be the constant function on Σ, which we assume is in B1. For a character χ ∈ B⊗n, we define
its degree and effective degree as

deg(χ) = |{i ∈ [n] : χi ̸= χconst}| and effdeg(χ) = |{i ∈ [n] : χi ∈ B2}|.

Note that deg(χ) ≥ effdeg(χ).
This allows us to define the decomposition into effective degree homogeneous parts. Let

F eff=i =
∑

χ∈B⊗n,effdeg(χ)=i

F̂ (χ)χ.
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We now define the effective influence.

Ieff [F ] =
∑
i∈[n]

Ii,eff [F ] for Ii,eff [F ] = E(x,y)∈Σn [|F (x)− F (y)|2],

where (x, y) are sampled as follows. Sample x distributed as µ⊗n
x , and set yj = xj for all j ̸= i. If

xi ∈ Σ\Σ′ set yi = xi, and if xi ∈ Σ′ then sample yi ∈ Σ′ independently.
Analogous to the case of standard influences, we know that

Ii,eff [F ] =
∑

χ∈B⊗n,χi∈B2

|F̂ (χ)|2 and Ieff [F ] =
∑

χ∈B⊗n

effdeg(χ)|F̂ (χ)|2 =
∑

0≤i≤n

i∥F eff=i∥22.

We finally define the effective noise operator, which we denote as T eff
1−ρ. Define T eff

1−ρF (x) =

Ey∼N eff
1−ρ(x)

[F (y)] where y ∼ N eff
1−ρ(x) is distributed as follows. For each i ∈ [n], with probability

1− ρ set yi = xi. With probability ρ, if xi ∈ Σ\Σ′, then set yi = xi. Otherwise if xi ∈ Σ′, then yi
is sampled independently according to µx conditioned on being in Σ′. As with the standard noise
operator, we have

T eff
1−ρF =

∑
0≤i≤n

(1− ρ)iF eff=i.

3.3 Random Restrictions

Consider distributions µ, µ′, ν on Σ × Γ × Φ with µ = αµ′ + (1 − α)ν. We can take a random
restriction of functions F,G,H on Σn,Γn,Φn as follows. Let I ⊆ [n], where each i ∈ I with
probability 1 − α. Sample p := (x(p), y(p), z(p)) ∈ ν⊗I . We may define the restricted functions
FI→p : Σ[n]\I → C as FI→p(x) = F (x, x(p)), and similar for G,H. Note that over the distribution
of (I, p), and x ∼ (µ′)⊗[n]\I , the distribution of (x, x(p)) is identical to µ⊗n

x . At a high level, this
lets us move from a distribution µ on [n] to a distribution µ′ on about αn coordinates, as long as
αµ′ ≤ µ pointwise. This was exactly the content of Lemma 2.3, which we now prove.

Proof of Lemma 2.3. Take a random restriction of µ as described above. The probability that
|[n] \ I| < δn/2 is at most 2−Ω(δn), by a Chernoff bound. Thus, for a strategy f, g, h achieving
val(G⊗n

µ ) we know that

val(G⊗n
µ ) = Pr

(x,y,z)∼µ⊗n
[f(x)i + g(y)i + h(z)i = t(xi, yi, zi) ∀ i = 1, . . . , n]

= Pr
I∼1−δ[n]

(x(p),y(p),z(p))∼ν⊗I

Pr
(x,y,z)∼(µ′)⊗[n]\I

[f(x)i + g(y)i + h(z)i = t(xi, yi, zi) ∀ i = 1, . . . , n]

≤ Pr
I∼1−δ[n]

(x(p),y(p),z(p))∼ν⊗I

Pr
(x,y,z)∼(µ′)⊗[n]\I

[f(x)i + g(y)i + h(z)i = t(xi, yi, zi) ∀ i ∈ [n] \ I]

≤ EI∼1−δ[n]val(G
⊗|I|
µ′ ) ≤ val(G⊗δn/2

µ′ ) + 2−Ω(δn).

4 No Complex Solutions: Reductions

The main goal of the following two sections is to show Theorem 2, restated below.

Theorem 2. Let T : supp(µ) → D be pairwise-connected and nonembeddable over D. Then there is
a constant c := c(T, µ) > 0 such that for all functions F : Σn → D, G : Γn → D, H : Φn → D,∣∣∣∣∣E(x,y,z)∼µ⊗n

[
F (x)G(y)H(z)

n∏
i=1

T (xi, yi, zi)

]∣∣∣∣∣ ≤ 2−cn.

10



Combining this with Lemma 4.2 directly implies an exponential decay bound on 3-player XOR
games where the target function t does not have linear structure over any abelian group.

Corollary 4.1. Let G be a game given by µ, t. If µ is pairwise-connected, and T (x, y, z) = ωt(x,y,z)

for ω = exp(2πi/m) is nonembeddable over D then there is a constant c := (G, µ) > 0 with
val(G⊗n) ≤ 2−cn.

Proof. For S ∈ Zn
m, let 1(S) = |{i : Si = 1}|. Then by Theorem 2 and the triangle inequality, the

winning probability as written in Lemma 2.1 at most

ES∼Zn
m
2−c1(S) ≤ 2−c′n.

In the remainder of the section and the next we show Theorem 2. Before starting, we make
the trivial observation that if |T (x, y, z)| < 1 for any (x, y, z) ∈ supp(µ), then the result is clear.
So for all T encountered in the series of reductions we do later, we assume |T (x, y, z)| = 1 for all
(x, y, z) ∈ supp(µ).

Lemma 4.2. If |T (x, y, z)| < 1 for some (x, y, z) ∈ supp(µ), then there is c := c(µ, T ) > 0 such∣∣∣∣∣E(x,y,z)∼µ⊗n

[
F (x)G(y)H(z)

n∏
i=1

T (xi, yi, zi)

]∣∣∣∣∣ ≤ 2−cn.

Proof. This follows from the fact that E(x,y,z)∼µ[|T (x, y, z)|] < 1.

4.1 Path Tricks

We start by defining what it means to do a path trick on x. The effect of this will be changing Σ
to the larger Σ+, the distribution to µ+ over Σ+ × Γ×Φ, and the tensor to t : supp(µ+) → [−1, 1].
The goal is to ensure that µ+ has full support over (y, z).

We define µ+ as follows.

Definition 4.3 (Path trick). The following procedure takes a distribution µ on Σ × Γ × Φ and
generates µ+ on Σ+ × Γ× Φ, which we call applying an “x path trick with r steps" to µ.

1. Sample y1 ∼ µy.

2. Sample (x1, z1) from µ, conditioned on y = y1.

3. Sample (x′1, y2) from µ, conditioned on z = z1.

4. Repeat, and in the final step sample (x2r , y2r−1+1) from µ conditioned on z = z2r−1 .

Now let Σ+ ⊆ Σ2r−1. µ+ is over the sequences ((x1, x
′
1, . . . , x

′
2r−1−1, x2r−1), y1, z2r−1) generated by

the process above.

Throughout, we will let x⃗ = (x1, x
′
1, . . . , x

′
2r−1−1, x2r−1).

Now we define T+(x⃗, y, z) as follows:

T+(x⃗, y, z) = E
x1,x′

1,...,x
′
2r−1−1

,x2r−1

y1,...,y2r−1
z1,...,z2r−1

[
2r−1∏
i=1

T (xi, yi, zi)

2r−1−1∏
i=1

T (x′i, yi+1, zi)

∣∣∣∣∣
x⃗ = (x1, x

′
1, . . . , x

′
2r−1−1, x2r−1), y = y1, z = z2r−1

]
Note that T+ is still nonembeddable over D.
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Lemma 4.4. As defined above, if T is nonembeddable over D then T+ is nonembeddable over D. If
(y, z) was pairwise-connected in µ and 2r−1 ≥ min{|Γ|, |Φ|}, then the support of (y, z) in µ+ is full.

Proof. Define (x, . . . , x) = x ∈ Σ+ for all x ∈ Σ. Note that either T+(x, y, z) = T (x, y, z), or else
|T+(x, y, z)| < 1, where we are trivially done by Lemma 4.2. So T+ is nonembeddable. The second
claim on the support of (y, z) in µ+ is clear.

Performing the path trick maintains pairwise-connectivity.

Lemma 4.5. If µ is pairwise-connected, then µ+ is pairwise-connected.

Proof. (y, z)-pairwise-connectivity is clear, so we focus on (x, y)-pairwise-connectivity by symmetry.
We first show that any two symbols y, y′ ∈ Γ are connected. This is because µ is pairwise-connected,
and ((x, x, . . . , x), y) ∈ supp(µ+) for any (x, y) ∈ supp(µ). Now, every x⃗ ∈ Σ+ in adjacent to some
y ∈ Γ, which completes the proof.

We now show that performing the path trick can only decrease the value polynomially.

Lemma 4.6. If there are functions F : Σn → D, G : Γn → D, H : Φn → D with∣∣∣∣∣E(x,y,z)∼µ⊗n [F (x)G(y)H(z)

n∏
i=1

T (xi, yi, zi)]

∣∣∣∣∣ ≥ ε,

then for µ+, T+ as defined above, there are functions F+ : (Σ2r−1)n → D and H̃ : Φn → D with∣∣∣∣∣E(x,y,z)∼(µ+)⊗n [F+(x)G(y)H̃(z)
n∏

i=1

T+(xi, yi, zi)]

∣∣∣∣∣ ≥ ε2
r
.

Proof. We start by performing a simple reduction on H. Define

H̃(z) := E(x,y,z′)∼µ⊗n [F (x)G(y)T (x, y, z)|z′ = z].

Then note that∣∣E(x,y,z)∼µ⊗n [F (x)G(y)H(z)T (x, y, z)]
∣∣ = ∣∣∣Ez∼µz [H(z)H̃(z)]

∣∣∣ ≤ ∥H∥2∥H̃∥2 ≤ ∥H̃∥2

= E(x,y,z)∼µ⊗n [F (x)G(y)H̃(z)T (x, y, z)]1/2.

Hence
∣∣∣E(x,y,z)∼µ⊗n [F (x)G(y)H̃(z)T (x, y, z)]

∣∣∣ ≥ ε2. The remainder of the proof involves repeated
application of Cauchy-Schwarz.

We show the following by induction on r:∣∣∣∣∣∣∣∣∣∣
E

x1,x′
1,...,x2r−1 ,x′

2r−1
y1,...,y2r−1+1
z1,...,z2r−1

2r−1∏
i=1

F (xi)F (x′i) ·G(y1)G(y2r−1+1)

2r−1∏
i=1

T (xi, yi, zi)T (x′i, yi+1, zi)


∣∣∣∣∣∣∣∣∣∣
≥ ε2

r
. (3)

Let us establish the base case r = 1.

ε2 ≤
∣∣∣E(x,y,z)∼µ⊗n [F (x)G(y)H̃(z)T (x, y, z)]

∣∣∣
=

∣∣∣∣∣∣ E
z1

x1,y1,x′
1,y2

[F (x1)F (x′1)G(y1)G(y2)T (x1, y1, z1)T (x′1, y2, z1)]

∣∣∣∣∣∣ .
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The inductive step will follow by squaring this, and using Cauchy-Schwarz on the variable other
than y2r−1+1. Precisely,

ε2
r+1 ≤

∣∣∣∣∣∣∣∣∣∣
E

x1,x′
1,...,x2r−1 ,x′

2r−1
y1,...,y2r−1+1
z1,...,z2r−1

2r−1∏
i=1

F (xi)F (x′i) ·G(y1)G(y2r−1+1)

2r−1∏
i=1

T (xi, yi, zi)T (x′i, yi+1, zi)


∣∣∣∣∣∣∣∣∣∣

2

≤ E
y2r−1+1

∣∣∣∣∣∣∣∣∣ E
x1,x′

1,...,x2r−1 ,x′
2r−1

y1,...,y2r−1
z1,...,z2r−1

2r−1∏
i=1

F (xi)F (x′i) ·G(y1)

2r−1∏
i=1

T (xi, yi, zi)T (x′i, yi+1, zi)


∣∣∣∣∣∣∣∣∣
2

.

Note that this last expression exactly equals (3) for r + 1, completing the induction. Finally, the
definition of H̃ gives that the LHS expression in (3) can be expressed as:∣∣∣∣∣∣∣∣∣ E

x1,x′
1,...,x2r−1

y1,...,y2r−1
z1,...,z2r−1

2r−1∏
i=1

F (xi)
2r−1−1∏
i=1

F (x′i) ·G(y1)H̃(z2r−1)
2r−1∏
i=1

T (xi, yi, zi)
2r−1−1∏
i=1

T (x′i, yi+1, zi)


∣∣∣∣∣∣∣∣∣ .

So we can set F+(x⃗) =
∏2r−1

i=1 F (xi)
∏2r−1−1

i=1 F (x′i). This is exactly what we wanted to show, once
we note that only the T part of the previous expression depends on y2, . . . , y2r−1 , z1, . . . , z2r−1−1.

4.2 Merging Symbols

Let us go back to the setting of a distribution µ over Σ× Γ× Φ (you can think of it as if we have
already applied a path trick to x). Consider a graph G with vertices in Σ, where x, x′ ∈ Σ are
connected if and only if there are y ∈ Γ, z ∈ Φ such that (x, y, z), (x′, y, z) ∈ supp(µ). Give each
connected component in G a single representative vertex, and let rep(x) denote the representative
of the component of x ∈ Σ. Let Σ− = {rep(x) : x ∈ Σ}. The first goal is to reduce to the case
where (rep(x), y, z) ∈ supp(µ).

Lemma 4.7 (Merging symbols). If F : Σn → D, G : Γn → D, H : Φn → D satisfy∣∣∣∣∣E(x,y,z)∼µ⊗n [F (x)G(y)H(z)
n∏

i=1

T (xi, yi, zi)]

∣∣∣∣∣ ≥ ε,

then there is a distribution µ′ over Σ× Γ× Φ with {(rep(x), y, z) : (x, y, z) ∈ supp(µ)} ⊆ supp(µ′),
nonembeddable T̃ : supp(µ′) → D, and F̃ : Σn → D with∣∣∣∣∣E(x,y,z)∼(µ′)⊗n [F̃ (x)G(y)H(z)

n∏
i=1

T̃ (xi, yi, zi)]

∣∣∣∣∣ ≥ ε2M ,

where M = |Σ|.

Proof. Define the matrix A ∈ CΣ×(Γ×Φ) by A(x,(y,z)) = µ(x, y, z)T (x, y, z). Let Dx = diag(µx) and
Dyz = diag(µy,z). Define the vector R(y, z) = G(y)H(z).
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In the calculations below, to simplify notation we by abuse of notation let A,Dx,Dyz denote
A⊗n,D⊗n

x ,D⊗n
yz respectively. By the hypothesis and Cauchy-Schwarz we get:

ε ≤ |F ∗
AR| ≤ ∥D1/2

x F∥2∥D−1/2
x AR∥2 ≤ ∥D−1/2

x AR∥2,

so expanding gives
(D1/2

yz R)∗(D−1/2
yz A∗D−1

x AD−1/2
yz )D1/2

yz R ≥ ε2.

Using ∥D1/2
yz R∥2 ≤ 1 and repeated Cauchy-Schwarz gives us

(D1/2
yz R)∗(D−1/2

yz A∗D−1
x AD−1/2

yz )MD1/2
yz R ≥ ε2M .

Thus for F̃ = D−1
x AR we know that

F̃ ∗A(D−1
yz A

∗D−1
x A)M−1R ≥ ε2M . (4)

Now we interpret this to extract the desired T̃ and µ′. Consider a random walk between Σ and
(Γ×Φ) as follows, where each step is sampled proportional to µ. The total number of steps is 2M−1,
starting from (y1, z1) ∼ µy,z. It goes through vertices (y1, z1), x1, (y2, z2), . . . , (yM , zM ), xM . Then
we can set µ′(x, y, z) = Pr[x = xM , y = y1, z = z1] and

T̃ (x, y, z) = E

[
M∏
i=1

T (xi, yi, zi)

M−1∏
i=1

T (xi, yi+1, zi+1)

∣∣∣∣∣ x = xM , y = y1, z = z1

]
.

Then (4) exactly tells us that µ′, T̃ satisfy the conclusion of the lemma. To check that T̃ is
nonembeddable note that T̃ (x, y, z) = T (x, y, z) for all (x, y, z) ∈ supp(µ), or |T̃ (x, y, z)| < 1, where
we are done by Lemma 4.2.

Now, by the random restriction trick (Lemma 2.3), we can ensure that supp(µ−) contains exactly
(rep(x), y, z).

Lemma 4.8. Under the hypotheses of Lemma 4.7, there is a distribution µ− with supp(µ−) =
{(rep(x), y, z) : (x, y, z) ∈ supp(µ)}, n′ ≥ cn, and functions F̃ : (Σ−)n

′ → D, G̃ : Γn′ → D, H̃ :
Φn′ → D such that ∣∣∣∣∣E(x,y,z)∼(µ−)⊗n′ [F̃ (x)G̃(y)H̃(z)

n′∏
i=1

T (xi, yi, zi)]

∣∣∣∣∣ ≥ ε2M/2.

We have reduced the size of the alphabet and support of the distribution so we may worry that
T : supp(µ−) → {−1, 1} may become embeddable into D. We show that if this is the case, then we
can show that the game has exponentially decreasing value. This can be viewed as an instance of
two player games.

Lemma 4.9. If T : supp(µ−) → D is embeddable over D then for some c := c(T, µ) > 0,∣∣∣∣∣E(x,y,z)∼µ⊗n

[
F (x)G(y)H(z)

n∏
i=1

T (xi, yi, zi)

]∣∣∣∣∣ ≤ 2−cn.
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Proof. We first show that if T : supp(µ−) → D is embeddable, then there are no functions A : Σ → D
and B : (Γ × Φ) → D for which A(x)B(y, z) = T (x, y, z) for all (x, y, z) ∈ supp(µ). Assume such
A,B existed. We will show how to create an embedding on supp(µ) from one on supp(µ−). Take
an embedding A′(x)B′(y)C ′(z) = T (x, y, z) for all (x, y, z) ∈ supp(µ−). Then we have

T (x, y, z) = A(x)B(y, z) =
A(x)

A(rep(x))
T (rep(x), y, z) =

A(x)A′(rep(x))

A(rep(x))
B′(y)C ′(z),

hence T admits an embedding on µ, a contradiction.
So we may assume that T : Σ × (Γ × Φ) → D is nonembeddable. Critically, we have combined

Γ,Φ so that this is two dimensional now. Thus, the conclusion follows from the two-dimensional
case, in Lemma 2.2.

4.3 The Relaxed Base Case

In this section, we reduce to µ which satisfy a certain relaxed base case. This is to handle the Horn
SAT obstruction, as introduced in [BKM23a].

Definition 4.10 (Relaxed base case). We say that a distribution µ on Σ×Γ×Φ and Σ′ ⊆ Σ satisfy
the relaxed base case if:

• µy,z is a product distribution.

• (y, z) uniquely determines x in supp(µ).

• For a nonembeddable tensor T , functions G : Γ → C, H : Φ → C, and F : Σ → C with

Ieff [F (x)] = Ex,x′∼µx [1x,x′∈Σ′ |F (x)− F (x′)|2] ≥ τ∥F∥22,

we have for a constant c := c(T, µ) and M = max{|Σ|, |Γ|, |Φ|},∣∣E(x,y,z)∼µ [F (x)G(y)H(z)T (x, y, z)]
∣∣ ≤ (1− cτ100M )∥F∥2∥G∥2∥H∥2.

The following lemma gives a reduction to the relaxed base case.

Lemma 4.11 (Reduction to relaxed base case). If there are functions F : Σn → D, G : Γn → D,
H : Φn → D with ∣∣∣∣∣E(x,y,z)∼µ⊗n [F (x)G(y)H(z)

n∏
i=1

T (xi, yi, zi)]

∣∣∣∣∣ ≥ ε,

then we can find Σ+,Γ+,Φ and µ+ on Σ+ × Γ+ × Φ and Σ′ ⊆ Σ+ satisfying the relaxed base case,
and n′ ≥ cn, functions F̃ : (Σ+)n

′ → D, G̃ : (Γ+)n
′ → D, H̃ : Φn′ → D, and nonembeddable

T̃ : supp(µ+) → D with∣∣∣∣∣E(x,y,z)∼(µ+)⊗n′ [F̃ (x)G̃(y)H̃(y)
n′∏
i=1

T̃ (xi, yi, zi)]

∣∣∣∣∣ ≥ εOM (1). (5)

Proof. We construct µ+ as follows starting from µ.

1. Apply the path trick (Lemma 4.6) to y. The result is a distribution µ(1) on Σ× Γ+ ×Φ such
that µ

(1)
x,z has full support.
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2. Apply the path trick (Lemma 4.6) to x. The result is a distribution µ(2) on Σ+ × Γ+ × Φ

such that µ
(2)
y,z is full. We also will require that for all z and x⃗ = (x, . . . , x) ∈ Σ+, there

is a y⃗ ∈ Γ+ with (x⃗, y, z) ∈ supp(µ(2)). This follows because if (x, y⃗, z) ∈ supp(µ(1)), then
(x⃗, y⃗, z) ∈ supp(µ(2)).

3. Merge symbols in Σ+ using Lemmas 4.7 and 4.8. Relabel the alphabet as Σ+ still. Call this
distribution µ(3).

4. Apply a random restriction so that (y, z) is uniform. This is our distribution µ′.

5. Set Σ′ = {rep((x, . . . , x)) : x ∈ Σ}.

The existence of F̃ , G̃, H̃, and nonembeddable T̃ satisfying (5) follows from combining Lemmas 4.6
to 4.9. It suffices to show that µ′ satisfies the relaxed base case. The first two properties follow by
construction. We proceed to showing the third property.

In fact we only use the weaker property that Ex∼µx [1x∈Σ′ |F (x)|2] ≥ τ∥F∥22. Assume that
∥F∥2 = ∥G∥2 = ∥H∥2 = 1. For simplicity of notation, we use ≲,≳ in this proof to suppress
constants depending on M,µ.

Let us multiply F (x) pointwise by the same unit complex number so that

E(x,y,z)∼µ [F (x)G(y)H(z)T (x, y, z)]

is a positive real number. We may assume this throughout. Then we have the equality∣∣E(x,y,z)∼µ [F (x)G(y)H(z)T (x, y, z)]
∣∣ = 1− 1

2
E(x,y,z)∼µ

[
|F (x)−G(y)H(z)T (x, y, z)|2

]
.

Assume for contradiction that |F (x) − G(y)H(z)T (x, y, z)|2 ≤ c2τ100M for all (x, y, z) ∈ supp(µ),
for some constant c. In particular, ||F (x)| − |G(y)||H(z)|| ≤ cτ50M .

Now, there is x ∈ Σ′ with |F (x)|2 ≳ τ . For all z ∈ Φ there is y ∈ Γ+ with (x, y, z) ∈ supp(µ).
Using that |G(y)| ≲ 1 for all y (as ∥G∥2 = 1), we deduce that

|H(z)| ≥ |F (x)| − cτ50M

|G(y)|
≳

√
τ .

We next establish that |G(y)|, |F (x)| ≳ τM/2 for all x ∈ Σ+, y ∈ Γ+. Indeed, for any (x, y) such that
there is a z ∈ Φ with (x, y, z) ∈ supp(µ), then |F (x)| ≥ |G(y)||H(z)| − cτ50M ≳ |G(y)|

√
τ − cτ50M ,

and

|G(y)| ≥ |F (x)| − cτ50M

|H(z)|
≳ |F (x)| − cτ50M ,

as |H(z)| ≲ 1. This implies that |G(y)|, |F (x)| ≳ τM/2 for all x ∈ Σ+, y ∈ Γ+ because the x, y
coordinates are pairwise connected, so there is a path from the x ∈ Σ′ with |F (x)| ≳ τ1/2 to any
x ∈ Σ+ of length at most M .

Now, because T is nonembeddable, there is (x, y, z) ∈ supp(µ) with∣∣∣∣T (x, y, z)− F (x)

|F (x)|
· G(y)

|G(y)|
· H(z)

|H(z)|

∣∣∣∣ ≳ 1.

From this, it is direct that

|T (x, y, z)G(y)H(z)− F (x)| ≳ min{|G(y)H(z)|, |F (x)|} ≳ τM .
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4.4 Reducing to High-Degree Functions

In this section, we will deduce Theorem 2 from the following bound on functions with high effective
degrees, which we show in Section 5.

Theorem 4. If µ satisfies the relaxed base case (Definition 4.10), then there are constants c :=
c(T, µ), C := C(T, µ) > 0 such that for all G : Γn → C, H : Φn → C, and F : Σn → C that is
effectively homogeneous with effective degree d,∣∣∣∣∣E(x,y,z)∼µ⊗n [F (x)G(y)H(z)

n∏
i=1

T (xi, yi, zi)]

∣∣∣∣∣ ≤ 2−c·d(d/n)C∥F∥2∥G∥2∥H∥2.

To deduce Theorem 2 from Theorem 4, the idea is to decompose F = T eff
I−ρF + (1 − T eff

1−ρ)F ,
where I is the identity operator. We can handle the former term because it causes the distribution
µ to mix over Σ′, at which point the underlying game becomes essentially connected. The second
term has only high-degree terms, and we apply Theorem 4. To achieve the desired quantitative
dependence on n in Theorem 2, we will use a combination of noise operators instead of a single
operator to more effectively eliminate low-degree terms.

Our combination of noise operators comes from the following lemma.

Lemma 4.12 (Polynomial approximation). For any d ∈ Z≥0 and ε ∈ (0, 1/2), there are ρ0, . . . , ρd ∈
[0, 1− ε] and c0, . . . , cd ∈ R such that:

1.
∑d

j=0 cjρ
k
j = 1 for k = 0, 1, . . . , d,

2. 0 ≤
∑d

j=0 cjρ
k
j ≤ 1 for k ≥ d+ 1.

3.
∑d

j=0 |cj | ≤ 2O(d
√
ε).

Proof. The proof uses Chebyshev polynomials and other tricks, and is deferred to Appendix A.

We also prove that applying a single noise operator T eff
1−ξ to F leads to a game whose value is

exponentially decaying.

Lemma 4.13. For F : Σn → D, G : Γn → D, H : Φn → D, µ constructed as in Lemma 4.11, and
any ξ > 0, there is a constant c := c(T, µ) > 0 such that∣∣∣∣∣E(x,y,z)∼µ⊗n [T eff

1−ξF (x)G(y)H(z)

n∏
i=1

T (xi, yi, zi)]

∣∣∣∣∣ ≤ 2−cξn.

Proof. Recall that (y, z) determines x in the support of µ. Thus we can (by abuse of notation)
write T (y, z) = T (x, y, z). Let µ′ be the distribution defined as follows: sample (x, y, z) ∼ µ, then
x′ ∼ N eff

1−ξ(x), and return (x′, y, z). Then by definition,∣∣∣∣∣E(x,y,z)∼µ⊗n [T eff
1−ξF (x)G(y)H(z)

n∏
i=1

T (yi, zi)]

∣∣∣∣∣
=

∣∣∣∣∣E(x,y,z)∼(µ′)⊗n [F (x)G(y)H(z)

n∏
i=1

T (yi, zi)]

∣∣∣∣∣ .
For sufficiently small constant c := c(T, µ), we can write µ′ = cξµ+ (1− cξ)ν for the distribution µ
which is sampled as follows: sampled (x, y, z) ∼ µ conditioned on x ∈ Σ′, and then resample x ∈ Σ′
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independently. Taking a random restriction (Lemma 2.3) gives that it suffices to show that for all
F : Σn′ → D, G : Γn′ → D, H : Φn′ → D, we have

E(x,y,z)∼(µ)⊗n′ [F (x)G(y)H(z)
n′∏
i=1

T (yi, zi)] ≤ 2−cn′
.

Note that µ is connected, so it suffices to show that T is nonembeddable over supp(µ). This follows
from the fact that Lemmas 4.7 and 4.9 only use values T (x, y, z) for x ∈ Σ′ to show nonembeddability
of T .

We can now show our main analytic result, Theorem 2.

Proof of Theorem 2. By combining all our reductions in Lemmas 4.6 to 4.8 and 4.11 (which either
increase ε by polynomial factors, or decrease n by a constant), we assume that µ satisfies the relaxed
base case. Let I be the identity operator on L2(Σ

n, µ⊗n
x ). For parameters d ∈ Z≥0 (chosen later)

and ε = 1/4, let {ci}, {ρi} be as in Lemma 4.12, and define T =
∑d

j=0 cjT eff
ρj . We now write

E(x,y,z)∼µ⊗n [F (x)G(y)H(z)
n∏

i=1

T (xi, yi, zi)]

E(x,y,z)∼µ⊗n [T F (x)G(y)H(z)
n∏

i=1

T (xi, yi, zi)] + E(x,y,z)∼µ⊗n [(I − T )F (x)G(y)H(z)
n∏

i=1

T (xi, yi, zi)].

We handle the first term using Lemma 4.13. Indeed,∣∣∣∣∣E(x,y,z)∼µ⊗n [T F (x)G(y)H(z)
n∏

i=1

T (xi, yi, zi)]

∣∣∣∣∣
≤

d∑
j=0

|cj |

∣∣∣∣∣E(x,y,z)∼µ⊗n [T eff
ρj F (x)G(y)H(z)

n∏
i=1

T (xi, yi, zi)]

∣∣∣∣∣ ≤ 2O(d
√
ε)2−cεn,

by Lemma 4.13 and that ρj ≤ 1 − ε for all j by Lemma 4.12. We use Theorem 4 to handle the
second term. Indeed,∣∣∣∣∣E(x,y,z)∼µ⊗n [(I − T )F (x)G(y)H(z)

n∏
i=1

T (xi, yi, zi)]

∣∣∣∣∣
=

∣∣∣∣∣∣
n∑

k=0

(1−
d∑

j=0

cjρ
k
j )E(x,y,z)∼µ⊗n [F eff=k(x)G(y)H(z)

n∏
i=1

T (xi, yi, zi)]

∣∣∣∣∣∣
≤

n∑
k=d+1

∣∣∣∣∣E(x,y,z)∼µ⊗n [F eff=k(x)G(y)H(z)
n∏

i=1

T (xi, yi, zi)]

∣∣∣∣∣ ≤
n∑

k=d+1

2−ck(k/n)C ≤ n · 2−d(d/n)C ,

where the first inequality uses Items 1 and 2 of Lemma 4.12, and the second inequality uses
Lemma 5.1 and ∥F eff=k∥2 ≤ ∥F∥2 ≤ 1 for all k. To conclude, set d = c′n for sufficiently small
constant c′, so that the total is at most 2O(d

√
ε)2−cεn + n · 2−d(d/n)C ≤ 2−c′′n.
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5 Main Induction: No Complex Embeddings

The goal of this section is to show Theorem 4 by induction on n.

Theorem 4. If µ satisfies the relaxed base case (Definition 4.10), then there are constants c :=
c(T, µ), C := C(T, µ) > 0 such that for all G : Γn → C, H : Φn → C, and F : Σn → C that is
effectively homogeneous with effective degree d,∣∣∣∣∣E(x,y,z)∼µ⊗n [F (x)G(y)H(z)

n∏
i=1

T (xi, yi, zi)]

∣∣∣∣∣ ≤ 2−c·d(d/n)C∥F∥2∥G∥2∥H∥2.

Let P(n,d) be the class of all functions F : Σn → C such that all monomials in F have effective
degree at least d. Define

γn,d := sup
∥F∥2≤1,F∈P(n,d)

∥G∥2≤1,∥H∥2≤1

∣∣∣∣∣E(x,y,z)∼µ⊗n [F (x)G(y)H(z)

n∏
i=1

T (xi, yi, zi)]

∣∣∣∣∣ .
Theorem 4 follows from the following lemma.

Lemma 5.1. If µ satisfies the relaxed base case, then γn,d ≤ (1− c(d/n)OM (1))γn−1,d−1.

Proof of Theorem 4. Iterating Lemma 5.1 a total of d/2 times gives:

γn,d ≤ (1− c(d/n)OM (1))d/2 ≤ exp(−c · d(d/n)OM (1)).

The proof of Lemma 5.1 proceeds by performing an SVD on the functions F,G,H.

Lemma 5.2 (SVD). For a function F : Σn → C with ∥F∥2 = 1, for M = |Σ|, there are functions
F1, . . . , FM : Σn−1 → C, F ′

1, . . . , F
′
M : Σ → C, and nonnegative real numbers κ1, . . . , κM satisfying:

1. F1, . . . , FM form an orthonormal basis.

2. F ′
1, . . . , F

′
M form an orthonormal basis.

3.
∑M

r=1 κ
2
r = 1.

4. F (x) =
∑M

r=1 κrFr(x1, . . . , xn−1)F
′
r(xn) for all x ∈ Σn.

Note that each Fr ∈ P(n−1,d−1) because each F ′
r has degree 1.

For notational simplicity, let I = {1, . . . , n− 1} and J = {n}. We write xI = (x1, . . . , xn−1) and
xJ = xn. Towards showing Lemma 5.1, because F has all monomials of effective degree at least
d, we know that its effective influence satisfies Ieff [F ] ≥ d. Hence there is an index j ∈ [n] with
Ij,eff [F ] ≥ d/n. Without loss of generality, we let j = n. Let τ = d/n.

This actually implies that the average effective variance of the F ′
r is large.

Lemma 5.3. We have:
∑

r∈[M ] κ
2
rIeff [F

′
r] = In,eff [F ] ≥ τ .
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Proof. Indeed, if (xn, yn) are sampled by the distribution used to define Ieff , we know

In,eff [F ] = ExI ,(xn,yn)[|F (xI , xn)− F (xI , yn)|2] = ExI ,(xn,yn)

∣∣∣∣∣∣
∑
r∈[M ]

κrFr(xI)(F
′
r(xn)− F ′

r(yn))

∣∣∣∣∣∣
2

= ExI ,(xn,yn)

 ∑
r1,r2∈[M ]

κr1κr2Fr1(xI)Fr2(xI)(F
′
r1(xn)− F ′

r1(yn))(F
′
r2(xn)− F ′

r2(yn))


= E(xn,yn)

 ∑
r∈[M ]

κ2r |F ′
r(xn)− F ′

r(yn)|2
 =

∑
r∈[M ]

κ2rIeff [F
′
r]

Perform SVDs on F,G,H using Lemma 5.2. We write

F (x) =
M∑
r=1

κrFr(xI)F
′
r(xJ), G(y) =

M∑
s=1

λsGs(yI)G
′
s(yJ), H(z) =

M∑
t=1

µtHt(xI)H
′
t(xJ).

Define the quantities:

F̂r(s, t) := E(x,y,z)∼µ⊗I [Fr(x)Gs(y)Ht(z)
∏
i∈I

T (xi, yi, zi)],

F̂ ′
r(s, t) := E(x,y,z)∼µ[F

′
r(x)G

′
s(y)H

′
t(z)T (x, y, z)].

Then by definition we know that

E(x,y,z)∼µ⊗n [F (x)G(y)H(z)

n∏
i=1

T (xi, yi, zi)] =
∑

r,s,t∈[M ]

κrλsµtF̂r(s, t)F̂ ′
r(s, t).

5.1 Finding a Singular Value Gap

Let δ < ∆ satisfy that none of the κr, λs, µt lie in [δ,∆], and δ ≤
(

∆
CMτ

)1000M . We can find such
δ,∆ with δ ≥ τOM (1). Let R = {r : κr ≥ ∆}, S = {s : λs ≥ ∆}, T = {t : µt ≥ ∆}. Note that
because |F̂r(s, t)| ≤ γn−1,d−1, |F̂ ′

r(s, t)| ≤ 1 we know∣∣∣∣∣∣
∑

r,s,t∈[M ]

κrλsµtF̂r(s, t)F̂ ′
r(s, t)

∣∣∣∣∣∣ ≤
∣∣∣∣∣∣

∑
r∈R,s∈S,t∈T

κrλsµtF̂r(s, t)F̂ ′
r(s, t)

∣∣∣∣∣∣+ δM3γn−1,d−1. (6)

5.2 Cauchy-Schwarz and Simple Observations

For the remainder of the section, we assume that Lemma 5.1 is false for the choice of F,G,H. By
the Cauchy-Schwarz inequality we get:∣∣∣∣∣∣

∑
r∈R,s∈S,t∈T

κrλsµtF̂r(s, t)F̂ ′
r(s, t)

∣∣∣∣∣∣ ≤
√ ∑

s∈S,t∈T
λ2
sµ

2
t

∑
r∈R

|F̂r(s, t)|2
√∑

r∈R
κ2r

∑
s∈S,t∈T

|F̂ ′
r(s, t)|2. (7)

We have the following simple observations:
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Lemma 5.4. For all s, t we have:
∑

r∈[M ] |F̂r(s, t)|2 ≤ γ2n−1,d−1.

Proof. Write

F̃s,t =

∑
r∈[M ] F̂r(s, t)Fr√∑
r∈[M ] |F̂r(s, t)|2

.

Clearly ∥F̃s,t∥2 = 1. Thus, we get

∑
r∈[M ]

|F̂r(s, t)|2 =

∣∣∣∣∣E(x,y,z)∼µ⊗I

[
F̃s,t(x)Gr(y)Hs(y)

∏
i∈I

T (xi, yi, zi)

]∣∣∣∣∣
2

≤ γ2n−1,d−1.

Analogously, we have:

Lemma 5.5. For all s, t we have:
∑

r∈[M ] |F̂ ′
r(s, t)|2 ≤ 1.

Proof. The proof is identical to that of Lemma 5.4.

Lemma 5.6. For all r we have:
∑

s,t∈[M ] |F̂ ′
r(s, t)|2 ≤ 1.

Proof. This is one of the few places in the proof we use that x is determined by (y, z) under the
relaxed based case (Definition 4.10). To clarify this throughout this proof, we will write x as x(y, z).
Define the functions Us,t : Γ × Φ → C as Us,t(y, z) = G′

s(y)H
′
t(z)T (x(y, z), y, z). These functions

are orthogonal over L2(Γ× Φ, µy,z). Indeed for (s1, t1) and (s2, t2),

E(y,z)∼µy,z
[Us1,t1(y, z)Us2,t2(y, z)] = E(y,z)∼µy,z

[G′
s1(y)G

′
s2(y)H

′
t1(z)H

′
t2
(z)|T (x(y, z), y, z)|2]

= E(y,z)∼µy,z
[G′

s1(y)G
′
s2(y)H

′
t1(z)H

′
t2
(z)] = 1(s1,t1)=(s2,t2),

where we have used that µy,z is a product distribution, |T (x, y, z)| = 1 for all (x, y, z) ∈ supp(µ),
and orthogonality of the families G′

s and H ′
t. The lemma follows because F̂ ′

r(s, t) = ⟨F ′
r, Us,t⟩.

Note now that these lemmas show:∑
s∈S,t∈T

λ2
sµ

2
t

∑
r∈R

|F̂r(s, t)|2 ≤ γ2n−1,d−1 and
∑
r∈R

κ2r
∑

s∈S,t∈T
|F̂ ′

r(s, t)|2 ≤ 1.

Thus, if Lemma 5.1 fails, we must have near-equality of Lemmas 5.4 and 5.6.

Lemma 5.7. For all s ∈ S, t ∈ T we have:
∑

r∈R |F̂r(s, t)|2 ≥ (1− 4δM3

∆4 )γ2n−1,d−1.

Proof. If the contrary holds, then∑
s∈S,t∈T

λ2
sµ

2
t

∑
r∈R

|F̂r(s, t)|2 ≤ (1− 4δM3)γ2n−1,d−1,

because λs, µt ≥ ∆. Combining this with (6) and (7) would show Lemma 5.1.

Lemma 5.8. For all r ∈ R we have:
∑

s∈S,t∈T |F̂ ′
r(s, t)|2 ≥ 1− 4δM3

∆2 .
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Proof. If the contrary holds, then∑
r∈R

κ2r
∑

s∈S,t∈T
|F̂ ′

r(s, t)|2 ≤ 1− 4δM3,

because κr ≥ ∆. Combining this with (6) and (7) would show Lemma 5.1.

The remainder of the section is split into two cases depending on whether |R| < |S||T | or |R| ≥
|S||T |. The former is handled by showing that we can perturb Fr, Gs, Ht to reach a contradiction.
The latter is handled by using the one-dimensional bound guaranteed by the relaxed base case.

5.3 Handling the Case |R| < |S||T |

In this case we will show how to build functions F̃ , G̃, H̃ that violate the inductive hypothesis.
Define the |R| dimensional vectors V (s,t), defined as V

(s,t)
r = F̂r(s, t). Because |R| < |S||T |, we can

find some (s1, t1) and (s2, t2) such that |⟨V (s1,t1), V (s2,t2)⟩| is non-negligible.

Lemma 5.9. For q > d, and vectors v1, . . . , vq ∈ Cd, there is i ̸= j such that

|⟨vi, vj⟩| ≥ d−1∥vi∥2∥vj∥2.

Proof. By scaling we may assume that ∥vi∥2 = 1 for all i. Let V ∈ Cq×d be the matrix whose i-th
row is vi. Then VV∗ has entries ⟨vi, vj⟩, and has rank at most d. Hence∑

i,j

|⟨vi, vj⟩|2 = Tr((VV∗)2) ≥ d · (q/d)2 = q2/d.

Thus there is an i ̸= j with

|⟨vi, vj⟩|2 ≥
q2/d− q

q(q − 1)
=

q − d

d(q − 1)
≥ 1

d2

as long as q ≥ d+ 1.

Let (s1, t1) ̸= (s2, t2) (we do allow for s1 = s2 or t1 = t2) satisfy

|⟨V (s1,t1), V (s2,t2)⟩| ≥ |R|−1∥V (s1,t1)∥2∥V (s2,t2)∥2 ≥
1

2M
γ2n−1,d−1, (8)

where we have used Lemma 5.4.
Now we define the perturbed functions G̃, H̃. Let αs for s ∈ S and βt for t ∈ T be unit complex

variables. Let As for s ∈ S and Bt for t ∈ T be nonnegative real numbers satisfying
∑

s∈S A2
s = 1

and
∑

t∈T B2
t = 1. Define

G̃ =
∑
s∈S

αsAsGs and H̃ =
∑
t∈T

βtBtHt.

Note that ∥G̃∥2 = ∥H̃∥2 = 1. Define the coefficients

F̃r = E(x,y,z)∼µI [Fr(x)G̃(y)H̃(z)
∏
i∈I

T (xi, yi, zi)],
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and the function F̃ =
∑

r∈R F̃rFr√∑
r∈R |F̃r|2

. Then ∥F̃∥2 = 1 and thus

∑
r∈R

|F̃r|2 =

∣∣∣∣∣E(x,y,z)∼µI [F̃ (x)G̃(y)H̃(z)
∏
i∈I

T (xi, yi, zi)]

∣∣∣∣∣
2

≤ γ2n−1,d−1, (9)

for any choice of αs, βt, As, Bt by the inductive hypothesis. Expanding the leftmost term gives∑
r∈R

|F̃r|2 =
∑

r,s,t,s′,t′

αsAsαs′As′βtBtβt′Bt′F̂r(s, t)F̂r(s′, t′)

=
∑

s,t,s′,t′

αsAsαs′As′βtBtβt′Bt′⟨V (s,t), V (s′,t′)⟩.

Let us take the expectation of the previous expression over αs for s /∈ {s1, s2} and βt for t /∈ {t1, t2}
being independent, uniform unit complex variables. This gives

E
αs,s/∈{s1,s2}
βt,t/∈{t1,t2}

 ∑
s,t,s′,t′

αsαs′βtβt′⟨V (s,t), V (s′,t′)⟩


=

∑
s∈S,t∈T

A2
sB

2
t ∥V (s,t)∥22 (10)

+
∑
s∈S

t,t′∈{t1,t2},t̸=t′

A2
sβtBtβt′Bt′⟨V (s,t), V (s,t′)⟩ (11)

+
∑

s,s′∈{s1,s2},s ̸=s′

t∈T

αsAsαs′As′B
2
t ⟨V (s,t), V (s′,t)⟩ (12)

+
∑

s,s′∈{s1,s2},s ̸=s′

t,t′∈{t1,t2},t ̸=t′

αsAsαs′As′βtBtβt′Bt′⟨V (s,t), V (s′,t′)⟩. (13)

By Lemma 5.7 we know that the expression in (10) is at least (1− 4δM3

∆4 )γ2n−1,d−1. The rest of the
argument is split into subcases depending on whether s1 = s2, t1 = t2, or neither.

Case 1: We have |⟨V (s1,t1), V (s2,t2)⟩| > 4δM3

∆4 γ2n−1,d−1 for some s1 = s2 or t1 = t2: By symmetry,
we only consider the case s1 = s2. Let s = s1. In this case, the terms in (12) and (13) vanish. We
set As = 1 and all other As′ = 0. set Bt1 = 1/

√
2 and Bt2 = 1/

√
2. The the expression in (11)

simplifies to

1

2
βt1βt2⟨V (s,t1), V (s,t2)⟩+ 1

2
βt2βt1⟨V (s,t2), V (s,t1)⟩ = Re

(
βt1βt2⟨V (s,t1), V (s,t2)⟩

)
.

Thus, we should choose βt1βt2 to make the final expression a positive real number. Then its value
is |⟨V (s,t1), V (s,t2)⟩| > 4δM3

∆4 γ2n−1,d−1 by assumption. So the total sum is greater than(
1− 4δM3

∆4

)
γ2n−1,d−1 +

4δM3

∆4
γ2n−1,d−1 = γ2n−1,d−1,

a contradiction.
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Case 1 does not hold and |⟨V (s1,t1), V (s2,t2)⟩| ≥ 1
2M γ2n−1,d−1 for some s1 ̸= s2 and t1 ̸= t2:

Set As1 = As2 = Bt1 = Bt2 = 1/
√
2. We first bound the expressions in (11) and (12). Because

Case 1 does not hold, the expression in (11) can be lower bounded by

− max
s∈{s1,s2}

|⟨V (s,t1), V (s,t2)| ≥ −4δM3

∆4
γ2n−1,d−1,

and an identical bound follows for (12). The expression in (11) can be simplified to

1

4

(
αs1αs2βt1βt2⟨V (s1,t1), V (s2,t2)⟩+ αs2αs1βt2βt1⟨V (s2,t2), V (s1,t1)⟩

+ αs2αs1βt1βt2⟨V (s2,t1), V (s1,t2)⟩+ αs1αs2βt2βt1⟨V (s1,t2), V (s2,t1)⟩

)
=

1

2
Re
(
αs1αs2βt1βt2⟨V (s1,t1), V (s2,t2)⟩+ αs2αs1βt1βt2⟨V (s2,t1), V (s1,t2)⟩

)
. (14)

Define α = αs1αs2 and β = βt1βt2 . Pick α, β uniformly at random so that αβ⟨V (s1,t1), V (s2,t2)⟩ is
a positive real number. Say αβ = ω. Then E[α−1β] = E[ω−1β2] = 0, so the second term in (14)
vanishes. Thus in expectation, the total value of equations (10) to (13) is at least(

1− 4δM3

∆4

)
γ2n−1,d−1 −

4δM3

∆4
γ2n−1,d−1 −

4δM3

∆4
γ2n−1,d−1 +

1

2M
γ2n−1,d−1 > γ2n−1,d−1,

a contradiction.

5.4 Handling the Case |R| ≥ |S||T |

In this case we use the relaxed base case (Definition 4.10). We start with the following observation.

Lemma 5.10. If |R| ≥ |S||T | then for all s ∈ S, t ∈ T we have
∑

r∈R |F̂ ′
r(s, t)|2 ≥ 1− 4δM5

∆2 .

Proof. By Lemma 5.8 we know that∑
r∈R,s∈S,t∈T

|F̂ ′
r(s, t)|2 ≥ |R|

(
1− 4δM3

∆2

)
≥ |S||T |

(
1− 4δM3

∆2

)
.

Because
∑

r∈R |F̂ ′
r(s, t)|2 ≤ 1 for all s ∈ S, t ∈ T by Lemma 5.5, the conclusion follows.

For s ∈ S, t ∈ T , define the functions

F̃st =

∑
r∈R F̂ ′

r(s, t)F
′
r√∑

r∈R |F̂ ′
r(s, t)|2

.

Note that ∥F̃st∥2 = 1 and(
E(x,y,z)∼µ

[
F̃st(x)G

′
s(y)H

′
t(z)T (x, y, z)

])2
=
∑
r∈R

|F̂ ′
r(s, t)|2 ≥ 1− 4δM5

∆2
, (15)
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by Lemma 5.10. Now we leverage the relaxed base case property of µ to get that

Ieff [F̃st] ≤
(
4δM5

c∆2

) 1
100M

:= δ′,

for all s ∈ S and t ∈ T . The remainder of the proof converts this into an effective influence bound
on the F ′

r functions themselves to contradict Lemma 5.3.
In the following, treat all functions to be on the space L2(Γ × Φ, µy,z), where we recall that

(y, z) is a product distribution and determines x uniquely in the relaxed base case. Note that for
all s ∈ S, t ∈ T that

∥F̃st −G′
sH

′
tT∥2 = ∥F̃st∥22 + ∥G′

sH
′
tT∥22 − 2E(x,y,z)

[
F̃st(x)G

′
s(y)H

′
t(z)T (x, y, z)

]
≤ 8δM5

∆2
, (16)

where we have used (15) and that the expectation is real. For all r ∈ R we have∥∥∥F ′
r −

∑
s∈S,t∈T

F̂ ′
r(s, t)F̃st

∥∥∥
2
≤
∥∥∥F ′

r −
∑

s∈S,t∈T
F̂ ′
r(s, t)G

′
sH

′
tT
∥∥∥
2
+

∑
s∈S,t∈T

F̂ ′
r(s, t)

∥∥∥G′
sH

′
tT − F̃st

∥∥∥
2
.

By (16) the second term can be bounded by

∑
s∈S,t∈T

F̂ ′
r(s, t)

∥∥∥G′
sH

′
tT − F̃st

∥∥∥
2
≤ M2 · 8δM

5

∆2
=

8δM7

∆2
.

The first term can be simplified to get∥∥∥F ′
r −

∑
s∈S,t∈T

F̂ ′
r(s, t)G

′
sH

′
tT
∥∥∥
2
=
(
∥F ′

r∥22 −
∑

s∈S,t∈T
|F̂ ′

r(s, t)|2
)1/2

≤
√

4δM3

∆2
,

where we have used that the functions G′
sH

′
tT are orthonormal (see the proof of Lemma 5.6), and

Lemma 5.8. By the triangle inequality again, we get

Ieff [F
′
r] ≤ Ieff

[
F ′
r −

∑
s∈S,t∈T

F̂ ′
r(s, t)F̃st

]
+

∑
s∈S,t∈T

|F̂ ′
r(s, t)|Ieff [F̃st]

≤
∥∥∥F ′

r −
∑

s∈S,t∈T
F̂ ′
r(s, t)F̃st

∥∥∥
2
+

∑
s∈S,t∈T

|F̂ ′
r(s, t)|Ieff [F̃st]

≤
√

4δM3

∆2
+

8δM7

∆2
+M2δ′ ≤ 2M2δ′,

by our choice of δ =
(

∆
CMτ

)1000M
. This gives that∑

r∈[M ]

κ2rIeff [F
′
r] ≤ Mδ2 +

∑
r∈R

κ2rIeff [F
′
r] ≤ Mδ2 + 2M2δ′ < τ,

by the choice of δ again, because δ′ =
(
4δM5

c∆2

) 1
100M . This contradicts Lemma 5.3.
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6 Complex Embeddings: Reductions

The system f(x) + g(y) + h(z) = t(x, y, z) (mod m) has a solution for all (x, y, z) ∈ supp(µ) iff
it has a solution for all prime power factors pk of m by the Chinese remainder theorem. So we
assume m = pk for the remainder of the paper. If T is nonembeddable over D, then we are done
by Corollary 4.1. So we assume that T is embeddable over D, and hence there is an integer N and
functions a : Σ → ZpkN , b : Γ → ZpkN , c : Φ → ZpkN with

a(x) + b(y) + c(z) = N · t(x, y, z) (mod pkN).

We assume that N is minimal. Thus the equation f(x) + g(y) + h(z) = t(x, y, z) (mod pk) can be
rewritten as f̃(x) + g̃(y) + h̃(z) = 0 (mod pkN) where f̃(x) = N · f(x)− a(x).

This motivates us to apply the techniques of [BKM24] to reduce to the case where the distribution
µ is over all (x, y, z) ∈ A3 with x+ y + z = 0, where A is a finite abelian group (the master group)
that governs all abelian embeddings of µ.

6.1 Master Group and Embedding

We start by introducing the master embedding, which essentially captures all the abelian embeddings
of µ. The master embedding maps into a finite abelian group as long as µ has no Z-embeddings.

Definition 6.1 (Master Embedding). Let µ be a distribution on Σ × Γ × Φ, and let M =
max{|Σ|, |Γ|, |Φ|}. Let r = OM (1) be sufficiently large. Let (σ1, γ1, ϕ1), . . . , (σs, γs, ϕs) be all em-
beddings of µ into cyclic groups A1, . . . ,As of size at most r. Then a master embedding of µ into∏

i∈[s]Ai is given by

σm(x) = (σ1(x), . . . , σs(x)), γm(y) = (γ1(y), . . . , γs(y)), ϕm(z) = (ϕ1(z), . . . , ϕs(z)).

As argued in [BKM24], for sufficiently large r = OM (1), the master embedding captures all
embeddings that are not equal up to simple transformations.

Lemma 6.2. If µ has no Z-embeddings, then σ(x) = σ(x′) for all embeddings σ, γ, ϕ of µ if and
only if σm(x) = σm(x

′), and simliar for the y, z variables.

We also do a reduction to the embedding functions a(x)+ b(y)+ c(z) = N · t(x, y, z) (mod pkN)
to ensure that (a, b, c) are constant on the master embedding. Specifically, define ã(x) = a(x)
(mod N), and similar for b̃, c̃, and let t̃(x, y, z) = (ã(x) + b̃(y) + c̃(z))/N . We claim that the
game with target values t̃ is equivalent to the game with target value t. Indeed, note that if
f(x) + g(y) + h(z) = t(x, y, z) then for

f̃(x) = f(x) +
ã(x)− a(x)

N
, g̃(y) = g(y) +

b̃(y)− b(y)

N
, h̃(z) = h(z) +

c̃(z)− c(z)

N

we have f̃(x) + g̃(y) + h̃(z) = t̃(x, y, z) (mod pk).
Thus, from now on, we make the following assumption.

Assumption 6.3. We write N ·t(x, y, z) = a(x)+b(y)+c(z) (mod pkN) where 0 ≤ a(x), b(y), c(z) <
N for all x, y, z.

This way, we know that a, b, c is an embedding, hence it is captured by the master embedding.

Lemma 6.4. Under Assumption 6.3, (a, b, c) is an embedding. Thus, if σm(x) = σm(x
′), we have

a(x) = a(x′).
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6.2 Modest Noise Operator and Modest Influences

The goal of this section is to define the modest noise operator and modest influences.
Let µ be a distribution on Σ × Γ × Φ, and consider a set Σ′ ⊆ Σ. Let A be the master group,

and for each a ∈ A, let Σ′
a = {x ∈ Σ′ : σm(x) = a}. Create an orthonormal basis of L2(Σ, µx) called

B = B′ ∪ ∪a∈ABa as follows. Ba is an orthnormal basis for functions supported on Σ′
a that are

orthogonal to constant. B′ is an orthnormal basis for functions that are constant on each Σ′
a.

Any function F ∈ L2(Σ
n, µ⊗n

x ) can be written as F =
∑

χ∈B⊗n F̂ (χ)χ. For a character χ, define
its modest degree as moddeg(χ) = {i : χi ∈ ∪a∈ABa}. This allows us to define the modest degree
decomposition

Fmodest=i =
∑

χ∈B⊗n:moddeg(χ)=i

F̂ (χ)χ.

Now define the modest influence as

Imodest[F ] =
∑
i∈[n]

Ii,modest[F ] = E(x,y)∈Σn [|F (x)− F (y)|2],

where (x, y) are sampled as follows. Sample x ∈ Σn according to µ⊗n
x . If xi /∈ Σ′ set yi = xi.

Otherwise, set yi to be from µx conditioned on yi ∈ Σ′
σm(xi)

.
Analogous to the case of standard influences we know that

Ii,modest[F ] =
∑

χ∈B⊗n,χi∈B\B′

|F̂ (χ)|2 and Imodest[F ] =
∑

χ∈B⊗n

moddeg(χ)|F̂ (χ)|2.

We finally define the modest noise operator T modest
1−ρ . Define T modest

1−ρ F (x) = Ey∼Nmodest
1−ρ (x)[F (y)],

where Nmodest
1−ρ (x) is the following distribution. For each i ∈ [n], with probability 1− ρ, set yi = xi.

Otherwise with probability ρ, do the following. If xi ∈ Σ \ Σ′, set yi = xi. Otherwise, sample yi
from µx conditioned on yi ∈ B′

σm(xi)
. Analogous to the standard noise operator, we have

T modest
1−ρ F =

∑
0≤i≤n

(1− ρ)iFmodest=i.

6.3 Saturating the Master Embedding via Path Tricks

The goal of this section is to perform multiple path tricks as in Section 4.1. This is with two goals
in mind. The first is to enlarge the sets {σm(x) : x ∈ Σ}, {γm(y) : y ∈ Γ}, {ϕm(z) : z ∈ Φ} until each
of them forms a group. In fact, it is easy to argue that the three groups must be identical.

The secondary goal will be to work towards establishing a variation of the relaxed base case.
Throughout this section, µ, t will denote a distribution and target value, and f : Σn → Zn

m, g :
Γn → Zn

m, h : Φn → Zn
m will be strategies. Let the winning probability of f, g, h be represented as

valµ,t(f, g, h) = Pr
(x,y,z)∼µ⊗n

[f(x)i + g(y)i + h(z)i = t(xi, yi, zi) (mod m) ∀ i = 1, 2, . . . , n] .

Lemma 6.5. Let µ, t represent a game of value less than 1, and let valµ,t(f, g, h) ≥ ε. If µ+

represents the result of applying a path trick to µ with r steps (Definition 4.3), then there is t+ such
that µ+, t+ has value less than 1, and there are f̃ , g̃, h̃ with valµ+,t+(f̃ , g̃, h̃) ≥ ε2

r .

27



Proof. Without loss of generality, let µ+ be the result of an x path trick. In this case, we set

t+(x⃗, y1, z2r−1−1) =

2r−1∑
i=1

t(xi, yi, zi)−
2r−1−1∑
i=1

t(x′i, yi+1, zi).

This definition actually does not depend on y2, . . . , y2r−1 , z1, . . . , z2r−1−2. Indeed, because a(x) +
b(y) + c(z) = N · t(x, y, z) (mod pkN) we have

N · t+(x⃗, y1, z2r−1−1) =

2r−1∑
i=1

a(xi)−
2r−1−1∑
i=1

a(x′i) + b(y1) + c(z2r−1−1) (mod pkN),

so t+ is uniquely determined modulo pk.
Now, µ+, t+ has value less than 1 because for all (x, y, z) ∈ supp(µ), we have t+((x, . . . , x), y, z) =

t(x, y, z). We will show the following by induction.

Pr
x1,x′

1,...,x2r−1 ,x′
2r−1

y1,...,y2r−1+1
z1,...,z2r−1

2r−1∑
i=1

f(xi)− f(x′i) + g(y1)− g(y2
r−1+1) =

2r−1∑
i=1

t(xi, yi, zi)− t(x′i, yi+1, zi)

 ≥ ε2
r
.

(17)

Let us establish the case r = 1. Because valµ,t(f, g, h) ≥ ε, we get

ε2 ≤ Ez

[
Pr

(x1,y1,z1)∼µ)
[f(x1) + g(y1)− t(x1, y1, z1) = h(z1)|z1 = z]

]2
≤ Ez′

[
Pr

(x1,y1,z1)∼µ)
[f(x1) + g(y1)− t(x1, y1, z1) = h(z1)|z1 = z]2

]
= Ez Pr

(x1,y1,z1)∼µ
(x′

1,y2,z1)∼µ

[f(x1) + g(y1)− t(x1, y1, z1) = f(x2) + g(y2)− t(x2, y2, z1) = h(z1)|z1 = z]

≤ Ez Pr
(x1,y1,z1)∼µ
(x′

1,y2,z1)∼µ

[f(x1)− f(x2) + g(y1)− g(y2) = t(x1, y1, z1)− t(x′1, y2, z1)|z1 = z] (18)

= Pr
x1,x′

1
y1,y2
z1

[f(x1)− f(x′1) + g(y1)− g(y2) = t(x1, y1, z1)− t(x′1, y2, z1)]. (19)

We complete the induction with a similar approach. By induction

ε2
r+1 ≤ Ey2r−1+1

 Pr
x1,x′

1,...,x2r−1 ,x′
2r−1

y1,...,y2r−1
z1,...,z2r−1

2r−1∑
i=1

f(xi)− f(x′i) + g(y1)− g(y2
r−1+1) =

2r−1∑
i=1

t(xi, yi, zi)− t(x′i, yi+1, zi)



2

≤ Ey2r−1+1

 Pr
x1,x′

1,...,x2r−1 ,x′
2r−1

y1,...,y2r−1
z1,...,z2r−1

2r−1∑
i=1

f(xi)− f(x′i) + g(y1)− g(y2
r−1+1) =

2r−1∑
i=1

t(xi, yi, zi)− t(x′i, yi+1, zi)

2

 .

Expanding the last expression and removing the g(y2r−1+1) like in (18), (19) completes the induction.
To conclude, we discuss the choices of f̃ , g̃, h̃. We set f̃(x⃗) =

∑2r−1

i=1 f(xi) −
∑2r−1−1

i=1 f(x′i) and
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g̃(y) = y. Finally, for each z ∈ Φ we randomly choose h̃(z) as follows: generate (x, y, z′) from µ
conditioned on z′ = z, and set h̃(z) = t(x, y, z′) − f(x) − g(y). Then (17) exactly tells us that
E
h̃
[valµ+,t+(f̃ , g̃, h̃)] ≥ ε2

r as desired.

We study how embeddings evolve under the path trick.

Lemma 6.6. Let µ+ be the result of applying an x path trick to µ. If σ+, γ+, ϕ+ is an embedding of
µ+, then there must be an embedding σ, γ, ϕ of µ such that γ+(y) = b(y) for all y ∈ Γ, ϕ+(z) = ϕ(z)

for all z ∈ Φ, and σ+(x⃗) =
∑2r−1

i=1 σ(xi)−
∑2r−1−1

i=1 σ(x′i).

Proof. Recall that ((x, . . . , x), y, z) ∈ supp(µ+). Thus, there is are embeddings σ, γ, ϕ of µ with
γ+(y) = γ(y) and ϕ+(z) = ϕ(z). If (x⃗, y1, z2r−1−1) ∈ supp(µ+), then

σ+(x⃗) = −γ(y1)− ϕ(z2r−1−1) =
2r−1∑
i=1

σ(xi)−
2r−1−1∑
i=1

σ(x′i).

Finally, we discuss how to augment the image of the master embedding.

Lemma 6.7. Consider the following sequence of steps to a distribution µ.

1. Perform a z path trick with r > log2M .

2. Perform a y path trick with r > log2M .

3. Perform a x path trick with r = 2.

Then if µ had master embeddings σm, γm, ϕm, then the new distribution µ+ has master embeddings
σ+
m , γ

+
m , ϕ

+
m generated according to Lemma 6.6. In particular, Image(γm) ⊆ Image(γ+m ), Image(ϕm) ⊆

Image(ϕ+
m), and for all x1, x2, x3 ∈ Σ we have σm(x1)− σm(x2) + σm(x3) ∈ Image(σ+

m ).

Proof. Everything before the final sentence follows from Lemma 6.6. Let µ′, µ′′ after step 1, 2
respectively. In µ′, (x, y) has full support. In µ′′, (x, z) has full support, and for all x ∈ Σ, y ∈ Γ there
is some z with (x, (y, . . . , y), z) ∈ supp(µ′′). Now, we find a path containing any x1, x2, x3 ∈ Σ. Pick
a y ∈ Γ. Let z1, z2 be such that (x1, (y, . . . , y), z1) ∈ supp(µ′′) and (x2, (y, . . . , y), z2) ∈ supp(µ′′).
Because (x, z) has full support in µ′′, there is y⃗ with (x3, y⃗, z2) ∈ supp(µ′′), as desired.

By shifting, assume that 0 ∈ Image(σm), Image(γm), Image(ϕm).

Lemma 6.8 (Saturated embedding). Let µ, t represent a game of value less than 1, with strategies
f, g, h with valµ,t(f, g, h) ≥ ε. Then there is a game µ+, t+ of value less than 1, and strategies f̃ , g̃, h̃

with valµ+,t+(f̃ , g̃, h̃) ≥ εOM (1). Additionally:

1. The master embeddings σm, γm, ϕm of µ+ satisfy for some finite group A:

Image(σm) = Image(γm) = Image(ϕm) = A.

2. (y, z) has full support in µ+.

Proof. Repeating Lemma 6.7 multiple times, and its symmetric y, z versions, we eventually reach
a distribution µ+ where Image(σm), Image(γm), Image(ϕm) are subgroups. These must be the same
subgroup because (say) (x, y) has full support. Then for any a ∈ Image(σm), b ∈ Image(γm), we
know that −a − b ∈ Image(ϕm). Let A = Image(σm). Item 2 can be guaranteed by applying one
more x path trick. The bound valµ+,t+(f̃ , g̃, h̃) ≥ εOM (1) follows since we apply Lemma 6.5 a finite
number of times.
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6.4 Merging Symbols

We apply symbol merging in this section as in Section 4.2.

Lemma 6.9. Let (µ, t) be a game of value less than 1, with strategies f, g, h with valµ,t(f, g, h) ≥ ε.
Then there is a distribution µ′ with {(rep(x), y, z) : (x, y, z) ∈ supp(µ)} ⊆ supp(µ′), t′ on supp(µ′)
with game value less than 1, and strategy f̃ such that valµ′,t′(f̃ , g, h) ≥ ε2M .

Proof. To avoid repeating arguments, we will show this by combining Lemmas 2.1 and 4.7. We
use the same notation as the proof of Lemma 4.7. In particular, µ′ is still given by the random
walk between Σ and (Γ × Φ), and we let N · t′(x, y, z) = a(x) + b(y) + c(z) (mod pkN). Clearly,
(µ′, t′) has game value less than 1 because t′(x, y, z) = t(x, y, z) for (x, y, z) ∈ supp(µ). Finally,
we set f̃(x) as follows: pick (y, z) as a random neighbor of x propotional to mass in µ, and set
f̃(x) = t(x, y, z)− g(y)− h(z). Define F̃S , GS , HS as in Lemma 2.1, and RS(y, z) = GS(y)Hs(z).

E
f̃
[valµ′,t′(f̃ , g, h)] = ES∈Zn

m
E
f̃
[F̃ ∗

SA(D−1
yz A

∗D−1
x A)M−1RS ]

= ES∈Zn
m

[
(D1/2

yz RS)
∗(D−1/2

yz A∗D−1
x AD−1/2

yz )MD1/2
yz RS

]
≥ ES∈Zn

m

[
(R∗

SA
∗D−1

x ARS)
M
]
≥ ES∈Zn

m

[
R∗

SA
∗D−1

x ARS

]M
≥ ES∈Zn

m
[|FS

∗
ARS |2]M ≥ ES∈Zn

m
[FS

∗
ARS ]

2M

= valµ,t(f, g, h)
2M ≥ ε2M ,

where we have applied Jensen’s inequality and Lemma 2.1 several times.

Now we show that we can reduce to when the support is exactly (rep(x), y, z). This is essentially
a repeat of the arguments in Lemmas 4.8 and 4.9.

Lemma 6.10. Let (µ, t) be a game of value less than 1, with strategies f, g, h with valµ,t(f, g, h) ≥ ε.
Then there is a distribution µ− with support {(rep(x), y, z) : (x, y, z) ∈ supp(µ)}, (y, z) is a product
distribution, t− on supp(µ−) with game value less than 1, and strategies f̃ , g̃, h̃ on n′ ≥ cn variables
with valµ−,t−(f̃ , g̃, h̃) ≥ ε2M/2.

Proof. We may assume that (µ, t) are as constructed in Lemma 6.9. Then µ−, t−, f̃ , g̃, h̃ are formed
by taking a random restriction. It suffices to show that (µ−, t−) has game value less than 1. We
show that otherwise, the two player game on Σ×(Γ×Φ) with target value t(x, y, z) was unwinnable,
so we can apply a two-player parallel repetition theorem to reach a contradiction [Raz98]. Indeed,
assume there are strategies r(x)+ s(y, z) = t(x, y, z) (mod m), and f(x)+ g(y)+h(z) = t−(x, y, z)
for (x, y, z) ∈ supp(µ−). Then clearly

t(x, y, z) = r(x) + s(y, z) = (r(x)− r(rep(x)) + r(rep(x)) + s(y, z)

= (r(x)− r(rep(x)) + t−(x, y, z) = [f(x) + r(x)− r(rep(x))] + g(y) + h(z),

so t admits a strategy with value 1, a contradiction.

6.5 Establishing the Master Relaxed Base Case

The goal of this section is to establish an analogue of the relaxed base case in this setting.

Definition 6.11 (Master relaxed base case). We say that a distribution µ on Σ×Γ×Φ and Σ′ ⊆ Σ
satisfies the master relaxed base case if:
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• µy,z is a product distribution.

• (y, z) uniquely determines x in supp(µ).

• For functions G : Γ → C, H : Φ → C, and F : Σ → C with

Imodest[F ] = Ex,x′∼µx [1x,x′∈Σ′1σm(x)=σm(x′)|F (x)− F (x′)|2] ≥ τ∥F∥22,

we have for a constant c := c(µ) and M = max{|Σ|, |Γ|, |Φ|} that

E(x,y,z)∼µ[F (x)G(y)H(z)] ≤ (1− cτ100M )∥F∥2∥G∥2∥H∥2.

As in Lemma 4.11, we show that applying two path tricks, merging, and taking a random
restriction results in a distribution µ that satisfies the master relaxed base case. In the next section,
it will be important to remember that we got to a distribution satisfying the relaxed base case in
this manner, because we require that the original distribution is contained inside it.

Lemma 6.12. Consider a distribution µ on Σ×Γ×Φ. Perform the following sequence of operations
to µ.

1. Apply the path trick (Lemma 6.5) to µ on coordinate y to reach a distribution µ(1) on Σ ×
Γ+ × Φ.

2. Apply the path trick (Lemma 6.5) to µ(1) on coordinate x to reach a distribution µ(2) on
Σ+ × Γ+ × Φ.

3. Merge symbols in Σ+ using (Lemma 6.10) to reach a distribution µ(3).

4. Random restrict µ(3) so that (y, z) is uniform. Call this distribution µ+.

5. Set Σ′ = {rep((x, . . . , x)) : x ∈ Σ}.

Then µ+ satisfies the master relaxed base case with the set Σ′.

Proof. The first two items of Definition 6.11 are satisfied by construction. We focus on the last
item.

Relabel Σ+,Γ+ as Σ,Γ for simplicity. Start with the observation that Ex∼µx [1x∈Σ′ |F (x)|2] ≥
τ∥F∥22. Assume that ∥F∥2 = ∥G∥2 = ∥H∥2 = 1. For simplicity of notation, we use ≲,≳ in this
proof to suppress constants depending on M,µ.

Let us multiply F (x) pointwise by the same unit complex number so that

E(x,y,z)∼µ [F (x)G(y)H(z)]

is a positive real number. We may assume this throughout. Then we have the equality∣∣E(x,y,z)∼µ [F (x)G(y)H(z)]
∣∣ = 1− 1

2
E(x,y,z)∼µ

[
|F (x)−G(y)H(z)|2

]
.

Assume for contradiction that |F (x)−G(y)H(z)|2 ≤ cτ100M for all (x, y, z) ∈ supp(µ). In particular,
||F (x)| − |G(y)||H(z)|| ≤ cτ50M .

As in the proof of Lemma 4.11, we can establish that |F (x)|, |G(y)|, |H(z)| ≳ τM/2 for all
x ∈ Σ, y ∈ Γ, z ∈ Φ. Now, we actually establish that |F (x)| must be nearly constant by using that
µ has no Z-embeddings. Recall that ||F (x)| − |G(y)||H(z)|| ≲ τ50M . Using that |F (x)| ≳ τM/2
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gives us |1− |F (x)|−1|G(y)||H(z)|| ≲ τ49M . Define f ′(x) = − log |F (x)|, g′(y) = log |G(y)|, h′(z) =
log |H(z)|. Then we get

|f ′(x) + g′(y) + h′(z)| ≲ τ49M for all (x, y, z) ∈ supp(µ),

i.e., f ′, g′, h′ are approximately a Z-embedding. By the Dirichlet approximation theorem, for N =
(Cτ)9M , there is some q ≤ N and integers σ(x), γ(y), ϕ(z) with∣∣∣∣f ′(x)− σ(x)

q

∣∣∣∣ ≤ 1

qN1/(3M)
,

∣∣∣∣g′(y)− γ(y)

q

∣∣∣∣ ≤ 1

qN1/(3M)
,

∣∣∣∣h′(z)− ϕ(z)

q

∣∣∣∣ ≤ 1

qN1/(3M)
.

Thus

|σ(x) + γ(y) + ϕ(z)| ≤ q|f ′(x) + g′(y) + h′(z)|+ 3

N1/(3M)
≲ Nτ49M + 3(Cτ)−3 < 1.

Hence σ, γ, ϕ form a Z-embedding, so they are all constant. Thus

| log |F (x)| − log |F ′(x)|| ≤ 1

N1/(3M)
= (Cτ)−3,

so |1− |F (x)|/|F (x′)|| ≲ (Cτ)−3 for all x, x′.
To conclude, we will establish that the arguments of F (x) are nearly constant. Recall that

|F (x)−G(y)H(z)| ≲ τ50M and |F (x)|, |G(y)|, |H(z)| ≳ τM/2, so

τ49M ≳

∣∣∣∣∣ F (x)

|F (x)|
− G(y)

|G(y)|
H(z)

|H(z)|

∣∣∣∣∣ =
∣∣∣∣1− F (x)

|F (x)|
G(y)

|G(y)|
H(z)

|H(z)|

∣∣∣∣ .
Let f ′(x) = arg(F (x))/(2π), g′(y) = arg(G(y))/(2π), h′(z) = arg(H(z))/(2π). A direct calculation
gives that ∥f ′(x) + g′(y) + h′(z)∥R/Z ≲ τ49M , i.e. f ′, g′, h′ nearly form an embedding. Applying
Dirichlet approximation again gives∣∣∣∣f ′(x)− σ(x)

q

∣∣∣∣ ≤ 1

qN1/(3M)
,

∣∣∣∣g′(y)− γ(y)

q

∣∣∣∣ ≤ 1

qN1/(3M)
,

∣∣∣∣h′(z)− ϕ(z)

q

∣∣∣∣ ≤ 1

qN1/(3M)
.

This gives that∥∥∥∥1q (σ(x) + γ(y) + ϕ(z))

∥∥∥∥
R/Z

≤ ∥f ′(x) + g′(y) + h′(z)∥R/Z +
3

qN1/(3M)
< 1/q.

Thus, σ(x) + γ(y) + ϕ(z) ≡ 0 (mod q), i.e. forms an embedding. Thus, for any x, x′ with σm(x) =
σm(x

′) we have σ(x) = σ(x′) by the definition of the master embedding. Thus, for any x, x′ with
σm(x) = σm(x

′) we have that |f ′(x)− f ′(x′)| ≤ (Cτ)−3. Combining this with |1− |F (x)|/|F (x′)|| ≲
(Cτ)−3 for all x, x′ gives |F (x)−F (x′)| ≲ τ−3 for any σm(x) = σm(x

′), contradicting the hypothesis.

6.6 Applying the Modest Noise Operator

In Section 7 we will show the following bound on functions with high modest degree.

Theorem 5. If µ satisfies the master relaxed base case (Definition 6.11), then for any G : Γn → C,
H : Φn → C, and F : Σn → C that with all terms having modest degree at least d:∣∣E(x,y,z)∼µ⊗n [F (x)G(y)H(z)]

∣∣ ≤ 2−c·d(d/n)C∥F∥2∥G∥2∥H∥2.
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We will apply this bound to reduce to studying functions that are constant on the master
embedding. The idea is to apply the modest noise operator, apply Theorem 5 to remove the high-
degree terms, and then take a random restriction onto a distribution that distributes mass equally
over inputs with the same master embedding.

Lemma 6.13. Let µ be a saturated distribution on Σ×Γ×Φ, and let ν be a distribution on A×Γ×Φ
sampled as follows: sample (y, z) ∼ µy,z, and return (−σm(y)− σm(z), y, z).

For any constant c′ > 0, for all sufficiently small c (in terms of c′), and valt,µ(f, g, h) ≥ ε for
ε ≥ 2−cn, there are strategies f̃ , g̃, h̃ on n/8 coordinates with valν,t(f̃ , g̃, h̃) ≳ εOM (1)/2c

′n.

Proof. Perform path tricks and merging as in Lemma 6.12 to transform µ into µ+ which satisfies
the master relaxed base case. For simplicity, relabel f, g, h as the resulting strategies. Note that
this reduces n by a constant, due to random restrictions, and valµ+,t(f, g, h) ≥ ε′ for ε′ = εOM (1).

Let d ∈ Z>0 be chosen later, ε̂ = 1/4, and {ci}, {ρi} as in Lemma 4.12 for ε := ε̂. Let
T =

∑d
j=0 cjT modest

ρj . Let FS , GS , HS be as defined in Lemma 2.1. Let a, b, c and N satisfy a(x) +

b(y) + c(z) = N · t(x, y, z) (mod pkN), and define

A(x) := exp

(
2πi · a(x)

pkN

)
, B(y) := exp

(
2πi · b(y)

pkN

)
, and C(z) := exp

(
2πi · c(z)

pkN

)
.

For S ⊆ Zn
m, define AS(x) =

∏
i∈[n]A(x)Si , so that TS(x, y, z) = AS(x)BS(y)CS(z) for all (x, y, z) ∈

supp(µ). By Lemma 2.1,

valµ+,t(f, g, h) = E(x,y,z)∼(µ+)⊗n [FS(x)GS(y)HS(z)TS(x, y, z)]

= E(x,y,z)∼(µ+)⊗n [(I − T )(ASFS)(x)(BSGS)(y)(CSHS)(z)]

+ E(x,y,z)∼(µ+)⊗n [T (ASFS)(x)(BSGS)(y)(CSHS)(z)] .

We will bound the first term using Theorem 5. Indeed,∣∣E(x,y,z)∼(µ+)⊗n [(I − T )(ASFS)(x)(BSGS)(y)(CSHS)(z)]
∣∣

=

∣∣∣∣∣∣
n∑

k=0

(1−
d∑

j=0

cjρ
k
j )E(x,y,z)∼(µ+)⊗n [(ASFS)

modest=k(x)(BSGS)(y)(CSHS)(z)]

∣∣∣∣∣∣
≤

n∑
k=d+1

2−ck(k/n)C ≤ n · 2−cd(d/n)C ,

where we have used Lemma 4.12 and Lemma 7.1. For the choice d = c′n for c′ ≍ c1/(C+1), we know
that 2−Ω(d(d/n)C) ≤ ε′/2, because ε′ ≥ 2−cn. Thus Lemma 2.1 and triangle inequality give

d∑
j=0

|cj |
∣∣∣ES∼Zn

m
E(x,y,z)∼(µ+)⊗n [T modest

ρj (ASFS)(x)(BSGS)(y)(CSHS)(z)]
∣∣∣

≥ valµ+,t(f, g, h)− ε′/2 ≥ ε′/2.

Because
∑k

j=1 |cj | ≤ 2O(d) by Lemma 4.12, there is some j with∣∣∣ES∼Zn
m
E(x,y,z)∼(µ+)⊗n [T modest

ρj (ASFS)(x)(BSGS)(y)(CSHS)(z)]
∣∣∣ ≥ ε′/2O(d) ≳ εOM (1)/2O(c′n).
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Define the distribution µ′ as follows: take a sample (x, y, z) ∼ µ+, and then resample x′ ∼
Nmodest

1−ρj
(x). Then the above expression equals∣∣ES∼Zn

m
E(x,y,z)∼(µ′)⊗n [(ASFS)(x)(BSGS)(y)(CSHS)(z)]

∣∣ = valt,µ′(f, g, h),

by Lemma 2.1 again. Thus valt,µ′(f, g, h) ≳ εOM (1)/2O(c′n). Formally, we need to define the tensor
t on the support of µ′. However, by Lemma 6.4 we know that for any x, σm is constant on the
support of Nmodest

1−ρj
(x), so t just inherits its value.

To conclude the proof, we will take a random restriction of µ′. Note that all atoms have
in µ′ value at least 1 − ρj ≥ ε̂ for all j = 0, 1, . . . , d, by Lemma 4.12. By construction, µ+

contained all points of the form (rep((x, . . . , x)), (y, . . . , y), z) for (x, y, z) ∈ supp(µ). Thus we can
take a random restriction onto a distribution ν supported on (x′, y, z) for all (y, z) ∈ supp(µ) and
σm(x

′) = σm(rep(x)) = −σm(y)− σm(z). The random restriction reduces n to at least n′ = ε̂n/2 =
n/8 coordinates, and only affects the winning probability by an exponentially small amount (see
Lemma 2.3).

Apply Lemma 6.13 to reduce to a distribution µ on A × Γ × Φ. Because (y, z) is already a
product distribution in the master relaxed base case, we can take another random restriction so
make γm(y), ϕm(z) uniform over A. Thus, we have reduced to the distribution on A3 which is
uniform over all (x, y, z) ∈ A3 with x + y + z = 0. Theorem 3, whose proof is based on additive
combinatorics (as in [BKM23c]), shows that in this case, ε ≤ 2−cn. This completes the proof of
Theorem 1, after we show Theorem 5 and Theorem 3.

7 Main Induction: Complex Embeddings

This section is dedicated to proving Theorem 5. The proof is nearly identical to that of Theorem 4.

Theorem 5. If µ satisfies the master relaxed base case (Definition 6.11), then for any G : Γn → C,
H : Φn → C, and F : Σn → C that with all terms having modest degree at least d:∣∣E(x,y,z)∼µ⊗n [F (x)G(y)H(z)]

∣∣ ≤ 2−c·d(d/n)C∥F∥2∥G∥2∥H∥2.

Define Q(n,d) to be the set of functions F : Σn → C all of whose terms have modest degree at
least d. Define

γn,d := sup
∥F∥2≤1,F∈Q(n,d)

∥G∥2≤1,∥H∥2≤1

∣∣E(x,y,z)∼µ⊗n [F (x)G(y)H(z)]
∣∣ .

Then Theorem 5 follows from the following lemma.

Lemma 7.1. If µ satisfies the master relaxed base case, then γn,d ≤ (1− c(d/n)OM (1))γn−1,d−1.

Proof of Theorem 5. Apply Lemma 7.1 a total of d/2 times, giving

γn,d ≤ (1− c(d/n)OM (1))d/2 ≤ exp(−c · d(d/n)OM (1)).

The remainder of the section is devoted to establishing Lemma 7.1. Because F ∈ Q(n,d) we know
that Imodest[F ] ≥ d, so τ := Ij,modest[F ] ≥ d/n for some j. Without loss of generality, let j = n, and
perform an SVD (Lemma 5.2) to write F (x) =

∑M
r=1 κrFr(xI)F

′
r(xn).

Analogous to Lemma 5.3, the sum of modest influences of the F ′
r are large.
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Lemma 7.2. We have:
∑

r∈[M ] κ
2
rImodest[F

′
r] = In,modest[F ] ≥ τ .

Proof. Indeed, if (xn, yn) are sampled by the distribution used to define Imodest, we know

In,modest[F ] = ExI ,(xn,yn)[|F (xI , xn)− F (xI , yn)|2]

= ExI ,(xn,yn)

∣∣∣∣∣∣
∑
r∈[M ]

κrFr(xI)(F
′
r(xn)− F ′

r(yn))

∣∣∣∣∣∣
2

= ExI ,(xn,yn)

 ∑
r1,r2∈[M ]

κr1κr2Fr1(xI)Fr2(xI)(F
′
r1(xn)− F ′

r1(yn))(F
′
r2(xn)− F ′

r2(yn))


= E(xn,yn)

 ∑
r∈[M ]

κ2r |F ′
r(xn)− F ′

r(yn)|2
 =

∑
r∈[M ]

κ2rImodest[F
′
r]

Given the SVDs

F (x) =
∑
r∈[M ]

κrFr(xI)F
′
r(xJ), G(y) =

∑
s∈[M ]

λsGs(xI)G
′
s(xJ), H(z) =

∑
t∈[M ]

µtHt(zI)H
′
t(zJ),

define the quantities

F̂r(s, t) := E(x,y,z)∼µ⊗I [Fr(x)Gs(y)Ht(z)]

F̂ ′
r(s, t) := E(x,y,z)∼µ[F

′
r(x)G

′
s(y)H

′
t(z)].

Then by definition we have that

E(x,y,z)∼µ⊗n [F (x)G(y)H(z)] =
∑

r,s,t∈[M ]

κrλsµtF̂r(s, t)F̂ ′
r(s, t).

7.1 Finding a Singular Value Gap

Let δ < ∆ satisfy that none of the κr, λs, µt lie in [δ,∆], and δ ≤
(

∆
CMτ

)1000M . We can find such
δ,∆ with δ ≥ τOM (1). Let R = {r : κr ≥ ∆}, S = {s : λs ≥ ∆}, T = {t : µt ≥ ∆}. Note that
because |F̂r(s, t)| ≤ γn−1,d−1, |F̂ ′

r(s, t)| ≤ 1 we know∣∣∣∣∣∣
∑

r,s,t∈[M ]

κrλsµtF̂r(s, t)F̂ ′
r(s, t)

∣∣∣∣∣∣ ≤
∣∣∣∣∣∣

∑
r∈R,s∈S,t∈T

κrλsµtF̂r(s, t)F̂ ′
r(s, t)

∣∣∣∣∣∣+ δM3γn−1,d−1. (20)

7.2 Cauchy-Schwarz and Simple Observations

For the remainder of the section, we assume that Lemma 7.1 is false for the choice of F,G,H. By
the Cauchy-Schwarz inequality we get:∣∣∣∣∣∣

∑
r∈R,s∈S,t∈T

κrλsµtF̂r(s, t)F̂ ′
r(s, t)

∣∣∣∣∣∣ ≤
√ ∑

s∈S,t∈T
λ2
sµ

2
t

∑
r∈R

|F̂r(s, t)|2
√∑

r∈R
κ2r

∑
s∈S,t∈T

|F̂ ′
r(s, t)|2. (21)

The following simple observations are analogous to their counterparts Lemmas 5.4 to 5.8 in Section 5.
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Lemma 7.3. For all s, t we have:
∑

r∈[M ] |F̂r(s, t)|2 ≤ γ2n−1,d−1.

Lemma 7.4. For all s, t we have:
∑

r∈[M ] |F̂ ′
r(s, t)|2 ≤ 1.

Lemma 7.5. For all r we have:
∑

s,t∈[M ] |F̂ ′
r(s, t)|2 ≤ 1.

Lemma 7.6. For all s ∈ S, t ∈ T we have:
∑

r∈R |F̂r(s, t)|2 ≥ (1− 4δM3

∆4 )γ2n−1,d−1.

Lemma 7.7. For all r ∈ R we have:
∑

s∈S,t∈T |F̂ ′
r(s, t)|2 ≥ 1− 4δM3

∆2 .

The case |R| < |S||T | is handled identically to Section 5.3 (imagine that the tensor T ≡ 1). So
in the remainder of the section, we focus on the case |R| ≥ |S||T |.

7.3 Handling the Case |R| ≥ |S||T |

In this case we use the master relaxed base case (Definition 4.10). We use the analogue of
Lemma 5.10, whose proof is identical.

Lemma 7.8. If |R| ≥ |S||T | then for all s ∈ S, t ∈ T we have
∑

r∈R |F̂ ′
r(s, t)|2 ≥ 1− 4δM5

∆2 .

For s ∈ S, t ∈ T , define the functions

F̃st =

∑
r∈R F̂ ′

r(s, t)F
′
r√∑

r∈R |F̂ ′
r(s, t)|2

.

Note that ∥F̃st∥2 = 1 and(
E(x,y,z)∼µ

[
F̃st(x)G

′
s(y)H

′
t(z)

])2
=
∑
r∈R

|F̂ ′
r(s, t)|2 ≥ 1− 4δM5

∆2
, (22)

by Lemma 7.8. Now we leverage the master relaxed base case property of µ to get that

Imodest[F̃st] ≤
(
4δM5

c∆2

) 1
100M

:= δ′,

for all s ∈ S and t ∈ T . The remainder of the proof converts this into an effective influence bound
on the F ′

r functions themselves to contradict Lemma 7.2.
In the following, treat all functions to be on the space L2(Γ × Φ, µy,z), where we recall that

(y, z) is a product distribution and determines x uniquely in the relaxed base case. Note that for
all s ∈ S, t ∈ T that

∥F̃st −G′
sH

′
t∥2 = ∥F̃st∥22 + ∥G′

sH
′
t∥22 − 2E(x,y,z)

[
F̃st(x)G

′
s(y)H

′
t(z)

]
≤ 8δM5

∆2
, (23)

where we have used (22) and that the expectation is real. For all r ∈ R we have∥∥∥F ′
r −

∑
s∈S,t∈T

F̂ ′
r(s, t)F̃st

∥∥∥
2
≤
∥∥∥F ′

r −
∑

s∈S,t∈T
F̂ ′
r(s, t)G

′
sH

′
t

∥∥∥
2
+

∑
s∈S,t∈T

F̂ ′
r(s, t)

∥∥∥G′
sH

′
t − F̃st

∥∥∥
2
.

By (23) the second term can be bounded by∑
s∈S,t∈T

F̂ ′
r(s, t)

∥∥∥G′
sH

′
t − F̃st

∥∥∥
2
≤ M2 · 8δM

5

∆2
=

8δM7

∆2
.

36



The first term can be simplified to get∥∥∥F ′
r −

∑
s∈S,t∈T

F̂ ′
r(s, t)G

′
sH

′
t

∥∥∥
2
=
(
∥F ′

r∥22 −
∑

s∈S,t∈T
|F̂ ′

r(s, t)|2
)1/2

≤
√

4δM3

∆2
,

where we have used that the functions G′
sH

′
t are orthonormal (because µy,z is a product distribution),

and Lemma 7.7. By the triangle inequality again, we get

Imodest[F
′
r] ≤ Imodest

[
F ′
r −

∑
s∈S,t∈T

F̂ ′
r(s, t)F̃st

]
+

∑
s∈S,t∈T

|F̂ ′
r(s, t)|Imodest[F̃st]

≤
∥∥∥F ′

r −
∑

s∈S,t∈T
F̂ ′
r(s, t)F̃st

∥∥∥
2
+

∑
s∈S,t∈T

|F̂ ′
r(s, t)|Imodest[F̃st]

≤
√

4δM3

∆2
+

8δM7

∆2
+M2δ′ ≤ 2M2δ′,

by our choice of δ =
(

∆
CMτ

)1000M
. This gives that∑

r∈[M ]

κ2rImodest[F
′
r] ≤ Mδ2 +

∑
r∈R

κ2rImodest[F
′
r] ≤ Mδ2 + 2M2δ′ < τ,

by the choice of δ again, because δ′ =
(
4δM5

c∆2

) 1
100M . This contradicts Lemma 7.2.

8 Additive Combinatorics

This section is dedicated to proving Theorem 3.

Theorem 3. Let A be a finite abelian group and t : A3 → Zpk . Let N > 1 be minimal so that
there are functions a, b, c : A → ZpkN with a(x) + b(y) + c(z) = N · t(x, y, z) (mod pkN) for all
x+ y + z = 0. Then there is a constant c = c(t,A) > 0 such that for any f, g, h : An → Zpk ,

Pr
(x,y,z)∈(An)3

x+y+z=0

[f(x)i + g(y)i + h(z)i = t(xi, yi, zi) (mod pk), i = 1, 2, . . . , n] ≤ 2−cn.

We show Theorem 3 in the remainder of this section. By minimality, we may assume that N is
a power of p. Let N = pj . Assume that

Pr
(x,y,z)∈(An)3

x+y+z=0

[f(x)i + g(y)i + h(z)i = t(xi, yi, zi) (mod pk), i = 1, 2, . . . , n] ≥ ε,

where ε > 2−cn, for contradiction. Then writing f̃(x) = N · f(x)− a(x), g̃(y) = N · g(y)− b(x), and
h̃(z) = N · h(z)− c(z), where f̃ , g̃, h̃ : An → Zn

pkN
, we get that

Pr
(x,y,z)∈(An)3

x+y+z=0

[f̃(x) + g̃(y) + h̃(z) = 0 (mod pkN), i = 1, 2, . . . , n] ≥ ε.

We can follow the approach [BKM23c, Section 2] to conclude the following.

Lemma 8.1. There is a subset A′ ⊆ An with |A′| ≥ Ω(εO(pkN))|A|n such that f̃ is an order-pkN
Freiman homomorphism on A′.
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At this point, write A =
∏L

i=1 Zp
ki
i

. We have the map a : A → ZpkN . Consider its restriction
modulo p, which we write as a : A → Zp defined as a(x) = a(x) (mod p). We show that a must be
the shift of a homomorphism.

Lemma 8.2. For sufficiently small constants c, if ε ≥ 2−cn then a : A → Zp must take the form
a(x) = c+

∑L
i=1 cixi (mod p), where x = (x1, . . . , xL) ∈ A.

Proof. Because f̃ is an order 4 Freiman homomorphism we know for all u, v, w, x ∈ (A′)4 with
u+v = w+x we have f̃(u)+ f̃(v) = f̃(w)+ f̃(x) (mod pkN). Recall that f̃(x) = N ·f(x)−a(x) =
−a(x) (mod p). So if u+ v = w+ x then a(u) + a(v) = a(w) + a(x) (mod p). The number of such
4-tuples is at least |A′|4/|A|n ≥ Ω(εO(pkN))|A|3n, so a satisfies:

Pr
(u,v,w,x)∈(An)4:u+v=w+x

[a(ui) + a(vi) = a(wi) + a(xi) (mod p) ∀ i ∈ [n]] ≥ Ω(εO(pkN)).

If a(u)+a(v) ̸= a(w)+a(x) for some (u, v, w, x) ∈ A4 with u+v = w+x then the above probability
is at most (1−1/|A|3)n ≪ εO(pkN). So a(u)+a(v) = a(w)+a(x) for all u+v = w+x. This implies
the conclusion.

Now we show that many of the coefficients ci = 0 in fact.

Lemma 8.3. Under the hypotheses of Lemma 8.2 we have that ci = 0 if pi ̸= p, or pi = p and
ki < k + j.

Proof. If ci ̸= 0 for some pi ̸= p, then a is not the shift of a homomorphism from A → Zp.
Now consider i with pi = p and ki < k + j. Split An into |A|n/pn groups as follows. We first

describe how to split (Zpki )
n into (pki)n/pn groups. This is done by splitting Zpki into pki−1 groups

of size p:
{0, 1, . . . .p− 1} ∪ {p, p+ 1, . . . , 2p− 1}, . . . , {pki − p, . . . , pki − 1},

and then taking the direct product n times. The point is that for any x, y ∈ (Zpki )
n in the same

group, x ̸= y (mod p), as n-dimensional vectors. Now we split An as follows: (x1, . . . , xL) and
(y1, . . . , yL) are in the same group if and only if xi′ = yi′ for any i′ ̸= i, and (xi, yi) are in the same
group of (Zpki )

n as described.
Because |A′| > |A|n/pn, the Pigeonhole Principle tells us that we can find x, y ∈ A′ in the same

group. By construction, pkix = pkiy. Because f̃ was an order pkN > pki Freiman homomorphism,
we deduce that pki f̃(x) = pki f̃(y) (mod pk+j), so f̃(x) = f̃(y) (mod p) as ki < k + j. Thus,
a(x) = a(y). Because xi′ = yi′ for all i′ ̸= i by construction, using Lemma 8.2 gives us ci(xi−yi) = 0
(mod p). By construction xi ̸= yi (mod p) as vectors, so ci = 0.

By symmetry, we can apply both Lemmas 8.2 and 8.3 to b, c to write:

b(y) = d+

L∑
i=1

diyi (mod p) and c(z) = e+

L∑
i=1

eizi (mod p).

We will use this to contradict minimality of N . To start, we first show a relationship between the
coefficients ci, di, ei.

Lemma 8.4 (Matching coefficients). If a(x) = c +
∑L

i=1 cixi, b(y) = d +
∑L

i=1 diyi, and c(z) =

e+
∑L

i=1 eizi then c+ d+ e = 0 (mod p) and ci = di = ei (as elements of Zp).
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Proof. Recall that a(x) + b(y) + c(z) = N · t(x, y, z) = 0 (mod p) for all x+ y + z = 0 in A. Thus
c+ d+ e = 0 (mod p) and ci = di = ei.

Finally we reach a contradiction by showing that N was not minimal.

Lemma 8.5. Assume c+ d+ e = 0 over Z. Define ã(x) = a(x)− c−
∑L

i=1 cixi, b̃(y) = b(y)− d−∑L
i=1 ciyi, c̃(z) = c(z) − e −

∑L
i=1 cizi. Then ã(x) + b̃(y) + c̃(z) = a(x) + b(y) + c(z) (mod pkN)

and ã(x), b̃(y), c̃(z) = 0 (mod p) for any x, y, z ∈ A.

Proof. The final claim from Lemma 8.2. For all (x, y, z) ∈ A3 with x+ y + z = 0 we know that

(a(x) + b(y) + c(z))− (ã(x) + b̃(y) + c̃(z)) = (c+ d+ e) +

L∑
i=1

ci(xi + yi + zi).

If pi = p and ki < k + j then ci = 0. Otherwise, xi + yi + zi = 0 (mod pkN), as N = pj . In both
cases,

∑L
i=1 ci(xi + yi + zi) = 0 (mod pkN) as desired.

This contradicts the minimality of N , because we can shift c, d, e by multiples of p to ensure
that c + d + e = 0 (recall that c + d + e = 0 (mod p) by Lemma 8.4), and then divide everything
by p to reduce N to N/p.
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A Proof of Lemma 4.12

Proof. Fix ρ0, . . . , ρd ∈ [0, 1 − ε] to be chosen later, and let cj =
∏

i ̸=j(1−ρi)∏
i̸=j(ρj−ρi)

for j = 0, . . . , d. We
will show that Items 1 and 2 of Lemma 4.12 are satisfied for any choice of ρj .

For Item 1 (where k ≤ d) consider the polynomial p(x) = xk. By the Lagrange interpolation
formula, we know that

p(x) =
d∑

j=0

∏
i ̸=j(x− ρi)∏
i ̸=j(ρj − ρi)

p(ρj) =

d∑
j=0

∏
i ̸=j(x− ρi)∏
i ̸=j(ρj − ρi)

ρkj .

Taking x = 1 gives us 1 = p(1) =
∑d

j=0 cjρ
k
j , as desired.

Define Ak =
∑d

j=0 cjρ
k
j . We will show that Ak ≥ Ak+1 for all k ≥ 0. Because limk→∞Ak = 0

evidently, and Ad = 1 by the above, 0 ≤ Ak ≤ 1 for all k ≥ d+ 1, as desired. Note that

Ak −Ak+1 =
d∑

j=0

∏
i ̸=j(1− ρi)∏
i ̸=j(ρj − ρi)

(ρkj − ρk+1
j ) =

d∏
j=0

(1− ρj) ·
d∑

j=0

ρkj∏
i ̸=j(ρj − ρi)

.

The positivity of this expression follows from
∏d

j=0(1− ρj) > 0, as ρ0, . . . , ρd < 1, and the identity

d∑
j=0

ρkj∏
i ̸=j(ρj − ρi)

=
∑

a0+···+ad=k−d
a0,...,ad∈Z≥0

ρa00 ρa11 . . . ρadd ≥ 0. (24)

We establish this identity below, in Lemma A.1.
We proceed to Item 3. Let

Td(x) :=
1

2

(
(x+

√
x2 − 1)d + (x−

√
x2 − 1)d

)
(25)

denote the d-th Chebyshev polynomial, and let T̃ (x) = Td(
2

1−εx− 1). Let ρj = 1−ε
2 (cos(jπ/d) + 1).

Note that 0 ≤ ρj ≤ 1 − ε, and T̃ (ρj) = Td(cos(jπ/d)) = cos(jπ) = (−1)j . Let a0, . . . , ad be the
coefficients of T̃ , i.e., T̃ (x) =

∑d
k=0 akx

k. We have that

T̃ (1) =

d∑
k=0

ak =

d∑
k=0

ak

d∑
j=0

cjρ
k
j =

d∑
j=0

cj

d∑
k=0

akρ
k
j =

d∑
j=0

cj T̃ (ρj) =

d∑
j=0

cj(−1)j =

d∑
j=0

|cj |,

where the final equality uses the definition cj =
∏

i̸=j(1−ρi)∏
i ̸=j(ρj−ρi)

to deduce that cj(−1)j > 0 for all j
(recall that ρ0 > ρ1 > · · · > ρd). To conclude, note that

T̃ (1) = T

(
1 + ε

1− ε

)
≤ T (1 + 4ε) ≤ exp(O(d

√
ε)),

where the final inequality comes from taking x = 1 + 4ε in (25).
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Lemma A.1. (24) holds for any distinct real numbers ρ0, . . . , ρd, and integer k ≥ d.

Proof. Using the Vandermonde determinant, one can compute that

d∑
j=0

ρkj∏
i ̸=j(ρj − ρi)

= det


ρk0 ρk1 . . . ρkd
ρd−1
0 ρd−1

1 . . . ρd−1
d

...
...

. . .
...

1 1 . . . 1


/

det


ρd0 ρd1 . . . ρdd
ρd−1
0 ρd−1

1 . . . ρd−1
d

...
...

. . .
...

1 1 . . . 1

 .

This is the Schur polynomial corresponding to the partition λ := (0, 0, . . . , k − d). The Giambelli
formula says that this the Schur polynomial can be alterantively expressed as∑

T

ρt00 . . . ρtdd ,

where T ranges over all semistandard Young Tableaux for partition λ, and ti is the number of
occurrences of i in T . Evidently, this is equivalent to the RHS of (24), for λ with a single piece of
size k − d, and labels between 0, . . . , d.
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