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Abstract Polynomial factorization is a fundamental problem in computational algebra.
Over the past half century, a variety of algorithmic techniques have been developed
to tackle different variants of this problem. In parallel, algebraic complexity theory
classifies polynomials into complexity classes based on their perceived ‘hardness’.
This raises a natural question: Do these classes afford efficient factorization?

In this survey, we revisit two pivotal techniques in polynomial factorization:
Hensel lifting and Newton iteration. Though they are variants of the same theme,
their distinct applications across the literature warrant separate treatment. These
techniques have played an important role in resolving key factoring questions in
algebraic complexity theory. We examine and organise the known results through the
lens of these techniques to highlight their impact. We also discuss their equivalence
while reflecting on how their use varies with the context of the problem.

We focus on four prominent complexity classes: circuits of polynomial size (VPnb),
circuits with both polynomial size and degree (VP and its border VP), verifier circuits
of polynomial size and degree (VNP), and polynomial-size algebraic branching
programs (VBP). We also examine more restricted models, such as formulas and
bounded-depth circuits. Along the way, we list several open problems that remain
unresolved.
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1 Introduction

The problem of finding a nontrivial factor of a polynomial is a classical and funda-
mental one, with a rich history spanning centuries [Gat06]. Kaltofen [Kal82; Kal90;
Kal92] gave a thorough treatment of several foundational results, while von zur Ga-
then and Panario [GP01] focused on factorization over finite fields. Comprehensive
textbook treatments are contained in [GG13] and [Sho09].

In this survey, we focus on the core techniques and ideas that drive factorization
results within algebraic circuit complexity. Our aim is to illustrate how these tools
have contributed to resolving long-standing questions in the field. Notably, Forbes
and Shpilka [FS15] have provided an accessible exposition of the high-level ideas
behind some factoring algorithms, emphasising their relevance to other problems in
algebraic complexity. Building on this, our survey aims to delve into the technical
intricacies of these results by organising them according to the underlying methods.
More than algorithms, we will be concerned with whether the factors of a ‘structured’
polynomial are also structured. We begin with a gentle introduction to each technique,
followed by a discussion of the key results that it enables. The simplest case, perhaps,
is when the polynomial is of a single variable.

1.1 Univariate factoring: finite fields are key

Problem 1 (Univariate factoring) Given a univariate polynomial 𝑓 (𝑥) over a field
F, compute pairwise distinct irreducible polynomials 𝑓1, . . . , 𝑓𝑟 ∈ F[𝑥] such that

𝑓 = 𝑓
𝑒1
1 · · · 𝑓 𝑒𝑟𝑟 ,

where (𝑒1, . . . , 𝑒𝑟 ) ∈ N𝑟 .

Considered over the rational numbers Q, the polynomial 𝑥2 − 2 is irreducible,
whereas it factors as (𝑥−3) (𝑥−4) mod 7. Evidently, the problem critically depends
on the field F. We begin by considering factorization over a finite field F𝑞 of order
𝑞 = 𝑝𝑎, for some prime 𝑝. Despite its simplicity, this case involves several non-trivial
ideas that serve as the foundation for more general algorithms, including those over
the rationals and algebraic number fields.

The input polynomial 𝑓 (𝑥) = ∑𝑑
𝑖=0 𝑐𝑖𝑥

𝑖 ∈ F𝑞 [𝑥] is given in the dense representa-
tion as a list of (coefficient, exponent) pairs (𝑐𝑖 , 𝑖) for all 0 ≤ 𝑖 ≤ 𝑑. Let 𝑡 ∈ F𝑝 [𝑦]
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be some irreducible polynomial of degree 𝑎, such that F𝑞 � F𝑝 [𝑦]/⟨𝑡 (𝑦)⟩. Given
such a 𝑡, arithmetic operations in F𝑞 can be performed in time poly(log 𝑞). Hence,
we assume that the irreducible polynomial 𝑡 is part of the input to the algorithm. A
thorough exposition of computational issues in finite fields is available in [GS13]
and [AB09, Section A.4].

An important subroutine is computing the greatest common divisor (GCD) of two
polynomials, a task that underlies many factoring algorithms. The classical Euclidean
algorithm can be used to efficiently compute the gcd [GG13, Section 3]. For the sake
of brevity, we will use the notation poly(𝑛) to denote any function of the form 𝑂 (𝑛𝑐)
for some constant 𝑐.

Lemma 1 (GCD) Let F be a field and 𝑓 , 𝑔 ∈ F[𝑥] be polynomials of degree at most
𝑑. Then, gcd( 𝑓 , 𝑔) can be computed in poly(𝑑) operations over F. Moreover, the
algorithm returns 𝑎, 𝑏 ∈ F[𝑥] such that 𝑎 · 𝑓 + 𝑏 · 𝑔 = gcd( 𝑓 , 𝑔).

Most factoring algorithms over finite fields, and beyond, follow a standard three-
step structure (see Figure 1):

1. Square-free Factorization: Note that each 𝑒𝑖 ≥ 1 in Problem 1. The square-free
part of 𝑓 , denoted by rad( 𝑓 ) = 𝑓1 · · · 𝑓𝑟 , is called the radical of 𝑓 . This can be
efficiently computed by repeatedly applying 𝑓 /gcd ( 𝑓 , 𝜕𝑥 𝑓 ). If 𝜕𝑥 𝑓 = 0 then 𝑓

is a perfect 𝑝-th power. We can apply the Frobenius automorphism to extract its
𝑝-th root, effectively computing 𝑓 1/𝑝 .

2. Distinct Degree Factorization: The goal in this step is to decompose rad( 𝑓 ) into a
product of polynomials, each consisting of irreducible factors of the same degree.
That is, we aim to compute 𝑓1, . . . , 𝑓𝑑 such that each factor 𝑓𝑖 is the product
of all irreducible degree-𝑖 factors. A key result from field theory proves that
𝑓𝑖 = gcd(𝑥𝑞𝑖 − 𝑥, 𝑓 ), which can be efficiently computed using repeated squaring
and Lemma 1. In practice, for high-degree random polynomials, this step often
dominates the running time of the overall factoring process.

3. Equal Degree Factorization: After the above preprocessing, we are left with the
task of factoring a polynomial into irreducibles of the same degree. Two classical
algorithms for this purpose are Cantor–Zassenhaus and Berlekamp’s algorithm.
While Berlekamp’s method is deterministic, Cantor–Zassenhaus is randomized
and tends to scale better for large finite fields. Both approaches fundamentally
exploit the structure given by the Chinese Remainder Theorem.

In the remainder of this section, we focus on algorithms for Equal Degree Factor-
ization. After performing the two preprocessing steps, we are left with factoring a
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Fig. 1 Polynomial factorization steps. Adapted from [GS92].

polynomial of the form 𝑓 = 𝑓1 · 𝑓2 · · · 𝑓𝑟 , where each 𝑓𝑖 is an irreducible polynomial
of the same degree.

1.1.1 Berlekamp’s algorithm

At the core of Berlekamp’s algorithm lies a fundamental number-theoretic observation:
suppose there exists a polynomial ℎ ∈ F𝑞 [𝑥] such that

ℎ𝑝 − ℎ ≡ 0 (mod 𝑓 ),

and 1 ≤ deg(ℎ) < deg( 𝑓 ). Then, by the identity ℎ𝑝 − ℎ =
∏

𝛼∈F𝑞 (ℎ − 𝛼), the
polynomial 𝑓 can be factored by computing gcd( 𝑓 , ℎ − 𝛼) for all 𝛼 ∈ F𝑞 .

The existence of such a polynomial ℎ can be proved using the Chinese Remainder
Theorem. To find such an ℎ, the algorithm considers the F𝑝-vector space

𝑉 := {ℎ(𝑥) : deg(ℎ) ≤ 𝑑, ℎ𝑝 − ℎ = 0 (mod 𝑓 )} . (1)

This is a subspace of F𝑞 [𝑥]/⟨ 𝑓 ⟩ of dimension at most deg( 𝑓 ) · 𝑎, and a basis for 𝑉
can be efficiently computed using standard linear algebra over F𝑝 . Any non-trivial
(i.e., non-constant) basis element ℎ ∈ 𝑉 yields a non-trivial factor of 𝑓 via GCD
computations.
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To avoid 𝑞-many GCD computations, elements of F𝑞 are represented as a vectors
over F𝑝 . Notably, Berlekamp’s algorithm does not require the input polynomial to
have irreducible factors of the same degree; thus, the distinct-degree factorization
step can be bypassed. With careful implementation, the total runtime is bounded
by poly(𝑝, 𝑑, log 𝑞), making it a deterministic polynomial-time algorithm in small
characteristic, e.g., when 𝑝 = (𝑑𝑎)𝑂 (1) . For an accessible exposition, see the lecture
notes by Kopparty [Kop14, Lecture 10].

1.1.2 Cantor-Zassenhaus Algorithm

When working over large fields, Berlekamp’s algorithm—though deterministic—may
become inefficient. The Cantor–Zassenhaus algorithm offers a more efficient alter-
native for factoring over fields of large characteristic by leveraging randomness. The
key idea is to choose a polynomial ℎ ∈ F𝑞 [𝑥] of degree at most 𝑑 − 1 uniformly at
random, and check whether the following gcd yields a non-trivial factor:

gcd
(
𝑓 , ℎ

𝑞𝑑−1
2 − 1 mod 𝑓

)
.

To see why this works, recall that 𝑓 = 𝑓1 · 𝑓2 · · · 𝑓𝑟 , obtained after the preprocessing
steps. Since each 𝑓𝑖 is irreducible of degree at most 𝑑, the Chinese Remainder Theorem
yields an isomorphism:

F𝑞 [𝑥]
⟨ 𝑓 ⟩ �

F𝑞 [𝑥]
⟨ 𝑓1⟩

× · · · ×
F𝑞 [𝑥]
⟨ 𝑓𝑟 ⟩

.

Let ℎ ∈𝑅 F𝑞 [𝑥]/⟨ 𝑓 ⟩ map to (ℎ1, . . . , ℎ𝑟 ) under this isomorphism. Then, ℎ𝑞𝑑 − ℎ = 0.
Assuming 𝑞 is odd, it follows that

ℎ ·
(
ℎ

𝑞𝑑−1
2 − 1

)
·
(
ℎ

𝑞𝑑−1
2 + 1

)
= 0.

Furthermore, we know that ℎ𝑞𝑑 − ℎ =
∏

𝛼∈F
𝑞𝑑
(ℎ − 𝛼). This implies that, besides

0, exactly half the elements of F𝑞𝑑 satisfy ℎ
𝑞𝑑−1

2 = 1, and the other half satisfy

ℎ
𝑞𝑑−1

2 = −1. Consequently, with probability at least 1/2, the image of ℎ
𝑞𝑑−1

2 − 1
under the CRT map will be zero in at least one coordinate. Therefore, computing
gcd( 𝑓 , ℎ

𝑞𝑑−1
2 − 1) yields a non-trivial factor of 𝑓 with good probability. To eliminate

the possibility of ℎ getting mapped to the identity element in all coordinates (yielding
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a trivial GCD), we begin by checking whether our randomly chosen ℎ is already a
non-trivial factor of 𝑓 .

When 𝑞 is even, we instead compute ℎ′ = ℎ + ℎ2 + ℎ22 + · · · + ℎ2𝑟𝑑−1 and check
whether gcd( 𝑓 , ℎ′) is non-trivial. This approach works because one can show that
ℎ′ (ℎ′ + 1) = ℎ2𝑟𝑑 + ℎ, enabling a similar probabilistic argument. The algorithm relies
primarily on computing gcds and repeated squaring. The probabilistic bounds imply
that, in expectation, only a constant number of repetitions (at most two) are required.
Thus, the overall complexity of the Cantor–Zassenhaus algorithm is poly(𝑑, log 𝑞).

Question 1 (Open) Is there a derandomization result for the finite field factoring
algorithm?
E.g. Given 𝑎, 𝑝 in the input, can we find

√
𝑎 mod 𝑝 in deterministic poly(log 𝑝) time?

See [Iva+12] for a detailed survey on this line of work.

1.2 Fine-grained developments

A finer analysis of the algorithms discussed so far reveals that the overall complexity
of univariate factoring using the Cantor-Zassenhaus algorithm is 𝑂 (𝑑2 + 𝑜(1) log 𝑞)
operations in F𝑞 . By improving on the Equal-degree Factorization step, von zur
Gathen and Shoup got it down to 𝑂 (𝑑2+𝑜 (1) + 𝑑1+𝑜 (1) log 𝑞) operations in F𝑞 [GS92].
Kaltofen and Lobo then improved Berlekamp’s algorithm to match the complexity
of von zur Gathen and Shoup’s algorithm in the black-box linear algebra model
[KL94]. Kaltofen and Shoup breached the quadratic barrier by giving an algorithm
with complexity 𝑂 (𝑑𝜔 + 𝑑1+𝑜 (1) log 𝑞) operations in F𝑞 , where 𝜔 is the matrix
multiplication exponent [KS98]. By giving a significantly novel approach for com-
puting modular composition, which is used to compute ℎ′ in the Cantor-Zassenhaus
algorithm, Kedlaya and Umans improved the complexity of univariate factoring to
𝑂 (𝑑1.5+𝑜 (1) + 𝑑1+𝑜 (1) log 𝑞) operations in F𝑞 [KU11].

2 Model of computation

We will mostly focus on arithmetic/algebraic circuits, a model very natural for
computing multivariate polynomials in the variables 𝒙 := (𝑥1, . . . , 𝑥𝑛)1 over a

1 We will use bold letters to denote tuples of variables.
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field F. Introduced by Valiant [Val79] to develop the algebraic analogue of NP-
completeness [Val82], it has led to the development of a rich and varied theory of
algebraic complexity (see [Bür24]).

𝑓 ∈ F[𝑥1, . . . , 𝑥𝑛 ]

+ ∑
× ×

∏
+ + + ∑

𝑥1 𝑥2 . . . 𝑥𝑛

Circuit

𝑓 ∈ F[𝑥1, . . . , 𝑥𝑛 ]

+

× ×

+ + +

𝑥1 𝑥1𝑥2 . . . 𝑥𝑛

Formula

Fig. 2 An algebraic circuit and a formula of depth 3.

Definition 1 (Algebraic Circuits and Formulas) An algebraic circuit, defined over
a field F, is a layered directed acyclic graph with alternating layers of ‘+’ and ‘×’
gates, and a single root, called the ‘output’ gate. The ‘input’ leaf gates are labeled by
either a variable from 𝑥1, . . . , 𝑥𝑛 or a constant from F. If the graph is a tree, then we
call it a formula. See Figure 2 for an illustration.

A circuit computes a polynomial 𝑓 ∈ F[𝒙] in the natural way: a ‘+’ gate sums up
the polynomials from its children, whereas a ‘×’ gate computes their product, with
the root finally computing 𝑓 . The size of a circuit is the total number of vertices in the
graph. The depth of the circuit is the number of layers in the circuit, or equivalently,
the length of the longest path from the root to a leaf.

A complexity class in the algebraic world is a family/sequence of polynomials
( 𝑓𝑛)𝑛∈N where 𝑓𝑛 is a multivariate polynomial over some field F. We will mostly
be interested in families where the number of variables in 𝑓𝑛 grows as a polynomial
function of 𝑛.

In Boolean complexity, the notion of efficient computation is captured by the class
P of problems solvable in polynomial time. The algebraic analogue over a field F is
VPF (for Valiant’s P, called 𝑝-computable by Valiant) and consists of all polynomial
families where 𝑓𝑛 has degree poly(𝑛) and the smallest circuit (over F) computing 𝑓𝑛

has size poly(𝑛) (Definition 3). We will usually drop the field from the notation when
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the context makes it clear. Note that the notion of computation is non-uniform – the
circuits of 𝑓𝑛 for different 𝑛 need not be related to one another. A prime example of a
polynomial family in VP is (Det𝑛), defined by the determinant of the 𝑛 × 𝑛 symbolic
matrix (𝑥𝑖 𝑗 )1≤𝑖, 𝑗≤𝑛:

Det𝑛 =
∑︁
𝜎∈𝑆𝑛

(
sgn(𝜎)

𝑛∏
𝑖=1

𝑥𝑖,𝜎 (𝑖)

)
.

The algebraic analogue of the class NP is called VNP. Informally2, it consists of
polynomial families which are ‘explicit’, in the sense that given a monomial of 𝑓𝑛, we
can compute the corresponding coefficient efficiently, say in polynomial time. It is
not hard to show that VP ⊆ VNP, and the long-standing conjecture of Valiant [Val79]
is that there are explicit polynomial families that cannot be computed efficiently, i.e.,
VP ⊊ VNP. A prominent ‘explicit’ candidate for this separation is the family of
permanents,

Per𝑛 =
∑︁
𝜎∈𝑆𝑛

(
𝑛∏
𝑖=1

𝑥𝑖,𝜎 (𝑖)

)
.

The determinant and permanent families essentially characterize the classes VP
and VNP, respectively. Hence, Valiant’s conjecture is also sometimes called the
Permanent versus Determinant problem [Agr06]. It is the algebraic version of Cook’s
hypothesis [Coo71], the famous P vs. NP problem (see [AB09] for more details).
There is a formal sense in which the VP vs. VNP problem is a ‘stepping stone’ towards
the P vs. NP problem [Bür00b]. For details on the connection between Valiant’s and
Cook’s hypotheses, and the progress on Valiant’s conjecture, we encourage readers
to consult [BCS97; Bür99; Bür00a; SY10; CKW10; Mah14; Sap21].

2.1 Structural results

Algebraic circuits impose a combinatorial structure on the polynomials being com-
puted. We will now list (without proofs) some structural properties of algebraic
circuits that showcase the robustness of the model and will be useful for us in the
future. For proofs, see [SY10; Sap21]. To begin with, we can extract coefficients (with
respect to a single variable) of a polynomial computed by a small circuit efficiently.

2 For the formal version, see Definition 6.
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Lemma 2 (Interpolation) Let F be a field with |F| > 𝑘 , and 𝑓 ∈ F[𝒙, 𝑦] be a
polynomial with deg𝑦 ( 𝑓 ) = 𝑘 . Suppose that 𝑓 (𝒙, 𝑦) = ∑𝑘

𝑗=0 𝑓 𝑗 (𝒙)𝑦 𝑗 where 𝑓 𝑗 ∈ F[𝒙]
for all 𝑗 ∈ {0, 1, . . . , 𝑘}.

If 𝑓 (𝒙, 𝑦) can be computed by a circuit of size 𝑠 and depth Δ, then for all 𝑗 ∈
{0, 1, . . . , 𝑘}, 𝑓 𝑗 (𝒙) can be computed by a circuit of size 𝑂 (𝑠𝑘) and depth Δ.

As we are concerned only with multivariate polynomials, we can always formally
define the partial derivative of a polynomial with respect to a variable (and by
extension, multiple variables) over any field F. Computing the partial derivatives
of a circuit with respect to a variable of bounded individual degree is an efficient
operation.

Lemma 3 (Partial Derivatives) Let F be a field with |F| > 𝑟, and 𝑓 ∈ F[𝒙, 𝑦] be a
polynomial with deg𝑦 ( 𝑓 ) = 𝑟. If 𝑓 (𝒙, 𝑦) can be computed by a circuit of size 𝑠 and
depth Δ, then for all 0 ≤ 𝑗 ≤ 𝑟 , the partial derivative 𝜕

𝑗
𝑦 𝑓 (𝒙, 𝑦) can be computed by

a circuit of size 𝑂 (𝑠𝑟3) and depth Δ.

The observant reader will have noticed the conspicuous absence of divisions
in our definition of algebraic circuits. It turns out that our notions of complexity
do not depend on this exclusion, for the most part. Division can be eliminated
efficiently [Str73].

Lemma 4 (Division Elimination) Let 𝑓 ∈ F[𝒙] be a polynomial of degree 𝑑

computed by a circuit (with division gates) of size 𝑠. Then, there exists a circuit
without division gates of size poly(𝑠, 𝑑, 𝑛) that computes 𝑓 .

In the univariate factoring algorithm, we saw that gcd computation was an essential
ingredient. The following lemma shows that it can be computed efficiently in the
algebraic circuit model. Refer to [KSS15, Lemma 2.9] for the complete proof.

Lemma 5 (GCD in circuits) Let 𝑓 , 𝑔 ∈ F[𝒙] be two 𝑛-variate polynomials of degree
at most 𝑑 computed by circuits of size 𝑠. Then, the gcd( 𝑓 , 𝑔) can be computed by a
circuit of size poly(𝑠, 𝑑, 𝑛).

3 Applications of factoring

Polynomial factoring is not only a great mathematical problem. The techniques
developed for its solution have a wide range of applications in various areas of
computer science. We briefly describe some of them.
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3.1 Equivalence to identity testing

Consider a class of polynomials C that can be computed by algebraic circuits. The
polynomial identity testing (PIT) problem for C asks whether a given polynomial
𝑓 ∈ C is identically zero. Due to the PIT Lemma [Zip79; DL78; Sch80; Ore22], a
simple randomized algorithm for this problem has been known for decades. However,
designing a polynomial-time deterministic algorithm for PIT for the class VP remains
a long-standing open problem. Nevertheless, several efficient deterministic algorithms
have been developed for restricted circuit classes. The problem is studied in two
settings: the black-box setting, where only polynomial evaluation is permissible, and
the white-box setting, where the internals of the circuit are accessible.

The importance of this fundamental problem stems from its applications to
equivalence checking, perfect matching, primality testing, and more. The assumption
of efficient identity testing algorithms has led to a variety of derandomization results.
Most notably, PIT is tightly connected to proving strong lower bounds for algebraic
circuits (more in Section 3.2). For a comprehensive treatment, we refer the reader to
classical surveys such as [SY10; Sax09; Sax14], as well as the recent exposition in
[DG24] and the references therein.

PIT was first linked to factorization when Shpilka and Volkovich [SV10] observed
that the polynomial 𝑓 (𝒙)+𝑦𝑧 has two irreducible factors over disjoint sets of variables
if and only if 𝑓 (𝒙) is identically zero. This observation implies that a deterministic
algorithm for multivariate polynomial factorization would suffice to derandomize
PIT.

The connection between the two problems was further solidified by the work
of Kopparty, Saraf, and Shpilka [KSS15], who showed that a derandomized PIT
algorithm also leads to a deterministic multivariate factoring algorithm. Together,
these results establish the equivalence between derandomizing PIT and polynomial
factorization in both black-box and white-box settings.

A natural and simpler question related to polynomial factoring is that of divisibility
testing: given two polynomials 𝑓 and 𝑔, determine whether 𝑔 divides 𝑓 . One could
factor both 𝑓 and 𝑔 followed by comparing the irreducible factors using PIT to
solve this problem using randomization. However, since non-trivial deterministic
PIT algorithms are known in several restricted settings, it is natural to ask whether
divisibility testing is easier in such settings.

This question was first studied by Saha, Saptharishi, and Shpilka [SSS13], who
reduced the problem of testing divisibility of sparse polynomial by a linear polynomial
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to PIT for expressions of the form
∑

𝑖 𝒙
𝒂𝑖 · 𝑓𝑖 (𝒙)𝑑𝑖 , where each 𝒙𝒂𝑖 is a monomial and

deg 𝑓𝑖 ≤ 1. Known PIT algorithms for such structured polynomials were applied to
obtain efficient and deterministic divisibility testing algorithms (see [RS05; FS13]).
Later, Forbes [For15] extended this line of work to test whether a sparse polynomial
divides a quadratic polynomial. The problem in this case was reduced to PIT for
almost similar polynomials of the form

∑
𝑖 𝒙

𝒂𝑖 · 𝑓𝑖 (𝒙)𝑑𝑖 with deg 𝑓𝑖 ≤ 2, and gave
a quasipolynomial-time algorithm for this case. For certain classes of polynomials,
Forbes also showed a general reduction to PIT [For15, Section 7]. For a more
comprehensive discussion on these equivalences, we refer the reader to the survey
by Shpilka and Forbes [FS15, Section 5].

3.2 Hardness vs Randomness

In the previous section, we hinted at the tight connection between the derandomization
of PIT and strong lower bounds for algebraic circuits. Informally, this connection
implies that PIT can be efficiently derandomized if and only if there exist explicit
polynomials of high circuit complexity. Interestingly, factoring results on the algebraic
circuit classes play a surprising yet pivotal role in establishing this connection.

Heintz and Schnorr [HS80], and later Agrawal [Agr05], showed that a black-box
PIT algorithm for algebraic circuits of size 𝑠, running in time poly(𝑠), would imply
the existence of a polynomial whose coefficients are computable in polynomial space
(PSPACE) but which requires algebraic circuits of size at least exp(poly(𝑠)). This
yields an exponential lower bound from a polynomial-time PIT algorithm. A central
open question is whether the complexity of computing the coefficients can be reduced
to #P/poly, as this would imply a separation of VP from VNP [SY10, Open Problem
17]. Kabanets and Impagliazzo [KI04] further strengthened this direction of the
connection by proving that derandomizing PIT, even in the weaker white-box setting,
would imply either VP ≠ VNP or NEXP ⊄ P/poly.

Kabanets and Impagliazzo further strengthened the connection by studying the
reverse direction, drawing inspiration from analogous results in the Boolean setting
by Nisan and Wigderson [NW94]. To describe this, we introduce an alternative
notion of black-box identity testing. Consider a polynomial map G := (𝑔1, . . . , 𝑔𝑛) :
F𝑟 → F𝑛, where the seed 𝑟 < 𝑛. The map G is called a hitting-set generator for
a class of polynomials C if, for every non-zero 𝑓 ∈ C, the composed polynomial
𝑓 ◦ G = 𝑓 (𝑔1 (𝒚), . . . , 𝑔𝑛 (𝒚)) is also non-zero. For a detailed discussion on the
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connections between hitting-set generators and PIT, see [For14, Section 3.2.2]. The
high-level idea is that, if one can construct a hitting-set generator G with a seed
length 𝑟 = 𝑂 (1), then identity testing for any 𝑓 ∈ C reduces to checking whether the
constant-variate polynomial 𝑓 ◦ G is identically zero–a problem efficiently solvable
using the PIT lemma.

To illustrate the idea of a hitting-set generator in action, consider a generator
with seed length (𝑛 − 1) defined as G(𝒚) = (𝑦1, . . . , 𝑦𝑛−1, 𝑔(𝒚)), where 𝑔 is a hard
polynomial. This generator extends 𝑟 = 𝑛 − 1 variables by one additional coordinate
using a hard polynomial. Now, suppose 𝑓 (𝒚, 𝑥) is a non-zero polynomial in C. For the
sake of contradiction, assume that 𝑓 ◦ G = 𝑓 (𝑦1, . . . , 𝑦𝑛−1, 𝑔(𝒚)) = 0. This implies
that (𝑥 − 𝑔) divides 𝑓 . As we will discuss later (Section 4.4), if 𝑓 is computable by a
small algebraic circuit, then so are all of its factors. Therefore, (𝑥 − 𝑔) must also be
computable by a small circuit, contradicting our assumption that 𝑔 has large circuit
complexity. Hence, G is as a valid hitting-set generator for C.

To derandomize PIT using the above approach, one requires a generator that
stretches a small seed 𝑟 to significantly more than just one additional variable.
Kabanets and Impagliazzo [KI04], drawing inspiration from the Nisan-Wigderson
design [NW94], constructed such a generator G using combinatorial techniques and
a hard polynomial 𝑔. Their construction yields a generator that stretches a seed of
length 𝑟 = poly(log 𝑛) to 𝑛 variables. Applying the same reasoning as before, this
generator leads to a quasipolynomial-time PIT algorithm. Crucially, to establish that
their construction is indeed a hitting-set generator, they use a hybrid argument and
fundamentally rely on factor closure of circuits–which will be explored in detail in
the upcoming parts of this survey.

Theorem 1 (Combinatorial Hardness Implies PIT) Let 𝑘 := 𝑂 (1). Suppose there
exists a family { 𝑓𝑛}𝑛∈N of𝑛-variate multilinear polynomials such that each 𝑓𝑛 requires
algebraic circuits of size 2Ω(𝑛) . Then, there exists a black-box PIT algorithm running
in time 2poly(log 𝑛) for the class of 𝑛-variate degree-poly(𝑛) polynomials computable
by circuits of size poly(𝑛).

Later, Andrews [And20] showed that the derandomization of PIT from hardness
assumptions holds even over fields of characteristic 𝑝. This improvement hinged
on a key result: the 𝑝-th root of a circuit computing 𝑝-th power can be computed
efficiently by a small circuit, provided the number of variables is bounded.

Theorem 1 was subsequently improved with better parameters by the authors
of [Guo+22]. They showed that a constant-variate hard polynomial can imply a



14 Closure of algebraic complexity classes

polynomial-time black-box PIT algorithm. A key contribution in their work is the use
of an algebraic generator, in contrast to the combinatorial design-based generator
used in [KI04]. The combinatorial design inherently suffers from limitations–most
notably, it cannot yield better than a quasipolynomial-time PIT algorithm.

Theorem 2 (Non-combinatorial Hardness-to-PIT) Let 𝑘 := 𝑂 (1). Suppose
{ 𝑓𝑑}𝑑∈N is a family of 𝑘-variate polynomials of degree 𝑑, and each 𝑓𝑑 requires
algebraic circuits of size at least 𝑑0.1. Then, there exists a black-box PIT algorithm
running in time 𝑠𝑂 (𝑘2 ) for the class of 𝑠-variate, degree-𝑠 polynomials computable
by algebraic circuits of size 𝑠.

We conclude this section by highlighting an important application of the hardness
versus randomness paradigm–namely, the phenomenon of bootstrapping [AGS19;
KST23; Guo+22]. This idea relies on recursively leveraging the connection be-
tween hardness and polynomial identity testing (PIT). Remarkably, it shows that a
complete derandomization of PIT can be achieved from even a mildly non-trivial
derandomization of PIT.

Theorem 3 (Bootstrapping) Suppose there exists a black-box PIT algorithm that
runs in time

(
𝑠𝑘 − 1

)
for the class of 𝑘-variate polynomials of individual degree

𝑠, computable by algebraic circuits of size 𝑠0.1. If 𝑠 is sufficiently large, then there
exists a black-box PIT algorithm running in time 𝑠𝑂 (𝑘2 ) for 𝑠-variate polynomials
computable by algebraic circuits of size 𝑠.

For a more detailed exposition of this connection between factoring and its
implications for the hardness versus randomness frontier, we refer the reader to the
lucid survey by Kumar and Saptharishi [KS19].

3.3 Other applications

The field of coding theory [GRS23] deals with developing error-correcting codes –
ways of adding (minimal) redundancy to data such that even if parts of it get corrupted
during transmission, one can recover the original information. Reed-Solomon codes
are particularly ubiquitous and also ‘optimal’, in a sense. They treat the original
message as a univariate polynomial and the encoding is the evaluation of this
polynomial at various points over some finite field. When the number of errors is too
large, we cannot decode a corrupted message uniquely, but we can produce a small
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list of potential decodings (also known as list decoding). The list decoding algorithm
of Sudan [Sud97] and the later improvement by Guruswami and Sudan [GS99]
crucially use polynomial factorization. We point the reader to the survey of Forbes
and Shpilka [FS15, Section 3.1] for more details.

The problem of learning algebraic circuits is called reconstruction [SY10, Chapter
5]. We are given black box access to a polynomial computed by a circuit 𝐶 from
some nice family of circuits C, and we need to ‘learn’ an arithmetic circuit computing
the same polynomial as 𝐶. Efficient polynomial factorization plays an important
role in many reconstruction algorithms [KS09; Sin16; Sin22; SS25]. Polynomial
factorization is also helpful in algebraic property testing [AS03] and the construction
of pseudorandom generators for low-degree polynomials [Bog05; DGV24].

In proof complexity, a central problem is to prove that certain propositional
tautologies need extremely lengthy proofs, even in very powerful proof systems. An
important work of Cook and Rechow [CR79] showed that such proof complexity
lower bounds, provided we are able to show them for every propositional proof
system, would separate the complexity classes NP and coNP, and in turn, also P
from NP. Closure of a class under factoring is another way of saying that multiples
of hard polynomials from the class remain hard (more generally, one can study the
complexity of ideals [Gro20]). Using such hard multiples, Forbes, Shpilka, Tzameret,
and Wigderson [For+21] showed lower bounds against certain algebraic proof systems.
For more about proof complexity, see [Kra95; Juk12; Kra19].

Polynomial factorization also has applications to various other problems in mathe-
matics, such as derandomizing Noether’s Normalization Lemma [Mul17], the primary
decomposition of polynomial ideals [GTZ88], and isomorphism of algebras [KS06;
Iva+12]. In cryptography, polynomial factorization is often used as a subroutine—for
example, in index calculus algorithms and public-key encryption [MOV97, Chapter
3], and in factoring integers [Bre00]. Polynomial factorization algorithms—and the
tools developed alongside them—have proven invaluable in the cryptanalysis of
lattice-based schemes [NV10] as well as post-quantum cryptosystems [DPS20].

4 Factoring via Hensel lifting

Hensel lifting was first introduced by Kurt Hensel in a series of papers [Hen97;
Hen04; Hen08; Hen18], although an earlier form of it was known to Gauß [Fre07].
For an element 𝑝 in a ring R, Hensel lifting gives a method to compute factorization
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modulo 𝑝ℓ (for any ℓ > 0) from the factorization modulo 𝑝. The term lifting refers
to improving the approximation of the factors with each iteration. The explicit
algorithm has applications in various areas of mathematics, including number theory,
and computer algebra.

Theorem 4 (Hensel Lifting) Let R be a ring and I be an ideal in R. Consider
elements 𝑓 , 𝑔, ℎ ∈ R such that 𝑓 ≡ 𝑔 · ℎ (mod I) and there exist 𝑎, 𝑏 ∈ R such that
𝑎 · 𝑔 + 𝑏 · ℎ ≡ 1 (mod I). Then, we have:

1. Existence. There exists 𝑔′, ℎ′ ∈ R such that 𝑓 ≡ 𝑔′ · ℎ′ (mod I2) and

𝑔′ ≡ 𝑔 (mod I) and ℎ′ ≡ ℎ (mod I)

2. Pseudo-Coprimality. For some 𝑎′ ≡ 𝑎 (mod I) and 𝑏′ ≡ 𝑏 (mod I), we have
𝑎′ · 𝑔′ + 𝑏′ · ℎ′ ≡ 1 (mod I2).

3. Uniqueness. If any other �̃�, ℎ̃ satisfy the above conditions, then there must be a
𝑢 ∈ 𝐼 such that �̃� ≡ 𝑔′ (1 + 𝑢) (mod I2) and ℎ̃ ≡ ℎ′ (1 − 𝑢) (mod I2).

The polynomials 𝑔′ and ℎ′ are called the lifts of 𝑔 and ℎ, respectively. The theorem
is not only existential but also constructive–it yields an explicit algorithm to compute
the lifts. Let 𝑒 := 𝑓 − 𝑔ℎ. Then the lifts can be obtained as follows:

𝑔′ := 𝑔 + 𝑒 · 𝑏 and ℎ′ := ℎ + 𝑒 · 𝑎. (2)

To use Hensel lifting for polynomial factoring, we consider R = F[𝑥, 𝑦] and I = 𝑦𝑘

for some 𝑘 ≥ 1. In the case of a multivariate polynomial, we transform it to a bivariate
polynomial. We will discuss this in more detail in the upcoming sections. When
working over a ring of polynomials, a monic version of the theorem further guarantees
the uniqueness of the monic lifts.

Theorem 5 (Monic Hensel Lifting) Let F[𝑥, 𝑦] be a ring of polynomials. Consider
monic polynomials 𝑓 , 𝑔, ℎ ∈ F[𝑥, 𝑦] such that 𝑓 ≡ 𝑔 · ℎ (mod 𝑦) and there exist
𝑎, 𝑏 ∈ F[𝑥, 𝑦] such that 𝑎 · 𝑔 + 𝑏 · ℎ ≡ 1 (mod 𝑦). Then, we have:

1. Existence. There exists monic polynomials 𝑔′, ℎ′ ∈ F[𝑥, 𝑦] such that 𝑓 ≡ 𝑔′ · ℎ′

(mod 𝑦2) and

𝑔′ ≡ 𝑔 (mod 𝑦) and ℎ′ ≡ ℎ (mod 𝑦)

2. Uniqueness. If any other monic �̃�, ℎ̃ satisfy the above conditions, then �̃� ≡ 𝑔′

(mod 𝑦2) and ℎ̃ ≡ ℎ′ (mod 𝑦2).
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3. Pseudo-Coprimality. For some 𝑎′ ≡ 𝑎 (mod 𝑦) and 𝑏′ ≡ 𝑏 (mod 𝑦), we have
𝑎′ · 𝑔′ + 𝑏′ · ℎ′ ≡ 1 (mod 𝑦2).

Once again let 𝑒 := 𝑓 − 𝑔ℎ, and define �̂�, ℎ̂ as in Equation (2). Compute the
following expressions using the division algorithm:

𝑢 :=
�̂� − 𝑔

𝑦
= 𝑞 · 𝑔 + 𝑟.

Then the unique monic lifts can be computed as follows:

𝑔′ := 𝑔 + 𝑦 · 𝑟 and ℎ′ ≔ ℎ̂ · (1 + 𝑞 · 𝑦) (3)

An expository proof of Hensel lifting can be found in [KSS15, Lemma 3.4].

4.1 Dense representation

To demonstrate the use of Hensel lifting in factoring, consider the problem of factoring
a bivariate polynomial 𝑓 ∈ F𝑞 [𝑥, 𝑦] of degree at most 𝑑, where 𝑞 = 𝑝𝑎. The input is
given in the dense representation, as in Section 1.1. In fact, the univariate factoring
algorithms will be used as subroutines in the bivariate setting. For convenience, it is
useful to view the input polynomial 𝑓 as an element of

(
𝐹𝑞 [𝑥]

)
[𝑦], thereby treating

the variable 𝑦 informally as a constant.

Resultants.

We saw in Section 1.1 that GCD is an important tool forunivariate factoring algorithms.
A closely related polynomial called the resultant plays an important role in several
factoring algorithms.

Definition 2 (Resultant) Consider two 𝑛-variate polynomials 𝑓 , 𝑔 ∈ F[𝒙] [𝑦] as
follows:

𝑓 (𝒙, 𝑦) =

𝑑1∑︁
𝑖=0

𝑓𝑖 (𝒙) · 𝑦𝑖 and 𝑔(𝒙, 𝑦) =

𝑑2∑︁
𝑖=0

𝑔𝑖 (𝒙) · 𝑦𝑖 .

Define Sylvester matrix of 𝑓 and 𝑔 as the following (𝑑1 + 𝑑2) × (𝑑1 + 𝑑2) matrix:
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S𝑦 ( 𝑓 , 𝑔) =

©­­­­­­­­­­­­­­­­­­­«

𝑓0 𝑔0

𝑓1 𝑓0 𝑔1 𝑔0

𝑓2 𝑓1
. . .

... 𝑔1
. . .

...
...

. . . 𝑔𝑑2

...
. . .

. . .

𝑓𝑑1 𝑓𝑑1−1 𝑓0 𝑔𝑑2

. . . 𝑔0

𝑓𝑑1

. . . 𝑓1
. . . 𝑔1

. . .
...

. . .
. . .

...

𝑓𝑑1

. . . 𝑔𝑑2

ª®®®®®®®®®®®®®®®®®®®¬
Then the resultant of the two polynomials with respect to 𝑦 is defined as the determi-
nant of the Sylvester matrix as:

Res𝑦 ( 𝑓 , 𝑔) := Det(S𝑦 ( 𝑓 , 𝑔)).

The resultant is a polynomial of degree at most 2(𝑑1 · 𝑑2) in the coefficients of 𝑓 and
𝑔. The following lemma captures the one of several properties of the resultant that
are useful in factoring algorithms. See [GG13, Section 6.3] for the detailed proof of
the following lemma.

Lemma 6 (Resultant and GCD) Let 𝑓 , 𝑔 ∈ F[𝑥] [𝑦] such that degree with respect
to 𝑦 is positive. Then the following is true:

1. Res𝑦 ( 𝑓 , 𝑔) = 0 if and only if 𝑓 and 𝑔 share a common factor of positive degree
in 𝑦.

2. There exists 𝑎, 𝑏 such that 𝑎 · 𝑓 + 𝑏 · 𝑔 = Res𝑦 ( 𝑓 , 𝑔).

Bivariate Factoring.

The high-level idea of bivariate factoring is to first obtain factorization of 𝑓 modulo
𝑦, and then lift them using Hensel lifting. But before we can do that, we need to
ensure that the 𝑓 satisfy certain properties, as described below.

1. 𝑓 (𝑥, 0) is square-free: For 𝑎 ∈ F𝑞 , the univariate polynomial 𝑓 (𝑥, 𝑎) is square-
free if and only if

gcd
(
𝑓 (𝑥, 𝑎), 𝜕𝑥 𝑓 (𝑥, 𝑎)

)
≠ 1.



Bhargav, Dwivedi & Saxena 19

From Lemma 6, this is equivalent to Res𝑥 ( 𝑓 , 𝜕𝑥 𝑓 ) |𝑦=𝑎 ≠ 0. Since the degree of
the resultant in 𝑦 is at most 2𝑑2, it suffices to test 𝑂 (2𝑑2) values of 𝑎 ∈ F𝑞 (or a
suitable extension) to find one for which 𝑓 (𝑥, 𝑎) is square-free. A simple linear
transformation will ensure that the resultant is non-zero at 𝑎 = 0. Further, this
would also imply that 𝑓 is square-free.

2. 𝑓 is monic in 𝑥: Let 𝑓𝑑 (𝑥) be the leading coefficient of 𝑓 of degree at most 𝑑.
Then,

𝑓 = 𝑓 𝑑−1
𝑑 · 𝑓

(
𝑥/ 𝑓𝑑 , 𝑦

)
is a monic polynomial in 𝑥.

For simplicity, we denote the monic and square-free polynomial obtained after the
above transformations by 𝑓 . The significance of ensuring that 𝑓 (𝑥, 0) is square-free
is that it allows us to apply univariate factoring algorithms Section 1.1 to compute
polynomials 𝑔0 and ℎ0 such that

𝑓 ≡ 𝑔0 · ℎ0 mod 𝑦,

where 𝑔0 is a monic irreducible factor in 𝑥. We now use Hensel lifting Theorem 5,
repeatedly 𝑡 times to obtain 𝑔𝑘 and ℎ𝑘 satisfying

𝑓 ≡ 𝑔𝑘 · ℎ𝑘 mod 𝑦2𝑡 .

The lifting process is continued until 2𝑡 > 2𝑑2, a bound that hints at a connection
with resultant polynomials. We address this connection in the proof of the following
claim.

Proposition 1 If the input polynomial 𝑓 is reducible then there exists a non-trivial
factor 𝑓1 of 𝑓 such that 𝑓1 ≡ 𝑔𝑘 · ℓ (mod 𝑦2𝑘 ). Further, deg𝑥 ( 𝑓1), deg𝑦 ( 𝑓1) is at most
deg𝑥 ( 𝑓 ) and deg𝑦 ( 𝑓 ) respectively.

Proof. First let us prove that such a factor exists. Since 𝑔0 is an irreducible factor of
𝑓 (mod 𝑦), we know that 𝑔0 must divide some irreducible factor of 𝑓 , say 𝑓1. Let
𝑓 = 𝑓1 · ℎ. Then, for some ℓ0,

𝑓1 ≡ 𝑔0 · ℓ0 mod 𝑦.

By Theorem 5, we get 𝑓1 ≡ 𝑔′
𝑘
· ℓ𝑘 (mod 𝑦2𝑘 ). Multiplying ℎ both sides gives

𝑓 ≡ 𝑔′𝑘 · ℎ
′
𝑘 mod 𝑦2𝑘

.
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From the uniqueness part of Theorem 5, we must have 𝑔′
𝑘
= 𝑔𝑘 , and hence 𝑓1 ≡ 𝑔𝑘 ·ℓ𝑘

(mod 𝑦2𝑘 ) exists.
To see that 𝑓1 is non-trivial, let us assume for the sake of contradiction that

gcd𝑥 ( 𝑓 , 𝑓1) = 1. Then there exist 𝑢, 𝑣 such that

𝑢 · 𝑓 + 𝑣 · 𝑓1 = Res𝑥 ( 𝑓 , 𝑓1).

Substituting the lifted expressions, we get

𝑔𝑘 · (𝑢 ℎ𝑘 + 𝑣 ℓ𝑘) ≡ Res𝑥 ( 𝑓 , 𝑓1) mod 𝑦2𝑘

.

Since 𝑔𝑘 is monic, and Res𝑥 ( 𝑓 , 𝑓1) ∈ F𝑞 [𝑦], it follows that

𝑢 ℎ𝑘 + 𝑣 ℓ𝑘 ≡ 0 mod 𝑦2𝑘

.

Since 2𝑘 is greater than the degree of the resultant 2𝑑2, it follows that Res𝑥 ( 𝑓 , 𝑓1) = 0.
This yields a contradiction, and thus gcd𝑥 ( 𝑓 , 𝑓1) ≠ 1. ⊓⊔

The above claim suggests that a non-trivial factor of 𝑓 , if it exist, can be obtained
by solving the following linear system:

𝑔 ≡ 𝑔𝑘 · ℓ mod 2𝑦𝑘 , (4)

where the degree bounds are same as before.
Finally, we recall that the algorithm factors a polynomial that results from a se-

quence of preprocessing steps. Hence, it is necessary to undo these steps—particularly
the monic transformation—in order to recover a factor of the original input polyno-
mial. By applying the Cantor–Zassenhaus algorithm for univariate factorization and
analyzing the cost of lifting factors via Hensel lifting, it can be observed that the
overall complexity of bivariate factoring is poly(𝑑, log 𝑞) operations over F𝑞 .

Naturally, the bivariate factoring algorithm extends to the multivariate setting.
However, as the number of variables increases, the runtime of the algorithm degrades
rapidly. Later, we will explore how to address this challenge while still reusing
insights from the factoring algorithms discussed thus far.



Bhargav, Dwivedi & Saxena 21

4.2 Factoring polynomials over integers

The finite field factoring algorithm can be extended to factoring polynomials over
integers and thereby over rationals as well. Although the details of it is outside the
scope of this survey, we will briefly discuss the high-level idea of the algorithm.
Consider a degree 𝑑 input polynomial 𝑓 ∈ Z[𝑥] with coefficients of bit-length at
most 2ℓ. Therefore, the coefficients of 𝑓 are between −2ℓ and 2ℓ , and the goal is to
obtain a non-trivial factor of 𝑓 in poly(𝑑, ℓ) time.

The algorithm for factoring polynomials over the integers closely follows the same
template as the bivariate factoring algorithm. It begins by choosing a sufficiently
large prime 𝑝 such that 𝑓 mod 𝑝 is square-free. The prime 𝑝 plays a role analogous
to the variable 𝑦 in the bivariate setting. The polynomial 𝑓 is then factored modulo
𝑝 using a univariate factoring algorithm (see Section 1.1). The resulting factors are
lifted to a factors modulo 𝑝2𝑘 via Hensel lifting. As in the bivariate case, it can be
shown that log(𝑛3ℓ) iterations of the lifting step suffice.

The most challenging part of the algorithm lies in solving the linear system similar
to Equation (4), under the additional constraint that the coefficients of the factor 𝑔
are small. Although this is not immediately obvious, the problem reduces to finding
a shortest vector in a lattice—-a task that is known to be NP-hard in general.

Nevertheless, the celebrated algorithm of Lenstra, Lenstra, and Lovász [LLL82]
provides an efficient weak-approximation algorithm for this problem, which turns out
to be sufficient for the purposes of polynomial factoring. For a detailed exposition,
see [Sap17, Chapter 13].

4.3 𝒑-adic factoring: Chistov, Cantor-Gordon algorithm

There is no topology, nor a geometric interpretation, inherent in a finite field. Classi-
cally, this motivated mathematicians to ‘extend’ a finite field F𝑞 (𝑞 is a power of a
prime 𝑝) to a characteristic zero field. The latter is called an unramified 𝑝-adic field
construction.

𝑝-adics. For simplicity, consider the object Z𝑝 , the ring of 𝑝-adic integers. Its
elements are infinite series of the type (𝑎0 + 𝑎1 · 𝑝 + 𝑎2 · 𝑝2 + · · · ) with the digits 𝑎𝑖’s
in [0 . . . 𝑝 − 1]. The notion of convergence here requires an ultra-metric, defined
via prime-powers, |𝑝𝑖 |𝑢 := 𝑝−𝑖 . (Exercise: Check that it defines a metric in the space
Z𝑝 → Q.) This forces an unreal comparison of real numbers: 1 > 𝑝 > 𝑝2 > · · · >
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𝑝∞ = 0 ! The convergence allows certain integers to become invertible or units,
e.g. 1/(1 − 𝑝) = 1 + 𝑝 + 𝑝2 + · · · ∈ Z𝑝 . It is easy to show: (1) Z𝑝 is an integral
domain, so it has a field of fractions called 𝑝-adic rationals Q𝑝 , which has non-integer
elements like 1/𝑝 and 1/(𝑝2 + 2𝑝3). (2) The characteristic of Z𝑝 and Q𝑝 is 0.

Given a polynomial 𝑓 (𝑥) ∈ Q𝑝 [𝑥] as a binary string of size 𝑛, can we factor
it, over Q𝑝 , in time poly(𝑛)? A randomized poly-time algorithm was provided by
[Chi87; CG00]. The two papers are written in very different styles. We will sketch
the basic ideas common to them, by working through an example.

Consider the 2-adic polynomial 𝑓 (𝑥) = (𝑥 − 2)2 (𝑥 − 4) + 32 ∈ Q2 [𝑥]. Note that
𝑓 ≡ 𝑥4 mod 2 has no coprime factors over F2, so the algorithm of Section 1.1.2
cannot be applied to get factors, or check irreducibility, ‘lifted’ to Z/4Z. This forces
us to work modulo higher 2-powers and to perform some new operations. Seeing
broadly, there are two major algebraic themes in the algorithm, which we oversimplify
for the sake of presentation as follows.

𝑥 monomial

coeff.valuation 𝑝 = 2

(0,4)

(1,2)

(2,3)

(3,0)

Fig. 3 The Newton Diagram for 𝑓 (𝑥 ) .

Theme 1 (Newton-Hensel). Consider the Newton diagram of 𝑓 = 𝑥3−8𝑥2+20𝑥+
16, by plotting the monomial-exponents in the X-axis (namely, {0, 1, 2, 3}) and the
2-adic valuation of the integral-coefficients in the Y-axis (respectively, {4, 2, 3, 0}).
The lower-boundary of this diagram has two edges of slopes 1 and 2 respectively,
suggesting that the Q2-roots of 𝑓 (𝑥) are (exactly) divisible by 21 and 22 respectively.
This gives us the ‘transformation’ 𝑓 (2𝑥) to study, and to find the first factor by a
version of Hensel lifting. Thus, 𝑓 (2𝑥)/8 = (𝑥−2) (𝑥−1)2+4 = (𝑥−2+22+25+· · · )·
(𝑥2 − (2 + 22 + 25 + · · · )𝑥 + 1 − 24). The key property we use here is the coprimality
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of the two factors (𝑥 − 2), (𝑥 − 1)2 mod 2; so, the algorithm of Section 1.1.2 can be
applied.

An inverse transformation (𝑥 ↦→ 𝑥/2) gives us the two factors of 𝑓 as, 𝑔1 :=
(𝑥 − 22 + 23 + 26 + · · · ) and 𝑔2 := (𝑥2 − (22 + 23 + 26 + · · · )𝑥 + (22 − 26 + · · · )),
respectively. Clearly, 𝑔1 is an irreducible 2-adic factor of 𝑓 . What about 𝑔2?

Theme 2 (𝑝-adic ramification). Again from the Newton diagram of 𝑔2 we learn
that it has two distinct Q2-roots, both (exactly) divisible by 21. So, we study the new
transformation 𝑔2 (2𝑥)/4 = (𝑥2 − (2 + 22 + 25 + · · · )𝑥 + 1 − 24) =: 𝑇 (𝑥). Clearly,
𝑇 ≡ (𝑥 − 1)2 mod 4 with no coprime factors mod2. In this case both the tricks of
Newton and Hensel fail.

We have𝑇 ≡ 𝑥2−6𝑥+1 ≡ (𝑥−3)2−8 mod 16. From here we learn two properties:
(1) 𝑇 is irreducible (yielding a certificate of irreducibility for 𝑔2), as

√
8 does not

exist in Q2; and (2) 𝑇 suggests a more intricate transformation to progress to a deeper
root of 𝑓 , namely, (𝑥 − 3) ↦→ (𝑥 − 3)

√
2 over the (ramified) field Q2 (

√
2).

In general, if a repeated number of these steps achieve a ramification degree equal
to that of the degree of 𝑓 , then we have a certificate of irreducibility of 𝑓 over Q𝑝 .

The above two algebraic themes give a randomized poly-time algorithm to factor
𝑓 (𝑥) ∈ Q𝑝 [𝑥]. The time-complexity is based on analyzing the (Galois) symmetries of
both the ramified and unramified field extensions of Q𝑝 that the algorithm constructs.

Question 2 (Open) Given an integral polynomial 𝑓 (𝑥) ∈ Z[𝑥] of degree 𝑑 and a
prime-power 𝑝𝑘 , can we factor 𝑓 mod 𝑝𝑘 , in randomized poly(𝑑𝑘 log 𝑝) time?

In this case, there is no unique factorization property, and we cannot use division
by 𝑝, as it is now a zerodivisor. See [DMS21; CDS24] for a detailed survey.

4.4 Small algebraic circuits

The factoring algorithms discussed in earlier sections assume that the input polyno-
mial is given in the dense representation, that is, as an explicit list of its coefficients.
However, algebraic circuits—-introduced in Section 2 provide a much more succinct
way to represent polynomials. From now on, we will work over fields of character-
istic zero unless otherwise specified. The results also holds if the characteristic is
sufficiently greater than the degree of the polynomial under consideration.

Let 𝑓 ∈ F[𝒙] be a 𝑛-variate polynomial computed by an algebraic circuit C of
size 𝑠. In the black-box model, access to C is restricted to evaluation queries only
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(see Figure 4). Given such a circuit C and the degree bound 𝑑 = deg( 𝑓 ), the goal is
to compute the irreducible factors of 𝑓 .

C

𝛼1

𝛼𝑛

.

.

.
𝑓 (𝜶) ∈ F

Fig. 4 Black-box access to polynomial via circuit C

A special case of multivariate factorization arises when 𝑓 = 𝑔𝑒, where 𝑔 is an
irreducible polynomial and 𝑒 ≥ 1. For fields for large characteristic, the binomial
theorem gives a simple way to compute 𝑔 from 𝑓 . Start with performing a linear
transformation on 𝑓 to ensure that 𝑓 (0, . . . , 0) = 1. Then we have

𝑔 = 𝑓 1/𝑒 =

(
1 + ( 𝑓 − 1)

)1/𝑒

=

𝑑∑︁
𝑖=0

(
1/𝑒
𝑖

)
· ( 𝑓 − 1)𝑖 mod ⟨𝒙⟩𝑑+1 . (5)

The last equality holds because ( 𝑓 − 1)𝑖 contributes larger than degree 𝑑 terms
for 𝑖 > 𝑑. Algebraic circuits can be efficiently added and multiplied, and further the
division required to compute Equation (5) can be eliminated using Lemma 4. Overall,
given only blackbox access to C computing 𝑓 , we can obtain the circuit for 𝑔 of size
poly(𝑠, 𝑛, 𝑑).

Blackbox multivariate factoring.

Remarkably, Kaltofen and Trager [KT90] showed that in the black-box setting, ef-
ficient circuit factorization is achievable. To describe it, we need to state Hilbert’s
Irreducibility Theorem, which guarantees that irreducible factors of 𝑓 maintain their
irreducibility profile when restricted to the random subspace.

Theorem 6 (Effective Hilbert Irreducibility Theorem) Let 𝑆 ⊆ F be a large
enough finite subset and 𝑔 ∈ F[𝒙, 𝑦] be a monic polynomial of degree 𝑑, and 𝜕𝑦𝑔 is
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non-zero. If |𝑆 | is at least 𝑑6 and 𝑔 is irreducible, then for most of the 𝛼, 𝛽 ∈ 𝑆𝑛, the
polynomial 𝑔(𝑦, 𝛼1𝑥 + 𝛽1, . . . , 𝛼𝑛𝑥 + 𝛽𝑛) is irreducible.

The effective version of Hilbert’s Irreducibility Theorem was first proved by
Kaltofen [Kal95, Section 3]. For a clear and accessible exposition, see Sudan’s
lecture notes [Sud98, Lecture 9].

Consider the polynomial 𝑓 restricted to a suitable subspace so that the theorem
above holds:

𝑓𝛼,𝛽 := 𝑓
(
𝑦, 𝛼1𝑥 + 𝛽1, . . . , 𝛼𝑛𝑥 + 𝛽𝑛

)
.

Let ℓ be the number of irreducible factors of 𝑓𝛼,𝛽 obtained using bi-variate factoring
algorithm (see Section 4.1). Assuming 𝑓 is monic in 𝑦 and 𝜕𝑦 𝑓 is non-zero, one
can prove using Theorem 6 that 𝑓 has ℓ irreducible factors with high probability.
Note that, since the bivariate factoring algorithm requires the input polynomial to be
in dense representation, the coefficients of 𝑓𝛼,𝛽 are computed via interpolation (ref
Lemma 2).

Given a point (𝑎, 𝑏1, . . . , 𝑏𝑛) ∈ F𝑛+1 and an index 𝑖, we want to compute the 𝑖-th
factor 𝑓𝑖 (𝑎, 𝑏1, . . . , 𝑏𝑛). For this define a trivariate polynomial which captures both
projection of 𝑓 on 𝛼, 𝛽 and the evaluation point (𝑎, 𝑏1, . . . , 𝑏𝑛) as follows:

𝑓 (𝑦, 𝑧1, 𝑧2) := 𝑓
(
𝑦, 𝛼1𝑧1 + 𝛽1 + (𝑏1 − 𝛽1)𝑧2, . . . , 𝛼𝑛𝑧1 + 𝛽𝑛 + (𝑏𝑛 − 𝛽𝑛)𝑧2

)
,

where each 𝑥𝑖 ↦→ 𝛼𝑖𝑧1 + 𝛽𝑖 + (𝑏𝑖 − 𝛽𝑖)𝑧2. Note that 𝑓 (𝑎, 0, 1) = 𝑓 (𝑎, 𝑏1, . . . , 𝑏𝑛) and
𝑓 (𝑦, 𝑥, 0) = 𝑓𝛼,𝛽 (𝑦, 𝑥). Using interpolation described in Lemma 2, we can obtain the
coefficients of 𝑓 . Kaltofen [Kal85] proved that factoring a constant variate polynomial,
in particular the trivariate polynomial 𝑓 , is efficiently doable using univariate and
bivariate factorizations. Let

{
𝑓𝑖 (𝑦, 𝑥1, 𝑥2) : 𝑖 ∈ [ℓ′]

}
be the set of irreducible factors

of 𝑓 . Find an index 𝑗 such that 𝑓 𝑗 (𝑦, 𝑥, 0) = 𝑓𝑖 (𝑦, 𝑥) and output 𝑓 𝑗 (𝑎, 0, 1).

Circuit factoring

Black-box factoring is a strong notion of factorization, wherein the algorithm is
given oracle access to a polynomial and is required to construct oracle access to its
factors–without relying on or even knowing the underlying representation or model
of computation. Remarkably, this idea can be adapted to show that if a polynomial is
computed by a small algebraic circuit, then all its irreducible factors can be computed
by small circuits [Kal89]. The complexity class VP contains all polynomial families
that can be computed by ‘small’ circuits.
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Definition 3 (VP) A polynomial family 𝑓 = ( 𝑓𝑛) is in the class VP over the field F if
both the number of variables and degree of 𝑓𝑛 are bounded by poly(𝑛) and moreover,
the size of the smallest circuit over F computing 𝑓𝑛, denoted sizeF ( 𝑓𝑛) is bounded
by poly(𝑛).

Note that polynomials of degree exp(𝑛) can be computed by circuits of size poly(𝑛)
by repeated squaring. Such families are not in VP due to the degree restriction in
its definition. There are good reasons for imposing this restriction [Gro13]. We will
also encounter small circuits of high degree in Section 5.2. The main result of this
section is the closure of VP under taking factors.

Over characteristic zero, we can without loss of generality assume that 𝑓 = 𝑔𝑒 · ℎ,
where 𝑔 and ℎ are co-prime and 𝑒 ≥ 1. The special case of ℎ = 1 can be handled as
before using Equation (5).

Input: 𝑓 ∈ F[𝒙] Preprocessing

Univariate FactoringHensel Lifting

Solve Linear System GCD Computation

Undo PreprocessingOutput: Factor 𝑔

Square-free reduction, monic
transformation, and bivariate
projection.

Factor 𝑓 (𝑥, 0) using uni-
variate algorithms such as
Berlekamp or Cantor Zassen-
haus.

Apply Hensel lifting to itera-

tively lift factors modulo 𝑦2𝑘 .

Solve a linear system to refine
the lifted factor to match actual
factor.

Recover a non-trivial factor of
𝑓 using gcd.

Undo preprocessing to return
factor of original input polyno-
mial.

Fig. 5 Overview of Multivariate Factoring using Hensel Lifting.

Theorem 7 (VP factor closure) Let 𝑓 ∈ F[𝒙, 𝑦] be a (𝑛 + 1)-variate, degree 𝑑

polynomial computable by a circuit of size 𝑠. If there are co-prime factors 𝑔 and ℎ

such that 𝑓 = 𝑔𝑒 · ℎ, where 𝑒 ≥ 1, then 𝑔 is also computable by a circuit of size
poly(𝑠, 𝑛, 𝑒).
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Proof Sketch. As in the univariate case, we begin by eliminating repeated factors from
𝑓 via square-free reduction. This is done by repeatedly dividing 𝑓 by gcd( 𝑓 , 𝜕𝑥 𝑓 ),
yielding a square-free polynomial. The efficiency of these operations follows from
the structural results on algebraic circuits discussed in Section 2.1. After this step,
we may assume that 𝑓 = 𝑔ℎ, where 𝑔 and ℎ are coprime. It is important to note that
the multiplicity parameter 𝑒 appearing in the final size bound for the factor originates
from this square-free reduction step.

As before, we apply a linear transformation to make 𝑓 monic in 𝑥, followed by a
shift to reduce it to a bivariate polynomial (see Theorem 6). After this sequence of
transformations, we may assume that 𝑓 = 𝑔ℎ ∈ F[𝑥, 𝑦], where 𝑔 and ℎ are coprime,
and 𝑓 is monic in 𝑥. Moreover, 𝑔(𝑥, 0) and ℎ(𝑥, 0) are also coprime. These conditions
together set the stage for applying Hensel lifting. It is important to observe here that
these preprocessing steps are reversible and can be efficiently performed on circuits.

We iteratively apply Hensel lifting to compute polynomials 𝑔𝑘 and ℎ𝑘 such that
𝑓 ≡ 𝑔𝑘 · ℎ𝑘 (mod 𝑦2𝑘 ). The lifting proceeds until 2𝑘 > 2𝑑2(refer to Proposition 1).
Each iteration consists of basic algebraic operations outlined in Equation (3), all of
which can be performed efficiently by leveraging the structural results of algebraic
circuits. Since Hensel lifting yields only an approximate factorization modulo 𝑦2𝑘 , the
actual factor 𝑔 of 𝑓 is recovered by solving the linear system 𝑔′ ≡ 𝑔𝑘 · ℓ (mod 𝑦2𝑘 ).

By computing the gcd of 𝑓 with the solution 𝑔′ of the linear system, we recover
a non-trivial factor 𝑔 of 𝑓 . Finally, we reverse all preprocessing steps to obtain an
algebraic circuit computing 𝑔. ⊓⊔

It remains open to extend the closure result to fields of small characteristic.

Question 3 (Open) Is the class VP closed under taking factors over fields of positive
characteristic?

As mentioned earlier, Kaltofen [Kal87, Theorem 2] proved a special case of factor
closure for polynomials in VP of the form 𝑔𝑒 (i.e., ℎ = 1 in Theorem 7) over fields
of characteristic zero. Andrews [And20] removed the dependence on characteristic
in this result for the log-variate regime, thereby making progress toward resolving
Question 3. Later, we will discuss a more general progress on this question, where
factors of polynomials in VP over finite fields are shown to be explicit.

There are other natural classes for which a factor closure result, similar to The-
orem 7, does hold. Notably, these include classes that contain VP, and also classes
that are contained in VP. We discuss these next.
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4.5 Algebraic branching programs

The Algebraic Branching Program (ABP) is another model of computation for
polynomials, and in terms of computational power it lies between algebraic circuits
and formulas.

Definition 4 (Algebraic Branching Program) An Algebraic Branching Program
(ABP) is a directed acyclic graph where the edges are labeled by a linear polynomial
over a field. The graph has a unique source node 𝑠 and a sink node 𝑡 (refer Figure 6).
For every path 𝑝 from 𝑠 to 𝑡, let 𝑓𝑝 denote the product of the labels on the edges of
𝑝. The polynomial computed by the ABP is the sum of polynomials computed along
all the different 𝑠 − 𝑡 paths:

𝑓 =
∑︁
𝑝:𝑠⇝𝑡

𝑓𝑝 .

The size of the ABP refers to the total number of vertices in the graph, while the
length of the ABP is the length of the longest path from 𝑠 to 𝑡.

𝑡

.

.

.

. . .

. . .

. . .

𝑝

.

.

.
.
.
.

𝑠

edge labels: linear polynomials.

𝑓𝑝 = prod. of edge labels in 𝑝

𝑓 =
∑

𝑝:𝑠⇝𝑡 𝑓𝑝

Fig. 6 Algebraic Branching Program (ABP)

Although not immediately evident, ABPs are equivalent to restricted algebraic
circuits known as skew circuits. In a skew circuit, each multiplication gate is allowed
to have at most one child that is not an input gate. For a proof of equivalence between
ABPs and skew circuits, see [Mah14]. Similar to general circuits, ABPs are closed
under addition and multiplication with only an additive increase in size. Strassen’s
classical technique for division elimination, originally developed for algebraic circuits,
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can be adapted to ABPs as well (see Lemma 4). We state a few non-trivial structural
results about ABPs that will be instrumental in the upcoming factor closure result.

Lemma 7 (ABP Closure Properties) Let 𝑓 ∈ F[𝒙, 𝑦] be a (𝑛+1)-variate polynomial
of degree 𝑑 computed by an ABP of size 𝑠, such that 𝑓 =

∑𝑑
𝑖=1 𝑓𝑖 (𝒙)𝑦𝑖 . Then:

1. Coefficient Extraction. For any 𝑖 ∈ [𝑑], 𝑓𝑖 can be computed by an ABP of size
poly(𝑠, 𝑛, 𝑑).

2. GCD. For any polynomial 𝑔 computable by an ABP of size 𝑠, gcd( 𝑓 , 𝑔) can be
computed by an ABP of size poly(𝑠, 𝑛, 𝑑).

3. Composition. Let 𝑔1, . . . , 𝑔𝑛 be polynomials computable by ABPs of size 𝑠. Then
the composition 𝑓 (𝑔1, . . . , 𝑔𝑛) can be computed by an ABP of size poly(𝑠, 𝑛).

Similar to class of small degree polynomials computable by small circuits Defini-
tion 3, we can define the class of polynomials computable by small ABPs.

Definition 5 (VBP) A polynomial family 𝑓 = ( 𝑓𝑛) is said to be in the class VBP if
the number of variables and degree of 𝑓𝑛 are bounded by poly(𝑛) and furthermore,
𝑓𝑛 can be computed by an algebraic branching program of size at most poly(𝑛).

It is not hard to show that VBP ⊆ VP. In the previous section, we discussed the
closure of the class VP under factorization. A natural question is whether a similar
closure property holds for VBP. Kaltofen and Koiran [KK08] made progress in
this direction by showing that if 𝑓 , 𝑔 ∈ VBP and 𝑓 = 𝑔 · ℎ, then ℎ also belongs to
VBP. Their approach relies on interpreting algebraic branching programs (ABPs)
as a restricted class of circuits known as skew circuits discussed earlier. Using this
division closure, Jansen [Jan11] leveraged the connection between ABPs and the
determinant to adapt the power iteration algorithm for computing eigenvalues, to
prove factor closure for polynomials of the form 𝑓 = 𝑓1 · (𝑦 − 𝑓2) · · · (𝑦 − 𝑓𝑛), where
the 𝑓𝑖 are pairwise distinct. More recently, Sinhababu and Thierauf [ST21] revisited
the Hensel lifting method to completely solve the open problem by proving factor
closure of VBP.

It is important to observe that the multivariate factoring algorithm from Theorem 7
does not directly extend to Algebraic Branching Programs (ABPs). The main chal-
lenge lies in the monic variant of Hensel lifting, which requires division at each step–a
costly operation for ABPs when repeated frequently (see Equation (3)). Although
composition is technically feasible in ABPs (Lemma 7), the multiplicative blow-
up renders repeated use impractical. This limitation also rules out other factoring
strategies that rely on efficient composition, which we shall explore in later sections.
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Nevertheless, Sinhababu and Thierauf [ST21, Theorem 4.1] circumvented the
obstacles by employing the classical version of Hensel lifting (Theorem 4), which
avoids division altogether.

Theorem 8 (VBP Closure) Let 𝑓 ∈ F[𝒙] be a 𝑛-variate polynomial of degree 𝑑

computed by an ABP of size 𝑠. Then its arbitrary factor 𝑔 can be computed by an
ABP of size poly(𝑠, 𝑛, 𝑑).

Proof Sketch. The special case where 𝑓 = 𝑔𝑒 is handled using the binomial expansion,
as detailed in Equation (5), in conjunction with structural results from Lemma 7. For
the general case, we follow the same sequence of preprocessing steps as before: taking
a derivative to perform square-free reduction, applying a random shift to ensure that
𝑓 is monic and that the factors of 𝑔 and ℎ remain coprime, and finally reducing the
polynomial to a bivariate form. These steps prepare the polynomial for the application
of Hensel lifting. As before, we begin the lifting process by applying a univariate
factoring algorithm to 𝑓 (𝑥, 0) (see Section 1.1). However, instead of using the monic
variant of Hensel lifting–as in the previous setting–which involves division at each
step, we employ the classical version of Hensel lifting (see Theorem 4). The process
is repeated as before for 𝑘 iterations to obtain polynomials 𝑔𝑘 and ℎ𝑘 such that

𝑓 ≡ 𝑔𝑘 · ℎ𝑘 mod 𝑦2𝑘

,

where 𝑘 = 𝑂 (log 𝑑) suffices. Finally all that remains is to solve the linear system
arising as before from

�̃� ≡ 𝑔𝑘 · ℎ′𝑘 mod 𝑦2𝑘

.

Since a guaranteed solution requires the linear system to be homogeneous, the poly-
nomial �̃� is not monic. Sinhababu and Thierauf observed that the monic irreducible
factor 𝑔 can be recovered by dividing �̃� by its leading coefficient (see [ST21, Lemma
4.19]). It is then easy to observe that all the steps, including the preprocessing
steps, can be performed efficiently on ABPs using the structural results discussed
earlier. ⊓⊔

As for VP, it is an open question to extend the above result to fields of small
characteristic.

Question 4 (Open) Is the class VBP closed under taking factors over fields of positive
characteristic?
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4.6 Explicit polynomials

A compelling class of polynomials was defined by Valiant [Val79] as a non-
deterministic analog of VP. This class is denoted by VNP and is defined as follows.

Definition 6 (VNP) A family of polynomials 𝑓 = ( 𝑓𝑛) is said to be in VNP over
the field F if there exist functions 𝑘, ℓ, 𝑚 : N → N all polynomially bounded, and
a polynomial family 𝑔 = (𝑔𝑛) ∈ VP with 𝑔𝑛 ∈ F[𝑥1, . . . , 𝑥𝑘 (𝑛) , 𝑦1, . . . , 𝑦𝑚(𝑛) ] such
that for all 𝑛,

𝑓𝑛 (𝑥1, . . . , 𝑥𝑘 (𝑛) ) =
∑︁

𝒂∈{0,1}𝑚(𝑛)

𝑔ℓ (𝑛) (𝑥1, . . . , 𝑥𝑘 (𝑛) , 𝑎1, . . . , 𝑎𝑚(𝑛) ).

The polynomial family 𝑔 is often referred to as the family of verifier polynomials,
and the variables 𝑦1, . . . , 𝑦𝑚(𝑛) are called witness variables. This is analogous to
the boolean class NP which contains functions 𝑓 (𝑥1, . . . , 𝑥𝑛) that can be written as
a logical OR of a verifier function 𝑔(𝑥1, . . . , 𝑥𝑛, 𝑦1, . . . , 𝑦𝑚), 𝑚 = poly(𝑛) over all
boolean assignments to the witness variables 𝑦1, . . . , 𝑦𝑚. The OR is replaced by a
sum in VNP, making it perhaps closer to #P, the counting version of NP.

Clearly, VP ⊆ VNP. Motivated by Kaltofen’s results on the factors of VP,
Bürgisser [Bür00a, Conjecture 2.1] conjectured that VNP is closed under factor-
ization as well. Chou, Kumar and Solomon [CKS19b, Theorem 2.9] showed that
Bürgisser’s conjecture is in fact true when the field has characteristic 0. The key ideas
were based on a related but different factoring tool that we are going to discuss in the
upcoming section.

Further, Bhargav, Dwivedi, and Saxena [BDS24, Theorem 1.6] proved that the
factor closure holds over finite fields as well, using Hensel lifting in combination
with Valiant’s criterion (and its converse) for low-degree polynomials to be in VNP
(cf. [Bür00a, Proposition 2.20]). We denote by ⟨𝑎⟩ the boolean encoding of any
mathematical object 𝑎.

Proposition 2 (Valiant’s Criterion) Consider a polynomial family 𝑓 = ( 𝑓𝑛) with
the number of variables and degree of 𝑓𝑛 bounded by poly(𝑛). Suppose 𝑓𝑛 =

∑
𝒆 𝑐𝒆𝒙

𝒆.
If for every 𝑛, there exists a function 𝜙𝑛 ∈ #P/poly such that given any exponent
vector 𝒆, we have 𝜙𝑛 (⟨𝒆⟩) = ⟨𝑐𝒆⟩, then 𝑓 ∈ VNP.

Over finite fields, a weaker variant of Valiant’s criterion suffices, wherein the
coefficient function 𝜙 lies in #𝑝P/poly (see [Bür00a, Section 4.3]). We omit this
subtlety when it is clear from the context.
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Finally, it is once again important to state that VNP is closed under several standard
operations, such as addition, multiplication, and composition [Val82, Section 4].
However, the closure under composition is particularly subtle. A naive substitution of
variables may not work, and a more refined approach is needed [CKS19b, Claim 8.4].
In particular, an alternative characterization of VNP proves useful–namely, that VNP
polynomials can be expressed as hypercube sums of polynomial-size formulas (see
[MP08, Theorem 2] for a proof). We refer the reader to the full version of [BDS24]
for detailed proofs.

Theorem 9 (Closure of VNP) Let 𝑓 (𝒙) be an 𝑛–variate polynomial of degree 𝑑

such that
𝑓 (𝒙) =

∑︁
𝒂∈{0,1}𝑚

𝑞(𝒙, 𝒂),

where 𝑞(𝒙, 𝒚) can be computed by a circuit of size 𝑠. If 𝑔(𝒙) is any factor of 𝑓 of
degree 𝑟 , then it can be written as

𝑔(𝒙) =
∑︁

𝒆∈{0,1}𝑚′
𝑢(𝒙, 𝒆),

where 𝑚′ and size(𝑢) are both bounded by poly(𝑛, 𝑠, 𝑟, 𝑑, 𝑚).

Proof Sketch. Let F = F𝑞 , where 𝑞 = 𝑝𝑎 for some prime 𝑝 < deg( 𝑓 ). Without loss of
generality, we can assume 𝑓 = 𝑔𝑒 · ℎ, where 𝑒 ≥ 1. Recall that in earlier proofs, the
special case ℎ = 1 was handled separately. For large fields, an identity of the form
Equation (5) works in VNP as well. However, over finite fields, extra care is needed.

Let 𝑒 = 𝑝𝑖 · 𝑒. If 𝑒 > 1, then we define the polynomial

𝑓 = 𝑧�̂� − 𝑓 = (𝑧 − 𝑔�̂�1 ) · (𝑧
�̂�−1 + 𝑧�̂�−2𝑔1 + · · · + 𝑔�̂�−1

1 ),

where 𝑔1 := 𝑔𝑝𝑖 . It is easy to see that the two factors of 𝑓 are coprime if 𝑝 does not
divide 𝑒. Then the monic Hensel lifting template can be applied to show that (𝑧− 𝑔�̂�1 )
is in VNP. The high-level idea is that, after all the required transformations, Hensel
lifting performed on 𝑓 yields a small circuit computing the factor (see [BDS24,
Lemma 5.9]). Since VNP is closed under composition, the required factor (𝑧 − 𝑔�̂�1 ),
and hence 𝑔�̂�1 , belongs to VNP.

If 𝑔 and ℎ are coprime, then we can directly apply the Hensel lifting approach to
compute 𝑔𝑒 in VNP, and then proceed as before.

Therefore, the only remaining case is when 𝑒 = 1 and 𝑓 = 𝑔𝑝𝑖 . Note that
this case requires separate attention only over small characteristic fields. Since the
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characteristic of the field is 𝑝, we can associate the coefficients of 𝑓 to those of 𝑔 via
the standard Frobenius map. In particular, if the coefficient of 𝒙𝒂 in 𝑔 is 𝑐𝑔, and the
coefficient of 𝒙𝑝𝑖 ·𝒂 in 𝑓 is 𝑐 𝑓 , then 𝑐𝑔 = (𝑐 𝑓 )1/𝑝𝑖 .

In [BDS24], the authors observed that the converse of Valiant’s criterion holds
over finite fields. In particular, all the coefficients of 𝑓 can be computed by a #P/poly
function. Together with the Frobenius correspondence between the coefficients, this
yields a #P/poly function for computing the coefficients of the factor 𝑔. Then, using
Proposition 2, we can conclude that 𝑔 can be written as a hypercube sum of small
sized circuits. ⊓⊔

Theorem 9 also partially answers Question 3 and Question 4, proving that factors
of polynomials in VP (and VBP) are in VNP over finite fields. Robert Andrews
communicated to us an (as yet) unpublished proof (based on the ideas of Malod and
Portier [MP08] and Andrews [And20]) that extends the closure of VNP to all perfect
fields. A field F is perfect if either it is of characteristic zero, or, if the characteristic is
a prime 𝑝, then all elements of F are 𝑝-th powers. All finite fields are perfect. Thus,
it only remains to settle the closure of VNP over infinite non-perfect fields (e.g. the
fraction field F𝑝 (𝑡) for some indeterminate 𝑡).

Question 5 (Open) Is the class VNP closed under taking factors over infinite non-
perfect fields of positive characteristic?

5 Factoring via Newton iteration

In 1669, Isaac Newton described a method to approximate roots of real valued
functions. Also known as the Newton-Raphson method, the idea is to start with an
initial approximate root 𝑥0 of the equation 𝑓 (𝑥) = 0 and successively produce better
approximations using the rule

𝑥𝑖+1 = 𝑥𝑖 −
𝑓 (𝑥𝑖)
𝑓 ′ (𝑥𝑖)

,

provided 𝑓 ′ (𝑥𝑖) ≠ 0. The value 𝑥𝑖+1 is the 𝑥-intercept of the tangent to the curve of
𝑓 (𝑥) at the point 𝑥𝑖 . Alternately, we can think of this as finding a root of 𝑓 (𝑥𝑖) +
𝑓 ′ (𝑥𝑖) (𝑥 − 𝑥𝑖), the Taylor approximation of 𝑓 (𝑥) (up to linear terms) at the point 𝑥𝑖 .
It is intuitive that 𝑥𝑖+1 is closer than 𝑥𝑖 to a root of 𝑓 . Similar to the notion of 𝑝-adic
numbers (Section 4.3), two multivariate polynomials (or even power series) 𝑝(𝒙)
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and 𝑞(𝒙) are considered close up to degree 𝑡 if they only differ in terms of degree
greater than 𝑡, i.e., 𝑝(𝒙) = 𝑞(𝒙) mod ⟨𝒙⟩𝑡+1.

We first state a slower version of Newton’s method over the power series ring that
is useful in factoring applications.

Lemma 8 ([CKS19b, Lemma 5.1]) Let 𝑓 (𝒙, 𝑦) ∈ F(𝒙) [𝑦] be a polynomial over
F(𝒙) and 𝜇 ∈ F be such that 𝑓 (0, 𝜇) = 0 but 𝛿 := 𝜕𝑦 𝑓 (0, 𝜇) ≠ 0.

Then, there is a unique power series 𝜑 ∈ F[[𝒙]] with 𝜑(0) = 𝜇 such that
𝑓 (𝒙, 𝜑) = 0. Set 𝜑0 = 𝜑(0), and for all 𝑡 ≥ 0, define

𝜑𝑡+1 := 𝜑𝑡 −
𝑓 (𝒙, 𝜑𝑡 )

𝛿
.

The rate of convergence of the sequence of polynomials 𝜑𝑡 ∈ F[𝒙] to the root 𝜑
is linear:

𝜑 = 𝜑𝑡 mod ⟨𝒙⟩𝑡+1 for all 𝑡 ≥ 0.

Consider the case when a polynomial 𝑓 (𝒙, 𝑦) ∈ F[𝒙, 𝑦] has a degree-𝑟 polynomial
𝑔(𝒙) ∈ F[𝒙] as a root (w.r.t. 𝑦). After 𝑟 steps of Newton Iteration, we get a polynomial
𝜑𝑟 (of degree possibly greater than 𝑟) that agrees with 𝑔 on all terms up to degree
𝑟. We obtain 𝑔 by truncating 𝜑𝑟 up to terms of degree at most 𝑟. Seen differently,
Newton Iteration lets us find a linear factor (𝑦 − 𝑔(𝒙)) of 𝑓 (𝒙, 𝑦) by iteratively
approximating the root 𝑔(𝒙), provided the root is of multiplicity one, also called a
simple root. If the root is not simple, i.e. 𝑦 − 𝑔(𝒙) occurs with multiplicity 𝑒 > 1 in
𝑓 , the derivative at the root 𝜕𝑦 𝑓 (𝒙, 𝑔(𝒙)) = 0, so we consider instead the (𝑒 − 1)–th
partial derivative 𝜕𝑦𝑒−1 𝑓 (𝒙, 𝑦), which has 𝑔(𝒙) as a simple root.

A ‘random’ invertible shift of the variables 𝒙 ↦→ 𝒙 + 𝛼𝑦 + 𝛽 where 𝛼 and 𝛽 are
random elements from F𝑛 ensures that 𝑓 is monic in 𝑦 and thus, so are its factors (see,
for e.g., [DSS22, Lemma 14]). However, in general, the factors of 𝑓 (𝒙, 𝑦) may not
be linear. Nevertheless, over the algebraically closed field F(𝒙), 𝑓 uniquely factors
as

∏
𝑖 (𝑦 − 𝜑𝑖 (𝒙))𝑒𝑖 where for all 𝑖, 𝑒𝑖 > 0 and 𝜑𝑖 (𝒙) ∈ F(𝒙). In fact, it can be shown

that after the variable shift, 𝑓 splits over the power series ring i.e., 𝜑𝑖 (𝒙) ∈ F[[𝒙]]
for all 𝑖 (see [DSS22, Theorem 17] for a proof). Moreover, the constant terms of the
roots 𝜇𝑖 := 𝜑𝑖 (0) are all distinct non-zero field elements. Using Newton Iteration, we
can approximate these power series roots. A faster version with a quadratic rate of
convergence is sometimes more useful.

Lemma 9 ([DSS22, Lemma 15]) Let 𝑓 (𝒙, 𝑦) ∈ F(𝒙) [𝑦] be a polynomial over F(𝒙)
and 𝜇 ∈ F be such that 𝑓 (0, 𝜇) = 0 but 𝛿 := 𝜕𝑦 𝑓 (0, 𝜇) ≠ 0.
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Then, there is a unique power series 𝜑 ∈ F[[𝒙]] with 𝜑(0) = 𝜇 such that
𝑓 (𝒙, 𝜑) = 0. Set 𝜑0 = 𝜑(0), and for all 𝑡 ≥ 0 define

𝜑𝑡+1 := 𝜑𝑡 −
𝑓 (𝒙, 𝜑𝑡 )

𝜕𝑦 𝑓 (𝒙, 𝜑𝑡 )
.

Since 𝜑𝑡 (0) = 𝜇 for all 𝑡 ≥ 0 and since 𝛿 ≠ 0, the denominator above is invertible
in the power series ring. The sequence of rational functions 𝜑𝑡 (𝒙) ∈ F(𝒙) converges
to 𝜑 at a quadratic rate:

𝜑 = 𝜑𝑡 mod ⟨𝒙⟩2𝑡 for all 𝑡 ≥ 0.

The above Newton-Iteration lemmas can also be viewed as power series versions of
the Implicit Function Theorem (see, for e.g. [KP13, Chapter 1] and [Art22, Theorem
9.2.1]). Returning to the problem of factoring 𝑓 (𝒙, 𝑦), suppose it has a non-trivial
factor 𝑔(𝒙, 𝑦) of degree 𝑟. As discussed earlier, we can assume 𝑔 is a factor of
multiplicity one by considering appropriate partial derivatives. Since 𝑓 is monic in
𝑦, so is 𝑔, and splits as

∏𝑟
𝑖=1 (𝑦 − 𝜑𝑖) for some power series roots 𝜑𝑖 (𝒙) ∈ F[[𝒙]].

Crucially, these 𝜑𝑖’s are a subset of the roots of 𝑓 . Given this set (via the distinct
degree-0 terms of the 𝜑𝑖’s), we can approximate each of these power series roots up
to degree 𝑟 using Newton Iteration on 𝑓 . Whether we use the faster or slower version
will depend on the convenience afforded by the computational model. Finally, in
order to obtain 𝑔, it is enough to multiply the approximations, truncate the result up
to terms of degree 𝑟 , and invert the variable shift.

5.1 Low depth circuits

In this section, we consider factors of polynomials computable by small-size circuits
that are also of bounded-depth. These circuits form an extremely interesting subclass
of arithmetic circuits since general circuits can be “efficiently” depth-reduced, unlike
Boolean circuits. An influential body of work [Val+83; AV08; Koi12; Tav15; Gup+16]
shows that any circuit of size 𝑠 computing a polynomial of degree 𝑑 can be equivalently
written as a homogeneous depth-4 circuit of size 𝑠𝑂 (

√
𝑑) , or even a depth-3 circuit of

that size, if one foregoes homogeneity.
Dvir, Shpilka, and Yehudayoff [DSY09] studied factors of low-depth circuits

in order to extend the Hardness-Randomness paradigm of Kabanets and Impagli-
azzo [KI04] (see Section 3.2) to this model. Of particular interest to them were
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factors of the form 𝑦 − 𝑔(𝒙) of a bounded-depth circuit 𝑓 (𝒙, 𝑦). They showed that
if the individual degree of 𝑓 with respect to 𝑦 is bounded, then the root 𝑔(𝒙) has a
small bounded-depth circuit.

Theorem 10 ([DSY09, Theorem 4]) Let 𝑓 ∈ F[𝒙, 𝑦] be a (𝑛+1)–variate polynomial
with deg( 𝑓 ) ≤ 𝑑 and deg𝑦 ( 𝑓 ) ≤ 𝑘 , computed by a depth-Δ circuit of size 𝑠. Then,
its factors of the form 𝑦 − 𝑔(𝒙) with deg(𝑔) = 𝑟 can be computed by circuits of size
poly(𝑠, 𝑟𝑘 , 𝑑, 𝑛) and depth Δ +𝑂 (1).

Proof Sketch. The obvious approach would be to use Lemma 8 to successively
approximate the root 𝑔(𝒙) via Newton Iteration. Let us assume the preconditions
for using the lemma are met. The crucial observation [DSY09, Lemma 3.1] is that
the 𝑡–th approximate 𝜑𝑡 can be expressed as a (𝑘 + 1)–variate, degree–𝑡 polynomial
𝑄𝑡 in the coefficients of 𝑓 , i.e., 𝜑𝑡 = 𝑄𝑡 ( 𝑓0, . . . , 𝑓𝑘), where 𝑓 (𝒙, 𝑦) = ∑𝑘

𝑗=0 𝑓 𝑗 (𝒙)𝑦 𝑗 ,
with 𝑓 𝑗 (𝒙) ∈ F[𝒙]. After 𝑟 iterations, we get the polynomial 𝜑𝑟 = 𝑄𝑟 ( 𝑓0, . . . , 𝑓𝑘) of
degree at most 𝑑𝑟 such that 𝑔 = 𝜑𝑟 mod ⟨𝒙⟩𝑟+1.

The sparsity of 𝑄𝑟 is at most
(𝑟+𝑘

𝑘

)
= 𝑂 (𝑟𝑘). Composing the trivial depth-2 circuit

for 𝑄𝑟 (of size 𝑂 (𝑟𝑘)) with the depth-Δ circuits for 𝑓 𝑗 ’s (of size 𝑂 (𝑠𝑘), obtained
via interpolation on 𝑓 Lemma 2), we have a circuit for 𝜑𝑟 of depth Δ + 2 and size
poly(𝑟𝑘 , 𝑠). To extract 𝑔, we can use interpolation on 𝜑𝑟 by first mapping 𝑥𝑖 → 𝑧𝑥𝑖

and using Lemma 2 to obtain all the components of degree at most 𝑟 (w.r.t 𝑧) with a
size blow up of poly(𝑟𝑘 , 𝑠, 𝑑). The depth does not change.

By repeatedly taking partial derivatives of 𝑓 using Lemma 3 (incurring a size
blow-up of at most poly(𝑠, 𝑘)) and a translation of the coordinates (resulting in a
depth increase by 1), we can ensure that 𝑔 is a simple root of 𝑓 (and thus, Lemma 8 is
applicable). So we have a depth Δ+3 circuit for 𝑦−𝑔(𝑥) of size poly(𝑟𝑘 , 𝑠, 𝑑, 𝑛). ⊓⊔

Note that the size bound in Theorem 10 is poly(𝑛) if 𝑠, 𝑑 ≤ poly(𝑛) and 𝑘 = 𝑂 (1).
In fact, one can also obtain a randomized polynomial time algorithm to find the root 𝑔.
Rafael Oliveira [Oli16] generalized this result to show that polynomials of bounded
individual degrees and computable by small bounded-depth circuits are closed under
factorization. A little thought reveals that if a polynomial has its individual degree
bounded, then so will its factors.

Theorem 11 ([Oli16,Theorem 1.2]) Let 𝑓 ∈ F[𝒙, 𝑦] be a (𝑛+1)–variate polynomial
with deg( 𝑓 ) ≤ 𝑑, and individual degree bounded by 𝑘 . Suppose 𝑓 can be computed
by a depth-Δ circuit of size 𝑠. Then, any factor 𝑔(𝒙, 𝑦) of degree 𝑟 that divides 𝑓 can
be computed by a circuit of size poly(𝑟𝑘 , 𝑘, 𝑠, 𝑑, 𝑛) and depth Δ +𝑂 (1).
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Proof Sketch. The main idea is to use the argument at the beginning of Section 5 and
essentially lift the above result of Dvir Shpilka and Yehudayoff to all factors. Let us
begin by writing 𝑓 (𝒙, 𝑦) = ∑𝑘

𝑗=0 𝑓 𝑗 (𝒙)𝑦 𝑗 and 𝑔(𝒙, 𝑦) = ∑ℓ
𝑗=0 𝑔 𝑗 (𝒙)𝑦 𝑗 , where ℓ ≤ 𝑘 .

A shift of the variables 𝒙 ↦→ 𝒙 + 𝛼𝑦 + 𝛽 to ensure that 𝑓 is monic in 𝑦, however,
would make its individual degree 𝑘𝑛. Therefore, in order to reduce to the monic case,
we rewrite

𝑓 (𝒙, 𝑦) = 𝑓𝑘 (𝒙)
©­«𝑦𝑘 +

𝑘−1∑︁
𝑗=0

𝑓 𝑗 (𝒙)/ 𝑓𝑘 (𝒙)𝑦 𝑗ª®¬ and

𝑔(𝒙, 𝑦) = 𝑔ℓ (𝒙)
©­«𝑦ℓ +

ℓ−1∑︁
𝑗=0

𝑔 𝑗 (𝒙)/𝑔ℓ (𝒙)𝑦 𝑗ª®¬ .
The idea is that, since 𝑔 divides 𝑓 , the leading term 𝑔ℓ divides 𝑓𝑘 . If we are able

to recover the factor 𝑔ℓ from 𝑓𝑘 by an induction on the number of variables (note
the one fewer variable), and we somehow obtain a circuit for 𝑔/𝑔ℓ using Newton
Iteration (Section 5) for monic polynomial factoring, then multiplying the circuits
for 𝑔ℓ and 𝑔/𝑔ℓ would give us 𝑔.

Although we can extract 𝑓𝑘 from 𝑓 via interpolation, we cannot afford the resulting
size blow-up (by a factor of 𝑘) in the induction argument. To avoid this, we work with
the polynomial 𝑓 (𝒙, 𝑦) := 𝑦𝑘 𝑓 (𝒙, 1/𝑦), which is the reversal of (the coefficients of)
the polynomial 𝑓 . The leading coefficient of 𝑓 is now 𝑓0 (𝒙) = 𝑓 (𝒙, 0) which has a
smaller circuit than 𝑓 . Moreover, the factors of the reversal of a polynomial are just
the reversals of the original factors.

Once we find (by induction) a circuit of depth Δ + 𝑂 (1) and size poly(𝑟𝑘 , 𝑠, 𝑑)
for 𝑔0 (𝒙) (the leading coefficient of �̃�(𝒙, 𝑦)), we can use Theorem 10 to approximate
the roots 𝜑𝑖 (𝒙) ∈ F[[𝒙]] (up to degree 𝑑) of the monic rational function �̃�/𝑔0 =∏ℓ

𝑖=1 (𝑦 − 𝜑𝑖). Using Newton Iteration on 𝑓 , whose degree in 𝑦 is bounded by 𝑘 , we
can approximate these roots by circuits of depth Δ + 𝑂 (1) and size poly(𝑟𝑘 , 𝑠, 𝑑).
We further obtain a circuit of size poly(𝑟𝑘 , 𝑠, 𝑘, 𝑑) for �̃�/𝑔0 by multiplying the
approximations for the circuits and truncating using interpolation, resulting in a
depth increase by at most a constant. Finally, we get 𝑔(𝒙, 𝑦) by multiplying 𝑔0 and
�̃�/𝑔0 and computing the reversal of �̃�. ⊓⊔

The above result can be used to obtain a randomized algorithm running in time
poly(𝑠, (𝑛𝑘)𝑘) to compute all the factors of the polynomial 𝑓 with individual degree
bounded by 𝑘 .
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Chou, Kumar, and Solomon [CKS19b] removed the restriction on individual
degrees at the expense of requiring that the total degree of the factor 𝑓 be small.

Theorem 12 ([CKS19b, Theorem 2.1]) Let 𝑓 ∈ F[𝒙, 𝑦] be a (𝑛 + 1)–variate
polynomial of degree 𝑑. Suppose 𝑓 can be computed by a depth-Δ circuit of size 𝑠.
Then, any factor 𝑔(𝒙, 𝑦) of degree 𝑟 that divides 𝑓 can be computed by a circuit of
size poly(𝑟

√
𝑟 , 𝑛, 𝑑, 𝑠) and depth Δ +𝑂 (1).

Proof Sketch. The broad outline is still the reduction of factoring to approximating
roots, same as in the proof of Theorem 11. Consider the simple case when 𝑔 is a
root of 𝑓 . If deg𝑦 ( 𝑓 ) ≥ 𝑛, the earlier observation by Dvir et.al that there exists a
(deg𝑦 ( 𝑓 ) + 1)–variate polynomial 𝜑𝑟 that approximates 𝑔 up to degree 𝑟 becomes
trivial since 𝑔 is already an 𝑛–variate polynomial.

However, irrespective of deg𝑦 ( 𝑓 ), Chou, Kumar and Solomon show that 𝜑𝑟 can
in fact be written as a (𝑟 + 1)–variate, poly(𝑟)–sized, degree–𝑟 polynomial 𝐴𝑟 in
the (at most) 𝑟–th order partial derivatives of 𝑓 [CKS19b, Lemma 5.3]3. Using the
depth-reduction results mentioned at the beginning of this section, we can further
squash this to a depth–3 circuit for 𝐴𝑟 of size 𝑟𝑂 (

√
𝑟 ) . Composition with the depth–Δ,

poly(𝑠, 𝑑, 𝑟)–sized circuits for the partial derivatives results in a depth–(Δ+3) circuit
for 𝜑𝑟 , from which we can extract 𝑔 using interpolation, as before.

The rest of the argument to lift this to a general factor remains almost the same as in
Theorem 11. The argument does not need special handling of the leading coefficient
as we do not need to worry about maintaining individual degree after the coordinate
shift. ⊓⊔

Hence, if the degree 𝑟 of the factor is at most log2 𝑛/log log 𝑛, then the size bound
for 𝑔 above is poly(𝑛). When 𝑟 is large, it still leaves open the following question of
Shpilka and Yehudayoff [SY10, Open Problem 19]:

Question 6 (Open) If a polynomial 𝑓 (𝒙, 𝑦) can be computed by a depth-Δ circuit
of size 𝑠, can any factor 𝑔(𝒙, 𝑦) be computed by a circuit of depth 𝑂 (Δ) and size
poly(𝑠)?

Recently, there have been a series of works on derandomizing factorization for
constant depth circuits [KRS24; Kum+24; DST24]. There has also been progress on
computing GCD, resultants, and various other linear algebra problems in constant

3 A proof of closure of VNP under factoring also follows from here using closure properties of VNP
under coefficient extraction and composition (see [CKS19b, Claim 8.3 and Claim 8.4]).
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depth [AW24]. Building on this, Bhattacharjee, Kumar, Ramanathan, Saptharishi and
Saraf [Bha+25] gave the first subexponential deterministic algorithm for factorization
of constant depth circuits.

5.2 High degree circuits

The families of polynomials we considered till now had ‘low’ degree, bounded by a
polynomial in the number of variables. Malod [Mal03; Mal07] considered the case
when the degrees are not bounded.

Definition 7 A family of polynomials 𝑓 = ( 𝑓𝑛) is said to be in VP𝑛𝑏 over the field
F if the number of variables and the size of the smallest circuit over F are bounded
by poly(𝑛).

Note that the degree of a polynomial family in VP𝑛𝑏 can be exponential in the size
of the circuit. Kaltofen [Kal87] showed (Theorem 7) that for an 𝑛-variate polynomial
𝑓 = 𝑔𝑒ℎ where 𝑔 and ℎ are coprime and 𝑔 has multiplicity 𝑒,

size(𝑔) = poly(size( 𝑓 ), deg(𝑔), 𝑒, 𝑛) (6)

Hence, the best size upper bound one can deduce for (exponential–degree) factors
of polynomials in VP𝑛𝑏 from Kaltofen’s result is exponential. This is unavoidable
in general: the polynomial 𝑥2𝑛 − 1 =

∏2𝑛
𝑖=1 (𝑥 − 𝜉𝑖) where 𝜉 is a 2𝑛–th root of

unity, can be computed by a circuit of size 𝑂 (𝑛). Lipton and Stockmeyer [LS78]
showed that a random exponential–degree factor

∏
𝑖∈𝑆 (𝑥 − 𝜔𝑖) where 𝑆 ⊂ [2𝑛]

and |𝑆 | = exp(𝑛) requires exp(𝑛)–size circuits. So VP𝑛𝑏 is not closed under taking
factors. Nevertheless, Bürgisser’s Factor Conjecture [Bür00a, Conj. 8.3] states that
the size of the factor 𝑔 in Equation (6) should be independent of its multiplicity 𝑒. In
particular, poly(𝑛)–degree factors of a polynomial family in VP𝑛𝑏 should be in VP.

Question 7 (Open) Show that if 𝑔(𝒙) is a factor of an 𝑛–variate polynomial 𝑓 (𝒙)
then,

size(𝑔) = poly(size( 𝑓 ), deg(𝑔), 𝑛).

See [Bür04, Section 4] for some applications of the above conjecture to decision
complexity. Over the years, there has been partial progress on the problem. In the
case when 𝑓 is a power of 𝑔, Kaltofen [Kal87] (cf. [Bür04, Proposition 6.1]) already
showed the conjecture to be true.
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Theorem 13 ([Kal87, Theorem 2]) Suppose 𝑓 (𝒙) = 𝑔(𝒙)𝑒 ∈ F[𝒙] is an 𝑛-variate
polynomial. Then,

size(𝑔) = poly(size( 𝑓 ), deg(𝑔), 𝑛).

Proof Sketch. We cannot directly approximate the roots of 𝑓 (and hence 𝑔) as outlined
in Section 5 since we cannot reduce to the multiplicity one case by taking (𝑒 − 1)
partial derivatives – the size blow up will be poly(size( 𝑓 ), 𝑒). Instead, we find the
root of the equation 𝑦𝑒 − 𝑓 (𝒙) by Newton Iteration (Lemma 9).

By shifting variables we can ensure that all the 𝑂 (log(deg(𝑔))) steps can
be performed. Crucially, we only need the homogeneous components of 𝑓 up
to deg(𝑔) for the intermediate steps. Straightforward analysis will show that
size(𝑔) = poly(size( 𝑓 ), deg(𝑔), 𝑛, log 𝑒), whereby noting that 𝑒 ≤ exp(size( 𝑓 ))
gives the result. ⊓⊔

As another special case, Dutta, Saxena and Sinhababu [DSS22] showed that
the conjecture also holds if the squarefree part of 𝑓 is of low degree. Suppose
𝑓 =

∏𝑚
𝑖=1 𝑓

𝑒𝑖
𝑖

is the complete factorization of 𝑓 with 𝑓𝑖’s irreducible. Recall that the
squarefree part of 𝑓 (also called the radical) is the polynomial rad( 𝑓 ) :=

∏𝑚
𝑖=1 𝑓𝑖 .

Theorem 14 Let 𝑓 (𝒙, 𝑦) be an 𝑛–variate polynomial and let 𝑔(𝒙, 𝑦) be a factor of
𝑓 . We then have

size(𝑔) = poly(size( 𝑓 ), deg(rad( 𝑓 )), 𝑛).

Proof Sketch. We follow the exposition of Sinhababu [Sin19]. Consider the derivative

𝜕𝑦 𝑓 (𝒙, 𝑦) = 𝜕𝑦

(
𝑚∏
𝑖=1

𝑓
𝑒𝑖
𝑖

)
=

𝑚∑︁
𝑖=1

𝑒𝑖 𝑓
𝑒𝑖−1
𝑖

𝜕𝑦 𝑓𝑖

(∏
𝑗≠𝑖

𝑓
𝑒 𝑗

𝑗

)
.

Rewrite it as 𝜕𝑦 𝑓 =
∏𝑚

𝑖=1 𝑓
𝑒𝑖−1
𝑖

𝑢 with 𝑢 =
∑𝑚

𝑖=1 𝑒𝑖𝜕𝑦 𝑓𝑖

(∏
𝑗≠𝑖 𝑓 𝑗

)
. The auxiliary

polynomial 𝐹 := 𝑓 + 𝑧𝜕𝑦 𝑓 factors as
∏𝑚

𝑖=1 𝑓
𝑒𝑖−1
𝑖

(∏𝑚
𝑖=1 𝑓𝑖 + 𝑧 · 𝑢

)
, where 𝑧 is a fresh

variable. The factor 𝐺 := rad( 𝑓 ) + 𝑧 ·𝑢 is coprime to
∏𝑚

𝑖=1 𝑓
𝑒𝑖−1
𝑖

, has the same degree
as rad( 𝑓 ) and is of multiplicity one. Using Kaltofen’s result (Theorem 7), we get
size(𝐺) = poly(size( 𝑓 ), deg(rad( 𝑓 )), 𝑛). One can obtain rad( 𝑓 ) by setting 𝑧 = 0
in 𝐺, and any irreducible factor 𝑓𝑖 in size poly(size( 𝑓 ), deg(rad( 𝑓 )), 𝑛) by further
factoring rad( 𝑓 ). The result follows by suitably combining powers of 𝑓𝑖 (via repeated
squaring) to form 𝑔. ⊓⊔

Shortly after proposing the factor conjecture, Bürgisser [Bür04] showed its plau-
sibility: low-degree factors can be approximated by small circuits!
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5.3 Algebraic approximation

A natural notion of approximation for algebraic computation was defined by
Bürgisser [Bür04]. A polynomial 𝑓 ∈ F[𝒙] is approximated by a polynomial
𝐹 ∈ F[𝜀] [𝒙] to an order of approximation 𝑀 if

𝐹 (𝒙, 𝜀) = 𝜀𝑀 𝑓 (𝒙) + 𝜀𝑀+1 𝑄(𝒙, 𝜀), (7)

for some polynomial𝑄(𝒙, 𝜀) ∈ F[𝒙, 𝜀]. The approximate/border size of 𝑓 , denoted
size( 𝑓 ), is defined as the size of the smallest circuit over the ring of constants F[𝜀]
computing a polynomial 𝐹 ∈ F[𝜀] [𝒙] that approximates 𝑓 .

Over fields like R or C, one can think of the above as an approximation in the
sense lim𝜀→0 𝜀

−𝑀𝐹 = 𝑓 . Another way of formulating the notion of approximation
is to consider 𝐹𝜀 ∈ F(𝜀) [𝒙] over the rational function field F(𝜀) instead, and require
an approximation of the form

𝐹𝜀 (𝒙) = 𝑓 (𝒙) + 𝜀𝑄𝜀 (𝒙),

where𝑄𝜀 ∈ F[𝜀] [𝒙] is a polynomial. The border complexity of 𝑓 is defined as before,
but with the circuit size now calculated over F(𝜀). In this case, although 𝐹𝜀=0 = 𝑓

is defined at 𝜀 = 0, the intermediate computations in the circuit for 𝐹 (over F(𝜀))
might not be. Scaling arguments show that these two notions of approximation are
equivalent [Bür04, Lemma 5.6]. For a detailed discussion on other natural definitions
of approximation (both topological and algebraic), and their equivalence, we point the
reader to [Bür04, Section 5] and [BIZ18, Section 2]. The notion of border complexity
naturally suggests an approximation version of the class VP.

Definition 8 (VP) A polynomial family 𝑓 = ( 𝑓𝑛) is in the class VP if the number of
variables of 𝑓𝑛, its degree, and the size of the smallest circuit over F[𝜀] approximating
𝑓𝑛 are bounded by poly(𝑛).

It is clear that VP ⊆ VP. In an attempt to utilize sophisticated tools from algebraic
geometry and representation theory to study Valiant’s conjecture, Mulmuley and
Sohoni [MS01; MS08] proposed VP ⊈ VNP as the mathematically nicer (but
possibly harder) conjecture. Further details on the Geometric Complexity Theory
(GCT) program for proving lower bounds can be found in [Reg02; Mul11; Bür+11;
Mul12; Gro12; Lan17; BI25].

Returning to the factorization problem, Bürgisser showed that poly(𝑛)-degree
factors of families in VP𝑛𝑏 are in VP.
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Theorem 15 ([Bür04, Theorem 1.3]) Let F be a field of characteristic 0 and let
𝑓 (𝒙, 𝑦) be an (𝑛 + 1)–variate polynomial over F. Suppose 𝑔(𝒙, 𝑦) is a factor of 𝑓 .
Then,

size(𝑔) = poly(size( 𝑓 ), deg(𝑔), 𝑛).

Proof Sketch. It suffices to show the result for irreducible 𝑔. Let 𝑓 = 𝑔𝑒ℎ where 𝑔 and
ℎ are coprime. As earlier, we would like to approximate the roots of 𝑔. Due to the
possibly exponential multiplicity 𝑒, we cannot reduce to the case of a simple root by
taking derivatives of 𝑓 . We can, however, find a point 𝑝 (equal to (0, 0) after shifting
coordinates), such that 𝑔 vanishes at 𝑝 but both ℎ and 𝜕𝑦𝑔 do not [Bür04, Lemma 3.3].
We can then try to build the corresponding (unique) power series root 𝜑 ∈ F[[𝒙]] of
𝑔 (which it shares with 𝑓 ) using Newton Iteration (Lemma 9) on 𝑓 . This seems quite
straightforward, except that 𝜕𝑦 𝑓 = 𝑒𝑔𝑒−1ℎ𝜕𝑦𝑔 + 𝑔𝑒𝜕𝑦ℎ always vanishes at 𝑝 when
𝑒 > 1. The main idea is to consider the perturbed polynomial

𝐹𝜀 (𝒙, 𝑦) := 𝑓 (𝒙, 𝑦 + 𝜀) − 𝑓 (0, 𝜀).

Note that 𝐹𝜀=0 = 𝑓 and 𝐹𝜀 (0, 0) = 0. We encourage the reader to check that the
derivative 𝜕𝑦𝐹𝜀 (0, 0) does not vanish anymore, and hence we can use Lemma 9 to
construct the root 𝜓𝜀 of 𝐹𝜀 , which in fact is an algebraic approximation of the root
𝜑 of 𝑓 (and also 𝑔), i.e. 𝜓𝜀=0 = 𝜑 (see [Bür04, Proposition 3.4]). This way, we can
efficiently approximate the factor 𝑔. ⊓⊔

The approximate circuit constructed for the low-degree factor in Theorem 15 has
additional structure. Note that a priori, the order of approximation 𝑀 for a polynomial
𝑓 can be arbitrarily large. However, Bürgisser [Bür04; Bür20, Theorem 5.7] showed
that over algebraically closed fields, 𝑀 = exp(size( 𝑓 )). Therefore, the free constants
from F[𝜀] used for approximation can be assumed to be ‘only’ exponential in
degree and hence, size. Since the circuit for the factor 𝑔 above is constructed via
Newton Iteration, the constants in F[𝜀] are in fact circuits of size poly(size( 𝑓 )) (but
exponential in degree). Hence, imposing this restriction on the size of the univariate
polynomials in 𝜀 is quite natural.

Definition 9 (VP𝜀) A polynomial family 𝑓 = ( 𝑓𝑛) over the field F is in the class VP𝜀

if the number of variables of 𝑓𝑛, its degree, and the size of the smallest circuit over F
approximating 𝑓𝑛 are bounded by poly(𝑛).
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Note that the circuit size of the approximating polynomial is over the base field F,
thus also incorporating the size of the constants in F[𝜀]. Over finite fields, the present
authors showed that VP𝜀 is in fact in VNP, something that is not known about VP.

Theorem 16 ([BDS24, Theorem 1]) Let F be a finite field, and 𝑓 ∈ F[𝒙] be an
𝑛–variate polynomial of degree 𝑑 such that the size of the smallest circuit (over F)
approximating 𝑓 is of size 𝑠. Then, 𝑓 can be written as

𝑓 (𝒙) =
∑︁

𝒂∈{0,1}𝑚
𝑔(𝒙, 𝒂),

where 𝑚, and sizeF (𝑔(𝒙, 𝒚)) are bounded by poly(𝑠, 𝑛, 𝑑).

Proof Sketch. The main idea is to use Valiant’s criterion (Proposition 2) to show that
the polynomial 𝑓 =

∑
𝒆 𝑐𝒆𝒙

𝒆 has coefficients 𝑐𝒆 that are “easy to describe”. Notice
that the polynomial 𝐹 approximating 𝑓 has a small circuit but exponential degree,
where the high degree is only due to 𝜀.

In the approximating expression for 𝑓 (Equation (7)), we interpolate 𝐹 on all
the variables (including 𝜀) using appropriate powers of unity. Consequently, each
coefficient 𝑐𝒆 of 𝑓 can be written as a hypercube sum over a small-size high-degree
circuit. When F is a finite field, we can simulate this algebraic circuit using a small
boolean circuit. As a result, we further obtain that the coefficient function of 𝑓 is in
#P/poly, whence we can apply Valiant’s criterion. ⊓⊔

As a corollary of Theorem 16, and the observation that the approximate circuit in
Theorem 15 is presentable, we can conclude that the families of low-degree factors
of high-degree circuits are in VNP.

Corollary 1 Let 𝑓 ∈ F𝑞 [𝒙] be an 𝑛–variate polynomial over a finite field F𝑞 of char-
acteristic 𝑝. Suppose 𝑔 is a poly(𝑛)–degree irreducible factor of 𝑓 with multiplicity
coprime to the characteristic 𝑝. If size( 𝑓 ) = 𝑠, then 𝑔 can be written as

𝑔(𝒙) =
∑︁

𝒂∈{0,1}𝑚
𝑢(𝒙, 𝒂),

where 𝑚, and size(𝑢(𝒙, 𝒚)) are bounded by poly(𝑠, 𝑛, 𝑑).

It is an open problem to extend these results to all fields.

Question 8 (Open) Can we show that VP𝜀 ⊆ VNP over any field F?
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6 To Hensel lift or Newton iterate?

Hensel Lifting (Section 4) and Newton Iteration (Section 5), though different when
viewed from afar, are quite similar upon closer inspection.

Let 𝑓 (𝒙, 𝑦) be a monic (with respect to 𝑦) polynomial of degree 𝑑 with a root 𝑔(𝒙)
(with respect to 𝑦) of multiplicity one, i.e. 𝑓 (𝒙, 𝑔(𝒙)) = 0, but 𝜕𝑦 𝑓 (𝒙, 𝑔(𝒙)) ≠ 0.
When we wanted to find iteratively better approximations to 𝑔, we started with an
approximation 𝑔0 that was consistent with 𝑔 modulo the ideal I := ⟨𝒙⟩ and used
Newton’s method to obtain a better approximation 𝑔1 that was consistent with 𝑔

modulo I2 = ⟨𝒙⟩2. The polynomial 𝑔 being a root of 𝑓 implies that 𝑓 can be factored
as 𝑓 (𝒙, 𝑦) = (𝑦 − 𝑔(𝒙))ℎ(𝒙, 𝑦) for some polynomial ℎ. So, we can instead view our
Newton Iteration process as a Hensel lift of the factorization 𝑓 = (𝑦 − 𝑔0)ℎ0 mod I
to the factorization 𝑓 = (𝑦 − 𝑔1)ℎ1 mod I2. Since 𝑔 was a root of multiplicity one,
the factors (𝑦 − 𝑔(𝒙)) and ℎ(𝒙, 𝑦) were coprime. In this sense, Newton Iteration is a
special case of Hensel Lifting.

Suppose now that we have the factorization 𝑓 (𝒙, 𝑦) = 𝑔(𝒙, 𝑦)ℎ(𝒙, 𝑦). Let us
write 𝑓 =

∑𝑑
𝑖=0 𝑓𝑖𝑦

𝑖 , and similarly 𝑔 =
∑𝑑1

𝑖=0 𝑔𝑖𝑦
𝑖 , ℎ =

∑𝑑2
𝑖=0 ℎ𝑖𝑦

𝑖 where for all 𝑖,
𝑓𝑖 , 𝑔𝑖 , ℎ𝑖 ∈ F[𝒙] and 𝑑1 + 𝑑2 = 𝑑. Noting that 𝑓𝑑 = 1, we can view this factorization
as a system of equations:

𝑓0 = 𝑔0ℎ0

𝑓1 = 𝑔0ℎ1 + 𝑔1ℎ0

...

𝑓𝑑−1 = 𝑔𝑑1−1ℎ𝑑2 + 𝑔𝑑1ℎ𝑑2−1 = 𝑔𝑑1−1 + ℎ𝑑2−1 .

For a new set of 𝑑 variables {𝒖,𝒘} = 𝑢0, . . . , 𝑢𝑑1−1, 𝑤0, . . . , 𝑤𝑑2−1, consider the
𝑑 equations

𝜑0 := 𝑓0 − 𝑢0𝑤0

𝜑1 := 𝑓1 − 𝑢0𝑤1 − 𝑢1𝑤0

...

𝜑𝑑−1 := 𝑓𝑑−1 − 𝑢𝑑1−1 − 𝑤𝑑2−1.

The coefficients (𝑔0, . . . , 𝑔𝑑1−1, ℎ0, . . . , ℎ𝑑2−1) are a common zero of the equations
𝜑 = (𝜑0, . . . , 𝜑𝑑−1). Given an approximate root (𝒂, 𝒃) ∈ F[𝒙]𝑑 modulo the ideal I,
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a multivariate generalization of Newton Iteration gives a better approximation

(𝒂∗, 𝒃∗) = (𝒂, 𝒃) − 𝐽−1𝜑(𝒂, 𝒃)

modulo the ideal I2, where the matrix of polynomials 𝐽 = (𝜕𝑡𝜑𝑖)0≤𝑖≤𝑑−1,𝑡∈{𝒖,𝒘} is
the Jacobian of 𝜑. We can now view a Hensel Lift of the factorization 𝑓 = 𝑔 (0)ℎ (0)

mod I to 𝑓 = 𝑔 (1)ℎ (1) mod I2 as a multivariate Newton Iteration step of improving
an approximate root to the above set of equations modulo I, to modulo I2. The
Jacobian and the Sylvester Matrix (Definition 2) are the same up to permutation of
rows and columns [CKS19a, Lemma 3.2]. Hence, the invertibility of the Jacobian
is equivalent to the coprimality of 𝑔 and ℎ [GG13, Exercise 15.21]. Thus, Newton
Iteration generalizes Hensel Lifting. More generally over valuation rings, the two
methods can be derived from one another. This is what Gathen [Gat84] has to say:

“Note that while Yun [Yun76] motivates the Hensel method as a special form of
the Newton method (”Hensel meets Newton”), here the Newton method is a corollary
of the Hensel method (”Hensel beats Newton”).”

This folklore connection between Hensel Lifting and Newton Iteration has also
appeared explicitly in a few places [Zip81; Gat84; Art22]. Chou, Kumar, and
Solomon [CKS19a] used this connection to give a simplified proof of Kaltofen’s VP
closure result using the multivariate Newton Iteration. For more restricted models, the
method that is convenient while factoring depends on the efficiency of the factoring
primitive that the model affords.

7 Factoring ‘weak’ models

There are models weaker than circuits and branching programs. Algebraic formulas,
as seen previously, are a very natural example.

7.1 Formulas

The class VF is a natural restriction of VP where the DAG underlying the circuit is a
tree (Figure 2). Since a formula of size 𝑠 can never compute a polynomial of degree
greater than 𝑂 (𝑠), we do not need to impose any additional degree restriction.
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Definition 10 (VF) A family of polynomials 𝑓 = ( 𝑓𝑛) is said to be in VF over the
field F if the minimum size of the formula (over F) computing 𝑓𝑛 is bounded by a
polynomial function in the number of variables 𝑛.

Remark 1 It is not hard to see that VF ⊆ VBP ⊆ VP. None of the containments are
known to be strict.

The factors obtained via monic Hensel lifting (Section 4.4) turn out to require
polynomial divisions with remainder (essentially circuits), even if we start with a
formula. We do not know how to convert circuits to formulas without a superpoly-
nomial blow up in the formula size. The best result we know in this direction is the
factor closure of superpolynomial sized formulas, first shown by Dutta, Saxena and
Sinhababu [DSS22, Theorem 3]. We state here the version from the work of Chou,
Kumar and Solomon [CKS19b] which gives an alternate proof of the same result
using the ideas in Section 5.1.

Theorem 17 ([CKS19b, Theorem 9.1]) Let 𝑓 (𝒙) be a polynomial of degree 𝑑 in 𝑛

variables which can be computed by a formula of size 𝑠. If 𝑔(𝒙) is a degree-𝑟 factor
of 𝑓 , then it can be computed by a formula of size poly(𝑠, 𝑛, 𝑑, 𝑟𝑂 (log 𝑟 ) ).

To avoid divisions, a reasonable try would be to extend the techniques of Sinhababu
and Thierauf for factoring branching programs (Section 4.5). All but the last step of
solving a linear system (equivalently, computing a determinant) can indeed be done
using small formulas. Unfortunately, we do not know of any poly(𝑛)-sized formulas
for the 𝑛 × 𝑛 symbolic determinant. Thus the question of factor closure for formulas
is still open.

Question 9 (Open) Is the class VF closed under factoring over any field F?

Note that a negative answer to the above question would separate VF from VBP
and VP, which are closed under factoring (at least when 𝑐ℎ𝑎𝑟 (F) is 0 or large).

When the depth is bounded (constant), formulas and circuits are essentially the
same. Every circuit of depth Δ and size 𝑠 can be equivalently written as a formula
of size 𝑂 (𝑠2Δ) while maintaining the same depth Δ. The only results we know for
formulas in this case come from Section 5.1 – bounded-depth formulas are closed
under factoring either when the individual degree is bounded (Theorem 11), or the
total degree is very low (Theorem 12).
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7.2 Sparse polynomials

Sparse polynomials are another interesting and perhaps the simplest class that one can
study. The sparsity of a polynomial 𝑓 , denoted by ∥ 𝑓 ∥, is the number of monomials
in it. Alternatively, one can think of the sparsity as the size of a ΣΠ circuit computing
𝑓 . The work of von zur Gathen and Kaltofen [GK85], which initiated the study of
factoring sparse polynomials, gave a randomized algorithm that outputs a factor in
time polynomial in the sparsity of the factor. Naturally, it makes sense to ask if factors
of sparse polynomials are sparse. Unfortunately, as they showed, this is not true in
general. The sparsity of a factor can be superpolynomial in the sparsity of the original
polynomial.

Example 1 ([GK85]) The polynomial 𝑓 =
∏𝑛

𝑖=1 (𝑥𝑑𝑖 − 1) has sparsity ∥ 𝑓 ∥ = 2𝑛, but
one of its factors 𝑔 =

∏𝑛
𝑖=1 (1 + 𝑥𝑖 + . . . + 𝑥𝑑−1

𝑖
) has sparsity ∥𝑔∥ = 𝑑𝑛 = ∥ 𝑓 ∥log 𝑑 .

If the individual degree is comparable to the number of variables, then the blow-up
can be exponential.

Example 2 ([BSV20]) Over the field F𝑝 , the polynomial 𝑓 =
∑𝑛

𝑖=1 𝑥
𝑝

𝑖
has sparsity

∥ 𝑓 ∥ = 𝑛, but the factor 𝑔 =
(∑𝑛

𝑖=1 𝑥𝑖
)𝑑 , for 0 < 𝑑 < 𝑝 has sparsity ∥𝑔∥ =

(𝑛+𝑑−1
𝑑

)
≈

∥ 𝑓 ∥𝑑 .

One might still hope that factors of a polynomial with bounded individual degree
are sparse.

Question 10 (Open) Let 𝑓 = 𝑔 ·ℎ be a polynomial with bounded (constant) individual
degree. Then, does the following hold: ∥𝑔∥ = poly(∥ 𝑓 ∥)?

Tools from convex geometry have been useful in recent progress in studying this
question. For a polynomial 𝑓 =

∑
𝒆 𝑐𝒆𝒙

𝒆, consider the set of exponent vectors in its
support,

sup( 𝑓 ) := {𝒆 : 𝑐𝒆 ≠ 0} ⊆ Z𝑛.

The convex hull of the points in the support denoted Conv(sup( 𝑓 )) is called the
Newton Polytope corresponding to 𝑓 :

𝑃 𝑓 := Conv(sup( 𝑓 )) =
{∑︁

𝒆

𝛼𝒆𝒆 :
∑︁
𝒆

𝛼𝒆 = 1, 0 ≤ 𝛼𝒆 ∈ R, 𝒆 ∈ sup( 𝑓 )
}
⊆ R𝑛.
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A vertex of 𝑃 𝑓 is a point in the polytope that cannot be written as a non-trivial
convex combination (i.e., 𝛼𝒆 < 1 for all 𝒆) of points in 𝑃 𝑓 . We will denote the vertex
set of a polytope 𝑃 by 𝑉 (𝑃). Ostrowski [Ost99] observed that for polynomials 𝑔 and
ℎ,

𝑃𝑔ℎ = 𝑃𝑔 + 𝑃ℎ,

where the addition is a Minkowski sum, consisting of all points 𝒂+ 𝒃, such that 𝒂 ∈ 𝑃𝑔

and 𝒃 ∈ 𝑃ℎ. It can be shown that

max{|𝑉 (𝑃𝑔) |, |𝑉 (𝑃ℎ) |} ≤ |𝑉 (𝑃𝑔 + 𝑃ℎ) | ≤ |𝑉 (𝑃𝑔) | · |𝑉 (𝑃ℎ) |. (8)

The upper bound on |𝑉 (𝑃𝑔+𝑃ℎ) | is straightforward. For the lower bound, see Bhar-
gava et al. [BSV20, Proposition 3.2] and Appendix K in the book of Schinzel [Sch00].
This suggests a way to prove sparsity bounds. For a polynomial 𝑓 = 𝑔ℎ, if we can
show 𝑔 is ‘dense’ by showing a lower bound on |𝑉 (𝑃𝑔) |, then by the above inequality,
we also get a lower bound on |𝑉 (𝑃𝑔 + 𝑃ℎ) |, and in turn the sparsity of 𝑓 . In other
words, if 𝑓 is sparse, so is 𝑔.

Consider the case when 𝑓 = 𝑔ℎ and 𝑔 is multilinear, i.e., the individual degree of
𝑔 is at most 1. A moment’s thought shows that every monomial of 𝑔 corresponds to
a vertex, i.e., sup(𝑔) = 𝑉 (𝑃𝑔). Combining this with the lower bound in Equation (8),
we get

∥ 𝑓 ∥ ≥ |𝑉 (𝑃 𝑓 ) | = |𝑉 (𝑃𝑔 + 𝑃ℎ) | ≥ |𝑉 (𝑃𝑔) | = ∥𝑔∥ . (9)

Therefore, if 𝑓 = 𝑔ℎ is a multilinear polynomial, then 𝑔 is also multilinear, and
we get ∥𝑔∥ ≤ ∥ 𝑓 ∥ from above, showing that sparse multilinear polynomials are
closed under factoring. Shpilka and Volkovich [SV10] gave an efficient deterministic
algorithm for factoring sparse multilinear polynomials. Volkovich [Vol15] used the
sparsity bound in Equation (9) to first extend their result to sparse polynomials
that split into multilinear factors. In a later work [Vol17], he proved that factors
of multiquadratic polynomials are also sparse, and gave an efficient deterministic
algorithm to factor such polynomials.

However, in general, the size of the vertex set |𝑉 (𝑃𝑔) | could be much smaller than
the sparsity ∥𝑔∥ of the polynomial. The polynomial 𝑔 =

(∑𝑛
𝑖=1 𝑥𝑖

)𝑑 in Example 2
has only 𝑛 vertices in its Newton Polytope (corresponding to 𝑥𝑑1 , . . . , 𝑥

𝑑
𝑛 ), but has

𝑂 (𝑛𝑑) monomials. If the individual degree of a polynomial is bounded, Bhargava et
al. [BSV20] showed that the vertex set is not too small either.

Theorem 18 Let 𝑔 be a polynomial in 𝑛 variables of individual degree 𝑑. Then,
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|𝑉 (𝑃𝑔) | ≥ ∥𝑔∥1/𝑂 (𝑑2 log 𝑛) .

The bound is tight with regards to dependence on 𝑛 (see [BSV20, Claim 4.4]). As
an immediate corollary of the above theorem, we deduce a sparsity bound for the
factors of polynomials with bounded individual degrees.

Corollary 2 Let 𝑓 = 𝑔ℎ be a polynomial in 𝑛 variables of individual degree 𝑑 and
sparsity ∥ 𝑓 ∥ = 𝑠. Then, the sparsity of 𝑔 is ∥𝑔∥ ≤ 𝑠𝑂 (𝑑2 log 𝑛) .

Proof. Note that the individual degree of𝑔 is bounded by 𝑑 as well. Using Equation (8)
and Theorem 18, we get

∥ 𝑓 ∥ ≥ |𝑉 (𝑃 𝑓 ) | = |𝑉 (𝑃𝑔 + 𝑃ℎ) | ≥ |𝑉 (𝑃𝑔) | ≥ ∥𝑔∥1/𝑂 (𝑑2 log 𝑛) ,

and thus, the required bound. ⊓⊔

Using the above sparsity bound, one can obtain a deterministic superpolynomial
time algorithm for sparse polynomials of bounded individual degree [BSV20, Theo-
rem 2] (also see [HG23]). We now give a brief overview of the ideas in the proof of
Theorem 18.

Proof Sketch.[Theorem 18] The classical Carathéodory’s theorem of convex geometry
states that any point 𝒙 ∈ Conv(𝑋) in the convex hull of a set of points 𝑋 ⊆ R𝑛 can
be written as a convex combination of at most 𝑛 + 1 points in 𝑋 . In fact, the convex
combination only needs to use the vertices of Conv(𝑋). We need much fewer than
𝑛 + 1 points if we are okay with approximating 𝒙 by a convex combination.

The approximate version of Carathéodory’s theorem is about a set 𝑋 with bounded
ℓ∞ norm (i.e., max𝒚∈𝑋 ∥𝒚∥∞ ≤ 1). Given an 𝜀 > 0, any point 𝒙 ∈ Conv(𝑋) that lies
in the convex hull of 𝑋 can be 𝜀-approximated by a point 𝒙′ (i.e., ∥𝒙 − 𝒙′∥∞ ≤ 𝜀)
that is a uniform convex combination of at most 𝑘 = 𝑂 ( log 𝑛

𝜀2 ) vertex points from
𝑉 (Conv(𝑋)). For us, 𝑋 will be the scaled-down version of sup(𝑔), i.e.,

𝑋 = {1/𝑑 · 𝒆 : 𝒆 ∈ sup(𝑔)}.

Note that |𝑋 | = ∥𝑔∥ and |𝑉 (Conv(𝑋)) | = |𝑉 (𝑃𝑔) |. Moreover, for distinct 𝒙 ≠ 𝒚 ∈ 𝑋 ,
we have ∥𝒙 − 𝒚∥∞ ≥ 1/𝑑. Hence, if we choose 𝜀 to be something slightly smaller
than 1/2𝑑, by triangle inequality, a point 𝒙′ ∈ Conv(𝑋) can 𝜀-approximate only
one of 𝒙 or 𝒚, not both. So, every point 𝒙 ∈ 𝑋 is guaranteed a distinct point
𝒙′ ∈ Conv(𝑋) that approximates it and is a uniform convex combination of at most
𝑘 points of 𝑉 (Conv(𝑋)). The number of such 𝒙′ is at most |𝑉 (Conv(𝑋)) |𝑘 . Hence,
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|𝑋 | ≤ |𝑉 (Conv(𝑋)) |𝑘 , and we can choose 𝜀 sufficiently close to (but smaller than)
1/2𝑑 to get 𝑘 = 𝑂 (𝑑2 log 𝑛), and thus our desired bound. ⊓⊔

Note that the polynomials in Example 1 and Example 2 with dense factors were
symmetric. Bisht and Saxena [BS25] answered Question 10 in the affirmative in this
case.

Theorem 19 ([BS25, Lemma 4.12]) Let 𝑓 = 𝑔ℎ be a factorization with 𝑔 being a
symmetric polynomial in 𝑛 variables of individual degree 𝑑 and sparsity ∥ 𝑓 ∥ = 𝑠.
Then, ∥𝑔∥ ≤ 𝑠𝑂 (𝑑2 log 𝑑) .

Furthermore, they used the above result to give a deterministic polynomial-time
factoring algorithm [BS25, Theorem 1.2] in this case. For general sparse polynomials,
the aforementioned result of Bhattacharjee, Kumar, Ramanathan, Saptharishi and
Saraf [Bha+25] gives a subexponential deterministic algorithm as a special case
when the depth is two.
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[Kra95] Jan Krajı́ček. Bounded Arithmetic, Propositional Logic, and Complexity
Theory. Vol. 60. Encyclopedia of Mathematics and Its Applications.
Cambridge University Press, Cambridge, 1995 (cit. on p. 15).

[KRS24] Mrinal Kumar, Varun Ramanathan, and Ramprasad Saptharishi. “Deter-
ministic Algorithms for Low Degree Factors of Constant Depth Circuits”.
In: Proceedings of the 2024 Annual ACM-SIAM Symposium on Discrete
Algorithms (SODA). SIAM, Philadelphia, PA, 2024, pp. 3901–3918 (cit.
on p. 38).

[KS06] Neeraj Kayal and Nitin Saxena. “Complexity of Ring Morphism Prob-
lems”. In: Comput. Complexity 15.4 (2006), pp. 342–390 (cit. on p. 15).

http://dx.doi.org/10.1007/BFb0023837
http://dx.doi.org/10.1006/jcss.1995.1023
http://dx.doi.org/10.1006/jcss.1995.1023
http://dx.doi.org/10.1007/s00037-004-0182-6
http://dx.doi.org/10.1007/s00037-004-0182-6
http://dx.doi.org/10.1145/1390768.1390790
http://dx.doi.org/10.1145/1390768.1390790
http://dx.doi.org/10.1145/190347.190371
http://dx.doi.org/10.1145/190347.190371
http://dx.doi.org/10.1016/j.tcs.2012.03.041
http://dx.doi.org/10.1016/j.tcs.2012.03.041
https://www.math.toronto.edu/swastik/courses/rutgers/ANT-F14/
http://dx.doi.org/10.1007/978-1-4614-5981-1
http://dx.doi.org/10.1017/9781108242066
http://dx.doi.org/10.1017/CBO9780511529948
http://dx.doi.org/10.1017/CBO9780511529948
http://dx.doi.org/10.1137/1.9781611977912.137
http://dx.doi.org/10.1137/1.9781611977912.137
http://dx.doi.org/10.1007/s00037-007-0219-8
http://dx.doi.org/10.1007/s00037-007-0219-8


Bhargav, Dwivedi & Saxena 59

[KS09] Zohar S. Karnin and Amir Shpilka. “Reconstruction of Generalized
Depth-3 Arithmetic Circuits with Bounded Top Fan-In”. In: 24th Annual
IEEE Conference on Computational Complexity. IEEE Computer Soc.,
Los Alamitos, CA, 2009, pp. 274–285 (cit. on p. 15).

[KS19] Mrinal Kumar and Ramprasad Saptharishi. “Hardness-Randomness
Tradeoffs for Algebraic Computation”. In: Bull. Eur. Assoc. Theor.
Comput. Sci. EATCS 129 (2019), pp. 56–87 (cit. on p. 14).

[KS98] Erich Kaltofen and Victor Shoup. “Subquadratic-Time Factoring of Poly-
nomials over Finite Fields”. In: Math. Comp. 67.223 (1998), pp. 1179–
1197 (cit. on p. 7).

[KSS15] Swastik Kopparty, Shubhangi Saraf, and Amir Shpilka. “Equivalence of
Polynomial Identity Testing and Polynomial Factorization”. In: Comput.
Complexity 24.2 (2015), pp. 295–331 (cit. on pp. 10, 11, 17).

[KST23] Mrinal Kumar, Ramprasad Saptharishi, and Anamay Tengse. “Near-
Optimal Bootstrapping of Hitting Sets for Algebraic Models”. In: Theory
Comput. 19 (2023), Paper No. 12, 30 (cit. on p. 14).

[KT90] Erich Kaltofen and Barry M. Trager. “Computing with Polynomials
given by Black Boxes for Their Evaluations: Greatest Common Divi-
sors, Factorization, Separation of Numerators and Denominators”. In:
J. Symbolic Comput. 9.3 (1990), pp. 301–320 (cit. on p. 24).

[KU11] Kiran S. Kedlaya and Christopher Umans. “Fast Polynomial Factor-
ization and Modular Composition”. In: SIAM J. Comput. 40.6 (2011),
pp. 1767–1802 (cit. on p. 7).

[Kum+24] Mrinal Kumar,Varun Ramanathan,Ramprasad Saptharishi, and Ben Lee
Volk. Towards Deterministic Algorithms for Constant-Depth Factors
of Constant-Depth Circuits. 2024. arXiv: 2403.01965 [cs] (cit. on
p. 38).

[Lan17] J. M. Landsberg. Geometry and Complexity Theory. Vol. 169. Cam-
bridge Studies in Advanced Mathematics. Cambridge University Press,
Cambridge, 2017 (cit. on p. 41).

[LLL82] A. K. Lenstra, H. W. Lenstra Jr., and L. Lovász. “Factoring Polynomials
with Rational Coefficients”. In: Math. Ann. 261.4 (1982), pp. 515–534
(cit. on p. 21).

[LS78] Richard J. Lipton and Larry J. Stockmeyer. “Evaluation of Polynomials
with Super-Preconditioning”. In: J. Comput. System Sci. 16.2 (1978),
pp. 124–139 (cit. on p. 39).

http://dx.doi.org/10.1109/CCC.2009.18
http://dx.doi.org/10.1109/CCC.2009.18
http://bulletin.eatcs.org/index.php/beatcs/article/view/591
http://bulletin.eatcs.org/index.php/beatcs/article/view/591
http://dx.doi.org/10.1090/S0025-5718-98-00944-2
http://dx.doi.org/10.1090/S0025-5718-98-00944-2
http://dx.doi.org/10.1007/s00037-015-0102-y
http://dx.doi.org/10.1007/s00037-015-0102-y
http://dx.doi.org/10.4086/toc.2023.v019a012
http://dx.doi.org/10.4086/toc.2023.v019a012
http://dx.doi.org/10.1016/S0747-7171(08)80015-6
http://dx.doi.org/10.1016/S0747-7171(08)80015-6
http://dx.doi.org/10.1016/S0747-7171(08)80015-6
http://dx.doi.org/10.1137/08073408X
http://dx.doi.org/10.1137/08073408X
http://dx.doi.org/10.48550/arXiv.2403.01965
http://dx.doi.org/10.48550/arXiv.2403.01965
https://arxiv.org/abs/2403.01965
http://dx.doi.org/10.1017/9781108183192
http://dx.doi.org/10.1007/BF01457454
http://dx.doi.org/10.1007/BF01457454
http://dx.doi.org/10.1016/0022-0000(78)90041-7
http://dx.doi.org/10.1016/0022-0000(78)90041-7


60 Closure of algebraic complexity classes

[Mah14] Meena Mahajan. “Algebraic Complexity Classes”. In: Perspectives in
Computational Complexity. Vol. 26. Progr. Comput. Sci. Appl. Logic.
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