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Abstract

Razborov and Rudich’s natural proofs barrier roughly says that it is computationally hard to certify
that a uniformly random truth table has high circuit complexity. In this work, we show that the natural
proofs barrier (specifically, Rudich’s conjecture that there are no NP-constructive natural properties
against P/poly) implies the following important consequences in derandomization, proof complexity, and
cryptography.

1. Derandomization: Fortnow and Santhanam’s Oracle Derandomization Hypothesis is false.
In particular, this means that one cannot use the hardness-versus-randomness paradigm to deran-
domize data structures, at least in the straightforward way. Our result is the first direct evidence
that the Oracle Derandomization Hypothesis is false. As a corollary, we also get the first average-
case hardness result for the Circuit Range Avoidance Problem (Avoid).

2. Proof Complexity: There is a single non-uniform proof complexity generator secure
against all proof systems. This is the first construction of such a proof complexity genera-
tor under any complexity assumption. Indeed, it was previously not clear whether such an object
should exist.

3. Cryptography: In the non-uniform setting, zero-knowledge does not require interaction.
We construct a non-uniform, truly non-interactive prover and verifier where the verifier is perfectly
sound and the prover has every “falsifiable” consequence of being zero-knowledge. Thus, in the
non-uniform setting, we bypass a classical impossibility result of Goldreich and Oren that says
zero-knowledge proofs require interaction. This is the first construction of such an object.

1

 

ISSN 1433-8092 

Electronic Colloquium on Computational Complexity, Report No. 190 (2025)



1 Introduction

A central question in complexity theory is to understand the power of randomness. For example, are there
problems that have fast randomized algorithms but no fast deterministic algorithms (i.e., is P ̸= BPP)?
Historically, many researchers believed that the answer should be yes, i.e., P ̸= BPP.1

Indeed, it is easy to think of settings where randomness gives exponential power over deterministic
algorithms. For example, imagine you have query access to the bits of a string x ∈ {0, 1}2n , and you want
to distinguish whether x is all zero or is at least half ones. A randomized algorithm can query x on poly(n)
random indices and distinguish the two cases with exponentially small failure probability. On the other
hand, a deterministic algorithm must make Ω(2n) queries to distinguish the two cases.

Today, researchers generally believe that the example above gives the wrong intuition and that BPP
actually equals P. This reversal is in large part due to the discovery of the hardness-versus-randomness
paradigm [NW94]. For instance, one can utilize the truth table of a function f : {0, 1}n → {0, 1} that has
large circuit complexity to deterministically generate bits that — despite not being random — look random
to computationally bounded adversaries. In a celebrated result, Impagliazzo and Wigderson [IW97] use this
approach to show that P = BPP if E requires circuits of size 2Ω(n).

Thus, it may appear that, assuming one believes that sufficiently strong lower bounds hold, then hardness-
versus-randomness lets us more-or-less completely understand the power of randomness. But that is not quite
true. For instance, consider the setting of randomized data structures. In this setting, there is a data structure
D ∈ {0, 1}⋆ and a randomized algorithm A that solves some task given query access to D. Ideally, one wants
to replace A with a similarly efficient deterministic algorithm.

Can we do this using hardness-versus-randomness? It turns out that the natural way to do so requires
one to come up with a function f such that

• f is hard to compute even given oracle access to D, and

• the truth table of f is significantly shorter than |D| (this is needed for the derandomization overhead
to be efficient).

A random function f of the appropriate length will have both of these properties with high probability. But
if we want to derandomize the data structure, we want to generate such f deterministically. Can this be
done? In other words, given D ∈ {0, 1}⋆, can we quickly and efficiently generate such an f?

Fortnow and Santhanam’s [FS11] Oracle Derandomization Hypothesis hypothesizes that the answer is
yes. To aid readability, we state a slightly weaker informal version of the hypothesis below. Here CC(f | g)
denotes the size of the smallest circuit computing f with g-oracle gates. Throughout this paper we identify
a function f : {0, 1}n → {0, 1} and its 2n-bit truth table.

Hypothesis 1.1 (The Oracle Derandomization Hypothesis (Informal Version of Hypothesis 3.1)). There is
a deterministic polynomial time algorithm G that, given a 2n-bit string x, outputs a 2.01n-bit string y such
that CC(x|y) = 2Ω(n).

Fortnow and Santhanam use the Oracle Derandomization Hypothesis to rule out the existence of certain
types of PCPs (assuming the hypothesis is true). They also feel that the hypothesis is valuable for “test[ing]
our intuitions of which kinds of derandomization are plausible and which are not.” Indeed, its importance is
further bolstered by the aforementioned connection to derandomizing data structures.2 A frontier question
in derandomization is whether or not this hypothesis is true.

Question 1.2. Is the Oracle Derandomization Hypothesis true? Is there a plausible assumption under
which it is true or false?

1For one example, see the discussion of RP in [GMR85].
2This data structures perspective was suggested to us by Lijie Chen.
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1.1 Our Results

We show that the natural proofs barrier [RR97] (specifically, Rudich’s conjecture [Rud97] that there are
no NP-constructive natural properties against P/poly, which we will explain soon) implies that the Oracle
Derandomization Hypothesis is false. We interpret this as strong evidence that the Oracle Derandomization
Hypothesis is indeed false and hence that using hardness-versus-randomness to derandomize data structures
does not work, at least in the most straightforward way.

Before we state our result, we discuss the natural proofs barrier and the precise assumption we use.
The core of Razborov and Rudich’s natural proof barrier is the assumption that there is no “P-constructive
natural property against P/poly.” Intuitively, this assumption says that it is hard to certify in polynomial-
time that a uniformly random 2n-bit truth table has superpolynomial circuit complexity. In follow-up work,
Rudich [Rud97] further conjectured that this hardness even holds for non-deterministic polynomial-time
algorithms.3 The formal definition is as follows.

Definition 1.3 (P and NP-constructive natural properties against P/poly [RR97; Rud97]). A polynomial-
time (respectively, non-deterministic polynomial-time) algorithm A is a P-constructive (respectively, NP-
constructive) natural property against P/poly if there exists an s = nω(1) such that for all sufficiently large n
we have that

• A(T ) accepts at least half4 of all 2n-bit truth tables T

• A(T ) rejects if T has a circuit of size at most s(n).

Using Rudich’s conjecture, we show that the Oracle Derandomization Hypothesis is false.

Theorem 1.4 (Less Detailed Theorem 3.3). Assume there are no NP-constructive natural properties against
P/poly. Then the Oracle Derandomization Hypothesis is false. In fact, even the Weak Oracle Derandomiza-
tion Hypothesis (defined below) is false.

Our proof refutes even a severe weakening of the Oracle Derandomization Hypothesis that (for lack of
a better name) we call the Weak Oracle Derandomization Hypothesis, which simultaneously weakens the
Oracle Derandomization Hypothesis in four different ways:

• Non-deterministic algorithm: G is now allowed to use non-determinism.

• Deterministic lower bound : We only require a lower bound against deterministic circuits instead of
non-deterministic circuits.

• Superpolynomial lower bound : We require a superpolynomial lower bound instead of an exponential
lower bound.

• Average-case correctness: We only require the algorithm works with zero-error on average on the
uniform distribution with zero-error.

In more detail, we have the following.

Hypothesis 1.5 (The Weak Oracle Derandomization Hypothesis). There is a non-deterministic polynomial-
time algorithm G that, given a 2n-bit string x, either outputs ? or a 2.01n-bit string y such that the smallest
x-oracle circuit for y has size nω(1). Additionally, G(x) ̸=? for at least a 2−2

.01n

fraction of all 2n-bit strings
x.

Besides being interesting in its own right, our refutation of the Weak Oracle Derandomization Hypothesis
has important consequences. As immediate corollaries, it resolves another frontier question in derandom-
ization (average-case hardness for the Circuit Range Avoidance Problem [KKMP21]) and also a frontier
question in proof complexity (a single proof complexity generator secure against all proof systems). We now
discuss these two corollaries and the necessary background.

3In fact, Rudich made the stronger conjecture that there are no NTIME[2poly logn]/poly-constructive natural properties against
P/poly.

4For readers familiar with natural properties, here we have set the largeness density to be half for simplicity.
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The First Average-Case Hardness for Range Avoidance. The Circuit Range Avoidance Problem
(Avoid) [KKMP21] asks one to find a string y ∈ {0, 1}m that is outside the range of a length-increasing
circuit C : {0, 1}n → {0, 1}m. Since the circuit has more output bits than input bits, such a string must
exist. Indeed, a uniformly random m-bit string works with probability 1− 2n−m.

In recent years, there have been a flurry of works studying Avoid and its applications [Kor21; RSW22;
ILW23; CL24; CHLR23; GGNS23; KP24; CHR24; Li24; GLW25]. One of the main questions in these works
is understanding the complexity of solving Avoid deterministically. Recent work shows that no efficient
deterministic worst-case algorithm for Avoid exists under plausible assumptions [ILW23; CL24].5 It is easy
to see that an efficient deterministic algorithm for Avoid lets one deterministically generate a string with large
x-oracle circuit complexity (run Avoid on the “oracle truth table generator” circuit that maps descriptions
of x-oracle circuits to their truth table). As a result, an immediate corollary of our refutation of the weak
Oracle Derandomization Hypothesis is the first average-case hardness for Avoid.

Corollary 1.6 (Informal Corollary 3.7). Assume there are no NP-constructive natural properties against
P/poly. Then there is an efficiently samplable distribution on which Avoid is zero-error average-case hard
for non-deterministic polynomial-time algorithms.

A Single Proof Complexity Generator Secure Against All Proof Systems. Another (almost
immediate) corollary of our results is the first construction of a single non-uniform proof complexity generator
simultaneously secure against all proof systems.

We now explain what this means. In proof complexity, one is generally interested in understanding how
long proofs of coNP statements must be in various proof systems. In this setting, a proof system [CR79] for a
language L (e.g. L = UNSAT) is just a polynomial-time algorithm V (x, π) that takes as input a “statement”
string x and a “proof of membership in L” string π and either accepts or rejects. V is required to be sound
in the sense that if V (x, π) accepts then x ∈ L. One can also require completeness, but we will not need it.

An important and well-studied (e.g., [Kra01b; Kra04a; Kra04b; Kra05; Kra07; Kra11a; Kra11b; Pic11;
Raz15; RSW22; Kha22; Kra22]) notion in proof complexity is that of a proof complexity generator [ABRW04;
Kra01a]. Specifically, a proof complexity generator against a proof system V is a (possibly non-uniform)
length-increasing circuit Gn : {0, 1}n → {0, 1}m where for every string y ∈ {0, 1}m there are no poly(n)-
length V -proofs of the coNP statement that “y is not in the range of Gn.” Kraj́ıček [Kra04b] first raised the
possibility that there could be a single proof complexity generator that is simultaneously secure against all
proof systems.

Conjecture 1.7 (Kraj́ıček [Kra04b] (see also [Kra22, Conjecture 1.1])). There is a single proof complexity
generator secure against all proof systems.

We remark that it would be quite surprising if such a generator G could be computable in uniform
polynomial-time, at least when m ≥ n+ω(1). This is because any string y with t-time-bounded Kolmogorov
complexity6 greater than n+O(1) for a sufficiently large polynomial t must be outside the range of G (since
otherwise one could get a short description for y by giving a pre-image of it and running G on it). It seems
plausible that one can generate a sequence of such y in uniform polynomial-time [KS25] and thus get a
P-uniform sequence of strings that are outside the range of G. Then there is a trivial proof system V which
knows the description of these strings and has short proofs that they are not in the range of G.

As a result, to get a single proof complexity generator secure against all proof systems it seems like
one must necessarily consider non-uniform proof complexity generators. Indeed this is what we get. An
immediate consequence of Theorem 1.4 is a non-uniform proof complexity generator secure against all proof
systems. To the best of our knowledge, this is the first such construction under any plausible complexity
assumption. Moreover, this construction has nearly exponential stretch.

5The assumptions in [ILW23] are NP ̸= coNP and the existence of a subexponentially-secure indistinguishability obfusca-
tor [BGI+12; JLS21].

6The t-time-bounded Kolmogorov complexity of a string y is length of the shortest program that outputs y in time at most
t. We say it is near maximum if its complexity is at least, say, |y| − 10.
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Corollary 1.8 (Informal Theorem 3.6). Assume there are no infinitely often NP-constructive natural prop-
erties against P/poly. Then for every s(n) = nω(1) there is a single non-uniform proof complexity generator
G : {0, 1}poly(s(n)) → {0, 1}2n that is simultaneously secure against all proof systems.

Indeed, the construction is very simple and efficiently samplable. Pick a sequence of functions gn :
{0, 1}3n → {0, 1} uniformly at random. The generator Gn is the circuit that takes as input the description
of a s(n)-size oracle circuit C and outputs the truth table of C using oracle gn. Proving a string f is outside
the range of Gn is equivalent to proving a s(n)-size lower bound on the gn-oracle circuit complexity of f .
Applying Theorem 1.4 and union bounding7 over every proof system, we get that Gn is a proof complexity
generator against all proof systems with probability one (in the measure theoretic sense).

1.1.1 Bypassing Cryptographic Impossibilities: Zero-Knowledge Without Interaction

We believe that our results should be useful for overcoming barriers in cryptography. In particular, several
impossibility results in cryptography (e.g., [HW15]) are proved via “incompressibility arguments.” In such
arguments, one shows that a certain object cannot exist because if it did exist, then one could describe an
arbitrary n-bit string with a description of length less than n, which contradicts the pigeonhole principle
(since two different strings would have the same description).

On the other hand, one interpretation of the proof complexity generator in Corollary 1.8 is as follows:
it is hard to rule out that any particular function f : {0, 1}n → {0, 1} has a small gn-oracle circuit (and
hence a short description given gn). This is despite the fact that the pigeonhole principle shows that not
every function can have a short description, even given gn. As a result, we suspect that one might be able
to use Corollary 1.8 to bypass an incompressibility-based impossibility argument. It’s worth noting that in
many cryptographic settings it is okay to sample a gn uniformly at random (perhaps as part of a “common
reference string”).

Despite this initial intuition, our results did not end up going along these lines, although we still think
that it is a promising approach. Instead, we use our results to overcome a cryptographic impossibility
result for zero-knowledge proofs [GO94] that is (to our knowledge) unrelated to incompressibility arguments.
Besides being remarkable in its own right, this result is strong evidence that our results (and similar ones)
are useful in cryptography, which we view as a major conceptual contribution of this paper. We now describe
the zero-knowledge result.

Zero-knowledge proofs [GMR89] allow a prover to convince a verifier that a statement is true (e.g., that
x is in a language L) without revealing anything besides the validity of the statement. The crux of the
definition is the notion of a simulator. Intuitively, if the verifier can simulate how the interaction with the
prover will go, then it cannot learn anything it did not already know.

Amazingly, zero-knowledge proofs exist for all languages in NP [GMW86] (and even all of PSPACE [IY87;
Sha92]). However, these proofs differ significantly from the traditional notion of a mathematical proof:

• Interaction: All known zero-knowledge proof systems for NP require the prover and verifier to engage
in a multi-round interactive protocol or require trusted setup [BFM88; BSMP91]. In contrast, a
traditional mathematical proof is a single string a prover can send to a verifier.

• Soundness: In all known zero-knowledge proof systems, the verifier can be convinced of false state-
ments, just with low probability. In contrast, traditional mathematical proofs offer perfect soundness
(if there is a proof, then the statement is true).

Indeed, Goldreich and Oren [GO94] show it is impossible to remove either interaction or imperfect soundness
from zero-knowledge proofs for languages outside of BPP. This impossibility even holds if the prover and
verifier are allowed to be non-uniform.

Perhaps surprisingly, we overcome this barrier. Building on several ideas in prior work [KP89; Pud86;
FS90; FLS90; BOV07; KZ20], we show that there are traditional mathematical proofs for NP statements

7This really means applying the Borel-Cantelli lemma, which one can think of a generalization of the union bound to handle
infinitely many events.
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that achieve almost all security properties guaranteed by zero-knowledge. Our key idea is this: rather than
requiring a simulator actually exist, we require that it is hard to refute the existence of a simulator in a proof
system. This led us to the following definition (which uses terms we have not introduced yet, but should
still give the reader the flavor of its meaning).

Definition 1.9 (Effectively Zero-Knowledge to a Proof System). Say a prover P is effectively zero-knowledge
to a proof system V if for some ϵ = λ−ω(1), ℓ = λω(1) and some s = poly(λ) we have that for all λ there is no
ℓ(λ)-length V -proof that

“Pλ lacks an ϵ(λ) secure simulator of size s(λ)”

The usefulness of this definition is as follows: Suppose ZFC proves that ρ is implied by zero-knowledge.
If P is zero-knowledge to ZFC, then there can be no conclusive evidence that ρ fails, since such evidence
would refute the existence of a simulator, contradicting that P is zero-knowledge to ZFC. In a certain sense,
one can view this as saying P is indistinguishable from being zero-knowledge to ZFC.

Remarkably, we show (under a standard assumption in cryptography and the non-existence of NP-
constructive natural properties) that there is a single non-uniform, truly non-interactive prover and verifier
that are effectively zero-knowledge to every proof system! This means this prover and verifier enjoy almost
all natural security properties (classical) zero-knowledge entails.

Our construction relies on the existence of a non-interactive witness indistinguishable proof system for
SAT (NIWI) [FS90; BOV07], which follows from several standard assumptions in cryptography [BOV07;
GOS12; BP15].

Theorem 1.10 (Less Detailed Theorem 4.10). Assume a NIWI exists and there are no infinitely often NP-
constructive natural properties against P/poly. Then there exists a non-uniform, non-interactive, perfectly
sound prover and verifier that are effectively zero-knowledge to every proof system.

After proving Theorem 1.10, we realized how to prove a version where the prover and verifier are uniform
instead of non-uniform. The latter result (a) does not rely on the natural proofs barrier, (b) is of significant
cryptographic interest, and (c) requires a large amount of background and exposition to fully explain and
use. Thus, to aid readability, we split off the uniform version of this result to a separate paper [Aut25].
Consequently, in this paper we keep our discussion of effectively zero-knowledge proofs relatively short and
defer altogether on how to use them, pointing the interested reader to the companion paper [Aut25].

For example, in the companion paper, we show that the construction in Theorem 1.10 is distributionally
witness hiding [FS90; KZ20] meaning roughly that a proof that a circuit C is satisfiable generated using a
witness w does not reveal a satisfying assignment to C whenever C and w are sampled from a P-samplable8

distribution for which solving Search-SAT on C is hard. Our result is the first construction of such a non-
interactive non-uniform prover on which this property holds for all P-sampleable distributions simultaneously.
This improves on prior work by Kuykendall and Zhandry [KZ20], who gave a construction where the prover
and verifier depend in a non-uniform way on the precise distribution one wants to be witness hiding against.

1.2 Related Work

We now discuss some related work that we have not already discussed. Ilango, Li, and Williams [ILW23] made
partial progress on refuting the Oracle Derandomization Hypothesis. Specifically, they rule out a variant of
the hypothesis for time-bounded Kolmogorov complexity, assuming NP ̸= coNP and subexponentially-secure
indistinguishability obfuscators exist [BGI+12; JLS22]. In more detail, their variant roughly asks one to,
given x, generate a short y with high conditional time-bounded Kolmogorov complexity conditioned on x. It
seems difficult to extend their argument to refute the original Oracle Derandomization Hypothesis because
of difficulties related to how they use indistinguishability obfuscation.

Kraj́ıček has put forth two candidates for a proof complexity generator against all proof systems, one
utilizing the Nisan-Wigderson generator [Kra11a, Chapter 30.3] and one (more general construction) based

8This means there is a polynomial-time Turing machine that given 1n samples from the distribution indexed by n.

6



on the “gadget” generator [Kra22]. However, to our knowledge, neither construction has a security reduction
to a previously-studied complexity assumption.

There are several prior works [BP04; BOV07; BL18; KZ20] studying relaxations of zero-knowledge achiev-
able with truly no interaction. One line of work [BP04; BL18], which we have not yet discussed, achieves
(weak [Pas03]) zero-knowledge with zero-interaction by relaxing statistical soundness to computational sound-
ness (for comparison, we consider perfect soundness). Specifically, Barak and Pass [BP04] give a construction
with uniform soundness (i.e., no uniform algorithm can prove a false statement). Bitansky and Lin [BL18]
extend this to a weak form of soundness against non-uniform adversaries (the number of false statements an
adversary can generate is bounded by its amount of non-uniformity).

Independent and Concurrent Work. In an independent and concurrent work, Ren, Wang, and Zhong
[RWZ25] prove related versions of our results for proof complexity generators (Corollary 1.8) and Avoid
(Corollary 1.6). Specifically, under a similar assumption9 they show:

• worst-case non-deterministic hardness of Avoid (in comparison, we give average-case non-deterministic
hardness in Corollary 1.6) and

• for every proof system V , there exists a non-uniform proof complexity generator GV against V (as
opposed to our single non-uniform proof complexity generator G that is simultaneously secure against
all V in Corollary 1.8). However, [RWZ25] proves stronger properties about their generator GV than
we do, such as pseudosurjectivity.

Interestingly, our techniques are somewhat different from [RWZ25]. Whereas we rely on the parity shift
lemma, they rely on randomness extractors. Indeed, our use of the parity shift lemma is useful for ruling
out the Oracle Derandomization Hypothesis (Theorem 1.4). [RWZ25] does not prove results about zero-
knowledge.

1.3 Main Technical Ideas

We now discuss some of our main technical ideas. One strength of our work is that our proofs are quite
crisp.

Refuting the Oracle Derandomization Hypothesis. For contradiction, suppose that the Oracle De-
randomization Hypothesis is true. In particular, suppose there is an efficient algorithm G that maps truth
tables of oracles O : {0, 1}3n → {0, 1} to truth tables of functions f : {0, 1}n → {0, 1} such that f is hard
even with oracle access to O.

At first glance, it seems difficult to actually make use of the power of G. The reason is as follows. Imagine
we instead got oracle access to a G′ that is constructed by setting G(O) = f for a uniformly random f . It
turns out that, if one believes that P = BPP, then oracle access to G′ is essentially useless. Hence, if our
argument is black-box in G, it must somehow distinguish between oracle access to G and G′. This seems
quite difficult since G′ does satisfy the correctness guarantee that G′(x) requires large x-oracle circuits on
all but an exponentially small fraction of all x (since it outputs a uniformly random string).

We overcome this by using non-determinism to effectively make exponentially many queries to G. In
particular, we will use G to get a certificate for the hardness of a uniformly random function f : {0, 1}n →
{0, 1} as follows: we will non-deterministically guess an O : {0, 1}3n → {0, 1} and w ∈ {0, 1}2n such that
G(O) = f ⊕O|w, where O|w denotes the restriction of O on its first 2n inputs to w. Observe that if f ⊕O|w
requires large O-oracle circuits, then it must be the case that f requires large circuits (without an O oracle).
Hence, if the algorithm finds such O and w, it can be sure that f is hard.

9Their assumption is the existence of a demi-bit generator [Rud97]. The non-existence of NP-constructive natural properties
is a special case of the existence of a demi-bit generator, which makes their assumption weaker than ours. However, we note that
our proofs of Corollary 1.8 and Corollary 1.6 easily generalizes to work with the demi-bit generator assumption, as discussed in
[RWZ25].
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It remains to show that such O and w exist for random f . The key idea comes from Lautemann’s
proof [Lau83] that BPP is in the polynomial hierarchy! Lautemann uses a “parity shift lemma” that says if
A ⊆ {0, 1}N has density p, then a random set B ⊆ {0, 1}N of size poly(Np ) satisfies

{0, 1}N = A⊕B = {x⊕ y : x ∈ A, y ∈ B}

with high probability. In our setting:

• A corresponds to truth tables f for which no certificate pair (O, w) exists

• B corresponds to the truth tables of subfunctions of a uniformly random O : {0, 1}3n → {0, 1}.

• The fact that A⊕ B = {0, 1}N corresponds to the fact that every possible output of G(O) leads to a
certificate for some f ∈ A, which contradicts that the functions in A lack a certificate.

We note our use of the parity shift lemma is reminiscent of the “drag-along principle” in [RR97].

Constructing Effectively Zero-Knowledge Proofs. An immediate consequence of our result on proof
complexity generators (Corollary 1.8) is that there is a non-uniform sequence ψλ of unsatisfiable formulas
such that “ψλ is unsatisfiable” lacks a short proof in every proof system.

We combine these ψλ with a construction of Feige-Lapidot-Shamir [FLS90], which works as follows.
The prover, given a formula φ and a witness w, will give a truly non-interactive, perfectly sound, “witness
indistinguishable” [FS90] proof π that “either φ is satisfiable or ψλ is satisfiable.” Roughly, the witness
indistinguishability guarantee says that one cannot tell if π is generated using a satisfying assignment for φ
or a satisfying assignment for ψλ.

Thus, in particular, the “witness indistinguishability” guarantee implies that the prover is zero-knowledge
if ψλ has a satisfying assignment. Specifically, one can simulate generating π without knowing a witness to
φ as follows: generate π using the satisfying assignment for ψλ. Witness indistinguishability says that this
simulated π is indistinguishable from honestly generating π using a satisfying assignment for φ.

Hence, if ψλ is satisfiable, then the prover is zero-knowledge. Now, in truth, ψλ is not satisfiable. But,
because “ψλ is unsatisfiable” lacks a short proof in any proof system, we get the desired guarantee that it is
hard to rule out that our prover is zero-knowledge in any proof system.

On the other hand, the verifier is perfectly sound because ψλ is, in fact, unsatisfiable.

2 Preliminaries

Unless otherwise specified, we let N = 2n. The density of a set A ⊆ {0, 1}n is |A|2n . Let {0, 1}≤n denote the

set of binary strings of length at most n. For a language L, let L|n ∈ {0, 1}2
n

denote the truth table of L
restricted to n-bit inputs.

2.1 Proof Systems

In this paper, we use the following notion for a proof system following Cook and Reckhow [CR79].

Definition 2.1 (Proof System [CR79]). A proof system for a language L is a uniform deterministic poly-
nomial time algorithm V : {0, 1}⋆ × {0, 1}⋆ → {0, 1} with the property that if V (x, π) = 1, then x ∈ L. We
say that there is an ℓ-length V -proof of x if V (x, π) = 1 for some π ∈ {0, 1}≤ℓ.

The definition of a non-uniform proof system is the same except V can be a non-uniform deterministic
polynomial-time algorithm. Unless otherwise specified, a proof system refers to the uniform definition.

For our purposes, we do not require completeness of a proof system V .
Throughout the paper, we assume we have fixed a particular language L sufficiently powerful enough to

decide the truth of the statements we need to prove. For instance, L = HALT suffices. Unless otherwise
specified, all proof systems we consider are proof systems for this fixed sufficiently powerful L.
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We usually put statements being proved in double quotes and write an English language or mathematical
description of the statement (we implicitly assume an unspecified but sufficiently “nice” encoding of these
statements as instances of L).

We note that even powerful logical systems like ZFC (Zermelo Fraenkel with Choice, the standard axioms
in mathematics) can be viewed as proof systems for a language L. For example, if L = HALT, then one can
consider the V with V (x, π) = 1 if and only if π is a ZFC-proof that x ∈ HALT.

2.2 Circuit Complexity

In this paper, we consider circuits with NOT gates and fan-in-two AND/OR gates. The size of a circuit is
the number of AND/OR gates in the circuit. For a function f : {0, 1}n → {0, 1}, let CC(f) denote the size
of the smallest circuit for f . We say that f has no size s circuit if CC(f) > s.

For a function O : {0, 1}m → {0, 1}, we will also consider O-oracle circuits where one is additionally
allowed gates that take m-inputs and compute the O function. The size of an oracle circuit is the number
of AND/OR gates plus m times the number of oracle gates. Let CC(f | O) denote the size of the smallest
O-oracle circuit for f .

2.3 Natural Proofs

Now we give the more general definition of NP-constructive natural properties.

Definition 2.2 ((infinitely often) NP-constructive natural properties against SIZE[s] [RR97; Rud97]). Let
s = s(n). A non-deterministic polynomial-time algorithmA is a (respectively, infinitely often) NP-constructive
natural property against SIZE[s] if for all sufficiently large n (respectively, infinitely many n) we have that

• A(T ) accepts at least half10 of all 2n-bit truth tables T

• A(T ) rejects if T has a circuit of size at most s(n).

Rudich conjectured [Rud97] there are no NP-constructive natural properties against SIZE[s] for any
s = nω(1), and supported this conjecture using a new but plausible cryptographic assumption. We note that
this assumption becomes weaker as one chooses larger s.

2.4 Cryptography

We recall the definition of computational indistinguishability in both the non-asymptotic and asymptotic
context.

Definition 2.3 (Computational Indistinguishability). Let ϵ ∈ R, and let D and D′ be distributions on binary
strings. We say D and D′ are ϵ-computationally indistinguishable (written D ≈ϵ D′) if for every circuit A of
size at most 1

ϵ we have that ∣∣∣ Pr
x←D

[A(x) = 1]− Pr
x←D′

[A(x) = 1]
∣∣∣ ≤ ϵ.

The asymptotic definition is analogous: Let ϵ : N→ R and let D = {Dn}n∈N and D′ = {D′n}n∈N denote
sequences of distributions. We say D and D′ are ϵ-computationally indistinguishable (written D ≈ϵ D′) if
for all n ∈ N and every circuit A of size at most 1

ϵ(n) we have that∣∣∣∣ Pr
x←Dn

[A(x) = 1]− Pr
x←D′

n

[A(x) = 1]

∣∣∣∣ ≤ ϵ(n).
Next, we recall the definition of a non-interactive witness indistinguishable proof system (NIWI) [FS90;

DN07; BOV07] for SAT. (In this paper, whenever we refer to NIWIs, we refer to NIWIs for SAT.)
We note that the definition below differs mildly from the usual definition in that we require that ϵ be

efficiently computable.

10For readers familiar with natural properties, here we have set the largeness density to be half for simplicity.
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Definition 2.4 (Non-Interactive Witness Indistinguishable Proof (NIWI)). A non-interactive witness in-
distinguishable proof system is a tuple of algorithms (NIWI.Prove,NIWI.Verify) satisfying all of the
following properties:

• NIWI.Prove(formula φ, satisfying assignment w, security parameter 1λ) is a uniform randomized poly-
nomial time algorithm that outputs a binary string (usually denoted π).

• NIWI.Verify(formula φ,purported proof π) is a uniform deterministic11 polynomial-time algorithm
that outputs either accept or reject.

• Functionality: For all formulas φ with φ(w) = 1 and all λ

Pr[NIWI.Verify(φ,NIWI.Prove(φ, x, 1λ)) = 1] = 1.

• Perfect Soundness: NIWI.Verify(φ, π) rejects on all unsatisfiable φ and all π.

• Security (Witness Indistinguishability): There is a polynomial-time computable negligible func-
tion ϵ such that for all formulas φ with φ(w) = φ(w′) = 1, we have that

NIWI.Prove(φ,w, 1λ) ≈ϵ(λ) NIWI.Prove(φ,w′, 1λ).

NIWIs exist under standard assumptions [BOV07; GOS12; BP15].

2.5 Probability Theory

We use the following lemma from measure theory.

Lemma 2.5 (Borel-Cantelli Lemma). Let {En}n∈N be a collection of events. Assume
∑

n∈N Pr[En] is finite.
Then with probability one, only a finite number of events En occur.

A simple consequence of the Borel-Cantelli lemma is the following.

Proposition 2.6. Let {Em,n}m,n∈N be a collection of events. Assume that
∑

n∈N
∑

m<g(n) Pr[Em,n] is finite

for some function g(n) = ω(1). Then

Pr[for all m, only finitely many Em,n occur] = 1.

Proof. Let Gn be the event that Em,n occurs for some m ≤ g(n). By the Borel-Cantelli lemma, with
probability one, only finitely many Gn occur.

On the other hand, if for some m, infinitely many Em,n occur, then infinitely many Gn occur (using that
g = ω(1)). The proposition follows.

In particular, one setting of parameters gives the following lemma.

Lemma 2.7. Let {Em,n}m,n∈N be a collection of events. Assume that for all m, there exists an integer nm
such that

Pr[Em,n] ≤
1

n2

for all n ≥ nm. Then
Pr[for all m, only finitely many Em,n occur] = 1

Proof. Define g : N → N by g(n) = min{m ≤
√
n : nm > n} ∪ {

√
n}. Observe that g = ω(1), as desired.

Then we have that ∑
n∈N

∑
m<g(n)

Pr[Em,n] ≤
∑
n∈N

√
n

n2
=

∑
n∈N

1

n1.5
.

is finite. Then the result follows from Proposition 2.6.
11We assume the verifier is deterministic. A randomized verifier can always be made deterministic if Promise-P = Promise-BPP.
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3 Refuting the Oracle Derandomization Hypothesis

We begin by stating the Oracle Derandomization Hypothesis of Fortnow and Santhanam [FS11].

Hypothesis 3.1 (Oracle Derandomization Hypothesis [FS11]). There is a constant ϵ > 0 such that for all
constants δ > 0, there is a polynomial-time computable function Gδ with the following two properties:

• Nδ shrinking: Gδ maps N -bit strings to ⌊Nδ⌋-bit strings

• G(x) is exponentially non-deterministically hard relative to x: for all x, the non-deterministic
x-oracle circuit complexity of Gδ(x) is always at least N

δϵ (where we interpret x and Gδ(x) as the truth
tables of Boolean functions in the natural way by potentially padding with zeros).

We will refute this hypothesis using the non-existence of NP-constructive natural properties. Our proof
uses the “parity shift lemma” from Lautemann’s proof [Lau83] that BPP is in the polynomial hierarchy. For
two sets A and B, let A⊕B denote the parity set given by {a⊕ b : a ∈ A, b ∈ B}.

Lemma 3.2 (“Parity Shift Lemma” [Lau83]). For any set A ⊆ {0, 1}n,

Pr
x1,...,xk←{0,1}n

[{0, 1}n = A⊕ {x1, . . . , xk}] ≥ 1− e−k
|A|
2n +n.

Proof. The proof is a union bound argument. Fix an arbitrary y ∈ {0, 1}n. Observe

Pr
x←{0,1}n

[y ∈ A⊕ {x}] = |A|
2n
.

Therefore, the probability that y ̸∈ A⊕ {x1, . . . , xk} is at most

(1− |A|
2n

)k ≤ e−k
|A|
2n .

Union bounding over all N = 2n ≤ en possibilities for y ∈ {0, 1}n proves the lemma.

We are now ready to prove our theorem.

Theorem 3.3. Assume there is non-deterministic polynomial-time algorithm G with both the following
properties for all (respectively, infinitely many) n ∈ N

• Correctness: Let O : {0, 1}3n → {0, 1}. If G(O) ̸=?, then f = G(O) is the truth table of a function
f : {0, 1}n → {0, 1} such that CC(f |O) > s(n)

• Utility: G(O) ̸=? for at least a 2−N -fraction of all O : {0, 1}3n → {0, 1}.

Then there is a (respectively, infinitely often) NP-constructive natural property against SIZE[s(n)− 3n− 3].

Proof. We give the proof for the almost everywhere version. The infinitely often proof is similar.
Let A be the following non-deterministic polynomial-time algorithm:

Non-deterministic algorithm A

Given the truth table of f : {0, 1}n → {0, 1}

1. Non-deterministically guess O : {0, 1}3n → {0, 1} and w ∈ {0, 1}2n

2. Accept if G(O) = f ⊕O|w, where O|w : {0, 1}n → {0, 1} is the restriction of the first 2n inputs of
O to w

11



We will show that A is a NP-constructive natural property against SIZE[s(n) − 3n − 3]. There are two
things to show. First, that it rejects all low complexity truth tables, and second that it accepts random
truth tables.

We do these in order. Suppose A accepts f . Then G(O) = f ⊕O|w for some O and w. By the guarantee
on G, we must have that CC(G(O) | O) > s(n). Since O|w is computable by an O-oracle circuit of size 3n,
we must have that CC(f) > s(n) − 3n − 3 (the extra 3 comes from computing the parity between f and
O|w).

It remains to show that A accepts at least half of all f . Let Bad be the set of f : {0, 1}n → {0, 1} that
A does not accept. For contradiction, suppose that |Bad| > 2N/2. Then we get the following contradiction
for sufficiently large n

0 = Pr
O:{0,1}3n→{0,1}

[G(O) ∈ Bad⊕ {O|w : w ∈ {0, 1}2n}]

≥ Pr
O:{0,1}3n→{0,1}

[{0, 1}N = {O|w : w ∈ {0, 1}2n} and G(O) ̸=?]− (1− 2−n)

≥ Pr
O:{0,1}3n→{0,1}

[{0, 1}N = {O|w : w ∈ {0, 1}2n}]− (1− 2−n)

≥ 1− exp(−N2|Bad|/2N +N)− (1− 2−N )

≥ 2−N − exp(−N2/2 +N) > 0

where the first line is by the definition of Bad, the second line is by the correctness of G, the third line is by
the union bound, and the fourth line is by the parity shift lemma.

3.1 Proof Complexity Generators

The notion of proof complexity generators was first considered (independently) in the works of Alekhnovich,
Ben-Sasson, Razborov, and Wigderson [ABRW04] and Kraj́ıček [Kra01a].

Definition 3.4 (Proof Complexity Generator [ABRW04; Kra01a]). Let V be a proof system. Let G = {GN :
{0, 1}M(N) → {0, 1}N} be a family of length-increasing functions computable by polynomial-size circuits.
We say that G is a proof complexity generator against V if for every polynomial ℓ, we have that

Pr
y∈{0,1}N

[∃ ℓ(N)-length V -proof that “y is not in the range of GN”] = 0

for all sufficiently large N .

Kraj́ıček first raised the possibility that there could be a single proof complexity generator that is simul-
taneously secure against all proof systems.

Conjecture 3.5 (Kraj́ıček [Kra04b] (see also [Kra22, Conjecture 1.1])). There is a proof complexity gen-
erator against all proof systems.

We give, to the best of our knowledge, the first candidate of such a proof complexity generator with a
security reduction to a plausible complexity assumption. Our construction is the natural oracle generalization
of the truth table generator (which maps circuits to their truth tables).

Oracle Truth Table Generator

Parameters: an output length N = 2n, a size parameter s, and an oracle O : {0, 1}m → {0, 1}

The generator GCC
N [s,O] : {0, 1}Õ(s(N)) → {0, 1}N is given by

1. Interpret the input as the description of an oracle circuit C of size at most s mapping n-bits to
one bit

12



2. Output the N -bit truth table of the circuit CO.

Assuming the non-existence of NP-constructive natural properties, one can show that the oracle truth
table generator on uniformly random O is a proof complexity generator secure against all (uniform) proof
systems.

Theorem 3.6. Assume there are no infinitely often NP-constructive natural properties against SIZE[s(n) +
3n + 3]. For all n, let On : {0, 1}3n → {0, 1} be a uniformly random function. Then, with probability one,
G = {GCC

N [s(N),On]} is a proof complexity generator against all proof systems (as long as s is small enough
that it is length increasing).

Proof. For succinctness, we write GN = GCC
N [s(N),On]. We let O denote the collection of all On.

For a (uniform) proof system V and a polynomial ℓ, let EV,ℓ,N be the event that there exists an ℓ(N)-
length V -proof that “y is outside the range of GN” for some y ∈ {0, 1}N .

Because proof systems correspond to zero-error non-deterministic algorithms, by Theorem 3.3, for any
proof system V and any polynomial ℓ, we have that

Pr
O
[EV,ℓ,N ] < 2−N .

Then, by Lemma 2.7 (essentially the Borel-Cantelli lemma), we have that

1 = Pr
O
[for all V and ℓ, EV,ℓ,N occurs for only finitely many N ]

This proves the theorem.

We remark that our proof generalizes straightforwardly to the setting of conditional time-bounded Kol-
mogorov complexity, if one replaces the natural properties assumption with the analogous assumption for
time-bounded Kolmogorov complexity.

3.2 Average-Case Hardness of Range Avoidance

Now we show the average-case hardness of Avoid. Indeed, the hard average-case instances are just the oracle
truth table generator on random oracles.

Corollary 3.7. Assume there are no infinitely often NP-constructive natural properties against SIZE[s(n)+
3n+ 3]. Then every non-deterministic polynomial-time zero-error average-case12 algorithm A for Avoid has

Pr
On:{0,1}3n→{0,1}

[A(GCC
N [s(n),On]) ̸=?] < 2−N .

Proof. By the assumption on A and the construction of GCC
N , when A(GCC

N [s(n),On]) = y ̸=?, it must be
that CC(y | On) > s(n). Thus, the corollary follows immediately from Theorem 3.3.

4 On Truly Non-Interactive Zero-Knowledge

In this section, we define a new relaxation of zero-knowledge and construct it under plausible assumptions.

4.1 Definitions

First, we define an abstract notion of a prover.

Definition 4.1 (Prover). A prover is a (potentially non-uniform) probabilistic polynomial-time algorithm
P (·, ·, ·) that works as follows

12To be clear, this means that A(x) can output ?, but whenever it outputs an answer it needs to be correct.
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• Inputs: a formula φ, a satisfying assignment w to φ, and a security parameter 1λ

• Output: a string π.

To make some technical aspects easier, we require that |π| ≥ λ ≥ |φ|. If P is a uniform algorithm, we say it
is a uniform prover. If it is non-uniform, we say it is a non-uniform prover.

Note that this definition, by itself, does not require the prover to actually produce interesting output (for
example, a prover may just output a sufficiently long string of zeros).

Definition 4.2 (Useful Prover). We say a uniform prover (respectively, non-uniform prover) is useful if
there exists a uniform (respectively, non-uniform) proof system V such that

Pr
P
[P (φ,w, 1λ) outputs a V -proof that “φ is satisfiable”] = 1

whenever φ(w) = 1 and |φ| ≤ λ.13

Next, we recall the notion of a simulator [GMR89].

Definition 4.3 (Simulator). Let C(φ,w) be a probabilistic circuit that maps formula-witness-pairs to a
string. We say C has an s-size ϵ-secure simulator if there is a probabilistic circuit Sim of size s such that

Simλ(φ) ≈ϵ C(φ,w).

for all formulas φ with φ(w) = 1.
Moreover, if P is a prover and λ ∈ N, we say Pλ has an s-size ϵ-secure simulator if the probabilistic

circuit Pλ(φ,w) = P (φ,w, 1λ) has an s-size ϵ-secure simulator.

We now restate our main definition with slightly different notation.

Definition 4.4 (Effectively Zero-Knowledge to V ). Let P be a prover, and let V be a proof system. We
say P is effectively zero-knowledge to V if for some t = λω(1) and s = poly(λ) the following holds for all λ:

“Pλ has no s(λ)-size
1

t(λ)
-secure simulator”14

has no t(λ)-length V -proof.

4.2 Our Construction

Our construction follows the approach suggested by Kuykendall and Zhandry [KZ20] building on Feige,
Lapidot, and Shamir [FLS90]. The construction will make use of a non-interactive witness indistinguishable
proof system (NIWI) [FS90; DN07; BOV07]. We assume a NIWI exists and fix it for the remainder of this
section.

Our construction will be parameterized by a (potentially non-uniform) sequence {φλ} of poly(λ)-sized
formulas indexed by λ ∈ N.

Prover P{φλ}

Given ψ,w, 1λ:

1. Reject if ψ(w) ̸= 1 or |ψ| > λ.

2. Output NIWI proof of “ψ ∨ φλ is satisfiable” with witness w and security parameter λ.a

13One might also consider cases where the prover is non-uniform but it outputs proofs in a uniform proof system, or vice-versa.
We do not in this paper.

14We clarify a potential ambiguity in the notation. In the statement being proved t(λ) and s(λ) denote the specific numbers
the corresponding functions evaluate to. We do not need to include in the statement any information about how to compute t
and s on values other than λ. Similarly, Pλ denotes the specific circuit corresponding to P (φ,w, 1λ).
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aIf needed, pad this proof to length at least λ in any reasonable way.

Verifier V{φλ}

Given a “statement” x and a “proof” π:

1. Accept if x encodes (according to our sufficiently nice encoding) “ψ is satisfiable” and π is a NIWI
proof of “ψ ∨ φλ is satisfiable” for some λ ≤ |π|

We note that we refer to V{φλ} as a verifier instead of a proof system. This is because it is a proof system if
and only if all the φλ are unsatisfiable.

We also define the following related probabilistic circuit, which is parameterized by a λ ∈ N and a single
formula φ of size at most λ.

Probabilistic Circuit P [φ, λ]

Given a formula ψ of size at most λ and w:

1. Reject if ψ(w) ̸= 1.

2. Output NIWI proof of “φ ∨ ψ is satisfiable” with witness w and security parameter λ.a

aIf needed, pad this proof to length at least λ in any reasonable way.

We now prove the key lemma regarding this construction.

Lemma 4.5. There exist functions ϵ(λ) = λ−ω(1) and s(λ) = poly(λ) such that the following holds for every
proof system V , every λ ∈ N, and every formula φ of size at most λ. If there is an ℓ-length V -proof of the
statement

“P [φ, λ] lacks an s(λ)-size ϵ(λ)-secure simulator”

then there is a poly(ℓ, λ)-length proof that “φ is unsatisfiable” in the proof system Vextended (which is defined
below and depends only on V and the choice of NIWI).

Proof. Let ϵ(λ) = λ−ω(1) be the polynomial-time computable function corresponding to the security of the
NIWI. Let s(λ) = poly(λ) be a polynomial such that s(λ) ≥ |P [φ′, λ]| for any φ′ of size at most λ (note that
s(λ) is polynomial because the NIWI runs in polynomial time).

Fix any proof system V . Let Vextended be the proof system corresponding to the following algorithm.

Proof System Vextended

On input x and π = (1ℓ, π0, φ
′):

1. Accept if π0 is a V -proof of x

2. Accept if there is a λ ∈ [ℓ] such that all of the following hold:

• φ′ is of size at most λ,

• x encodes (according to our choice of encoding of statements) the statement “φ′ is unsatis-
fiable.”

• π is a V -proof of “P [φ′, λ] has no s(λ)-size ϵ(λ)-secure simulator.”a

3. Otherwise, reject
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aThis is where we need that ϵ is efficiently computable.

If Vextended is indeed a proof system, the lemma follows immediately from the definition of Vextended. It
remains to show the following claim.

Claim 4.6. Vextended is a proof system.

Proof. Let L be the language that V is a proof system for. Let x be an arbitrary statement that Vextended
accepts. If x is accepted in step (1), then x ∈ L by the soundness of V . Thus, we assume that x is accepted
in step (2) with the values λ, π0, and φ

′.
By the soundness of V , we know P [φ′, λ] does not have an s(λ)-size ϵ(λ)-secure simulator. On the other

hand, if it was the case that φ′(w) = 1 for some w, then NIWI security guarantees that

Simλ(ψ
′) = P [φ′, λ](ψ′, w)

is an ϵ(λ)-secure simulator for P [φ′, λ] of size s(λ). Hence, φ′ is unsatisfiable.

Next, we make a definition for when a sequence of formulas is hard to prove unsatisfiable using a proof
system.

Definition 4.7 (Formulas Hard to Prove Unsatisfiable). Let {φλ} be a sequence of poly(λ)-sized formulas.
Let V be a (potentially non-uniform) proof system. We say {φλ} is hard to prove unsatisfiable using V if
there is an ℓ = λω(1) such that for all λ there is no ℓ(λ)-length Vextended-proof that φλ is unsatisfiable. (We
stress that the previous sentence talks about about Vextended-proofs.)

We say that {φλ} is universally hard to prove unsatisfiable if it is hard to prove unsatisfiable using every
uniform proof system.

Note that this definition depends on the definition of Vextended, which depends on our choice of NIWI.
Also note that this definition does not require that the formulas φλ actually be unsatisfiable. For example,
any sequence of satisfiable formulas is universally hard to prove unsatisfiable.

Combining this definition with Lemma 4.5, we get the following lemma.

Lemma 4.8. There exists a polynomial s such that the following holds. If a sequence of polynomial-sized
formulas {φλ} is hard to prove unsatisfiable using a proof system V , then P{φλ} is effectively zero-knowledge
to V .

Proof. Let ϵ = λ−ω(1), and s = λO(1) be the parameters given by Lemma 4.5. Let t(λ) = λω(1) be a
sufficiently small superpolynomial function satisfying t(λ) ≤ 1

ϵ(λ) .

Now fix some λ and suppose there is a t(λ)-length V -proof that

“Pλ has no s(λ)-size t(λ)- secure simulator.”

Then by Lemma 4.5, there is a poly(t(λ))-length Vextended-proof that “φλ is unsatisfiable.” But by assump-
tion, any Vextended-proof that “φλ is unsatisfiable” has length at least λω(1) > poly(t(λ)) by setting t to be
a sufficiently small superpolynomial function.

Finally, we get the following lemma if {φλ} is universally hard to prove unsatisfiable.

Lemma 4.9. If a sequence of polynomial-sized formulas {φλ} is universally hard to prove unsatisfiable, then
P{φλ} is effectively zero-knowledge to every (uniform) proof system V .

Proof. This follows from Lemma 4.8 and universal hardness.
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4.3 Result

In this section, we construct a useful non-uniform prover and verifier that is effectively zero-knowledge to
every (uniform) proof system.

Theorem 4.10. Assume a NIWI exists and there is a non-uniform sequence {φλ} of polynomial-size unsat-
isfiable formulas that are universally hard to prove unsatisfiable. Then there is a useful non-uniform prover
that is effectively zero-knowledge to every (uniform) proof system.

Proof. Let P = P{φλ} and V = V{φλ}. V is sound because all the φλ are unsatisfiable and the NIWI is
perfectly sound. P is effectively zero-knowledge to every uniform proof system by Lemma 4.9.

We describe two (related) ways to construct such non-uniform sequences. The first is via a universally
hard UNSAT distribution.

Definition 4.11 (Universally Hard UNSAT Distribution). Let Dλ be a polynomial-time samplable distri-
bution on formulas. We say that Dλ is a universally hard distribution for UNSAT if for all uniform proof
systems V there is an ℓ = λω(1) such that

Pr
φ←Dλ

[either φ is satisfiable or there is an ℓ(λ)-length V -proof that “φ is unsatisfiable”] = o(
1

λ2
).

A universally hard UNSAT distribution follows, for example, from the assumption that s-lower bound
proofs are, say, 1

λ3 -rare when s≪ 2n

n .
Sampling from a universally hard UNSAT distribution leads (with high probability) to a sequence of

unsatisfiable formulas universally hard to prove unsatisfiable.

Proposition 4.12. Assume there exists a universally hard distribution Dλ for UNSAT. Then there is
a non-uniform sequence of polynomial-sized unsatisfiable formulas {φλ} that is universally hard to prove
unsatisfiable.

Proof. We will do this by a probabilistic argument. In particular, we will set φλ ← Dλ and show that, with
positive probability, it has the desired properties.

For a polynomial ℓ and proof system V , let EV,ℓ,λ be the event that either φλ is satisfiable or there is an
ℓ(λ)-length V -proof that “φλ is unsatisfiable.”

By assumption, we have that for every proof system V and every polynomial ℓ

Pr[EV,ℓ,λ] = o(
1

λ2
).

Hence, by Lemma 2.7 (essentially the Borel-Cantelli lemma), we get that

Pr[For all V and ℓ, only finitely many EV,ℓ,λ occur] = 1,

proving the proposition (replace the at most finitely many satisfiable formulas with the trivial unsatisfiable
formula).

One can also obtain such a sequence from a proof complexity generator against all proof systems.

Proposition 4.13. If there is a proof complexity generator against all proof systems, then there is a non-
uniform sequence of unsatisfiable formulas universally hard to prove unsatisfiable.

Proof. For each input length λ, let yλ be a string outside the range of the generator. Let φλ be the formula
that is satisfiable if and only if yλ is in the range of the generator. The proposition follows from the security
of the proof complexity generator.

Consequently, we get the following result.

Theorem 4.14. Assume a NIWI exists. Assume there is no NP-constructive natural property against
SIZE[2n/n2]. Then there is a useful non-uniform prover that is effectively zero-knowledge to every proof
system.

Proof. This follows from Proposition 4.13, Theorem 3.6, and Theorem 4.10.
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[Kra04a] Jan Kraj́ıček. “Diagonalization in proof complexity”. In: Fundamenta Mathematicae 182 (2004),
pp. 181–192 (cit. on p. 4).
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