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Abstract

Unlike in TFNP, for which there is an abundance of problems capturing natural existence principles
which are incomparable (in the black-box setting), Kleinberg et al. [KKMP21] observed that many of the
natural problems considered so far in the second level of the total function polynomial hierarchy (TFX2)
reduce to the Strong Avoid problem. In this work, we prove that the Linear Ordering Principle does not
reduce to Strong Avoid in the black-box setting, exhibiting the first TFX5 problem that lies outside of the
class of problems reducible to Strong Avoid.

The proof of our separation exploits a connection between total search problems in the polynomial
hierarchy and proof complexity, recently developed by Fleming, Imrek, and Marciot [FIM25]. In partic-
ular, this implies that to show our separation, it suffices to show that there is no small proof of the Linear
Ordering Principle in a ¥2-variant of the Sherali-Adams proof system. To do so, we extend the classi-
cal pseudo-expectation method to the X2 setting, showing that the existence of a 3o pseudo-expectation
precludes a 32 Sherali-Adams proof. The main technical challenge is in proving the existence of such
a pseudo-expectation, we manage to do so by solving a combinatorial covering problem about permu-
tations. We also show that the extended pseudo-expectation bound implies that the Linear Ordering
Principle cannot be reduced to any problem admitting a low-degree Sherali-Adams refutation.
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1 Introduction

In recent years total search problems in the second level of the polynomial hierarchy (TFX5) have received consid-
erable attention. A substantial reason for this is that this class contains a variety of important explicit construction
problems, such as finding truth tables of functions with high circuit complexity, pseudo-random generators, rigid
matrices, time-bounded Kolmogorov random strings, and extractors. The totality of these problems is witnessed by
union-bound type arguments, which can be formalized as reductions to the TFX5 problem AvoID [Kor21, KKMP21].

Avoid. Given C : [2"] — [2""!] output y € [2"F!] such that for every = € [2"], C(z) # .

By developing new algorithms for this problem, as well as the harder Linear Ordering Principle, researchers have
obtained state-of-the-art circuit lower bounds [Li24, CHR24,KP24] and data structure lower bounds [GLW25,KPI25].

Linear Ordering Principle (LOP). Given <: [2"] x [2"] — {0, 1}, output either
— x such that for every y # x, z < y, or (Minimal element)
— x # y # z such thateither (i) x < z,or (ii) x A yandy A x, or (iii)) z < y,y < zbutz X z.
(Linear ordering violation)

Kleinberg et al. [KKMP21] initiated the study of TFXs as a class, introducing many of the aforementioned explicit
construction problems along with a number of other natural search problems, including Ramsey-Erdds Completion
which captures the proof that the n-th Ramsey number is at least 2*/2. In doing so they observed that, while TFNP has
a variety of incomparable subclasses capturing various existence principles, every TFX, problem that they considered
admitted a reduction to the following strong variant of the AVOID problem.

Strong Avoid. Given C : [2"] — [2" 4 1] output y € [2" 4 1] such that for every x € [2"], C(z) # y.

[KKMP21] raised the question of whether there are any natural problems in TFX5 which do not reduce to the problem
STRONGAVOID. The main contribution of our work is to give the first TFX5 problem which is not contained within
StrongAvoiddt, the class of problems which admit efficient black-box reductions to STRONGAVOID. This answers the
question in the black-box setting. Note that a separation in the Turing Machine setting would separate P from X1,

Theorem 1.1. LOP ¢ StrongAvoid®.

This complements the work of Korten and Pitassi [KP24], who show a separation in the other direction. Using our
technique, we are also able to show that LOP does not reduce to the TFX5 problem LEASTNUMBER, introduced by
Thapen [Tha24].

Least Number. Given f : {0,1}" — {0, 1}, output either L if f(z) = O for all z, or = such that f(z) = 1 and for
ally < z, f(y) = 0.

Theorem 1.2. LOP ¢ LeastNumber®.

Our separations, along with those known already in the literature, are represented pictorially in Figure 1.

1.1 Technical Highlights

To prove Theorem 1.1 we make use of a connection between TFX4! (where the superscript dt denotes black-box
reductions) and proof complexity, developed in [FIM25]. In doing so we provide the first proof of a separation
between black-box TFX; classes that uses proof complexity, confirming that this connection can indeed be useful.
In particular, [FIM25] shows that black-box reductions to STRONGAVOID are equivalent to efficient proofs in a 3o-
variant of the Sherali-Adams proof system (see Definition 3.1) which equips it with a 3s-weakening step, extending
the weakening rule for resolution to depth-2 formulas, as follows.

Definition 1.3. Let D be a DNF formula, a ¥s-weakening of D is a collection of DNFs {Di}ie[m] such that D —
D, for every i € [m]. A Yo-weakening of a collection of DNFs is a collection of ¥5-weakening of those DNFs.
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Figure 1: Relationships of some TFX4! classes. A black arrow from a class A to a class B means that A C B
([KKMP21]). A dashed or dotted arrow from a class A to a class B means that A ¢ B. The dashed separations
are proved in this paper. [KP24] proves that STRONGAVOID does not reduce to AVOID and LOP. [FGJ*26] proves
that AvoID does not contain all of TFNP%. This implies that none of the other problems in the diagram reduces to
AvoID.

This connection with proof complexity reduces proving Theorem 1.1 to showing that the unsatisfiable formula
which encodes the totality of LOP does not have efficient 32-Sherali-Adams proofs (Definition 3.1).

Pseudo-Expectations

To prove our Sherali-Adams lower bound, we extend the well-developed pseudo-expectation technique for Sherali-
Adams proofs to the Y5 setting. A pseudo-expectation is an object which appears to be a probability distribution
over satisfying assignments to our (unsatisfiable) formula when examining low-degree marginals. The existence of a
pseudo-expectation precludes a low-degree Sherali-Adams proof. A 3s-pseudo-expectation for LOP is a collection
of pseudo-expectations, one for each set of weakenings of the constraints of LOP. See Definition 3.3 for details. The
main technical challenge is to construct such a >5-pseudo-expectation. While Dantchev et al. [DMRO09] showed that
LOP itself has a high-degree pseudo-expectation, it is not clear how to extend their argument to all 3o-weakenings.

A Covering Problem of Permutations

We observe that constructing a o-pseudo-expectation requires us to solve the following covering problem. Let Ord
be the set of all total orders on the set of numbers {1,...,n}, and let Ord** C Ord be the set of total orders for which
at least one number comes before the element 1. For a fixed d < n, a set S C [n] of size d and an order o on S,
let Cs,, = {m € Ord | = induces the order o on S} be the set of all total orders on [n] that are consistent with o on
S. Is it possible to cover every element in Ord*! with the corresponding collections Cs,o of strictly less than d! pairs
(S,0)?

Note that one can cover the set of all total orders with exactly d! such collections Cs . The question is thus “can
we do better if we do not need to cover orders starting with 1?”. One can extract from the lower bound of Dantchev
et al. [DMRO09] that for d = 2, such coverings are impossible. Our proof of Theorem 1.1 implies that the answer to
this question is no for any d < n/100. In our argument, we show that weakenings of some axioms of LOP can be
modified to a normalized form without increasing their degree by much. Proving that our pseudo-expectation function
is non-negative on these normalized weakenings is equivalent to a lower bound in the above covering problem.

Our linear lower bound on d is tight up to constant factors, as one can construct a covering with less than d!
collections for d = n/2.

Further Separations from Sherali-Adams Upper Bounds

Leveraging our Y,-pseudo-expectation, we show that if a TFXs problem admits a Sherali-Adams upper bound then
this problem is separated from the Linear Ordering Principle. Together with a simple Sherali-Adams upper bound for



the LEASTNUMBER we obtain Theorem 1.2. To prove this, we show that reductions can be split in two parts: first, a
potentially hard to verify Xo-weakening step, followed by a counter-example reduction, a type of reduction introduced
in [KT22, Tha24] that actually happens in TFN P?. This reveals how the two types of black-box reductions that have
been studied in the literature for total functions in the polynomial hierarchy relate.

1.2 Related Works

Ghentiyala et al. [GZSD25] showed that LOP does not reduce to AVOID, even in the non-blackbox setting, assuming
that PPMA ¢ AM N coAM. The only other known separation in TFX4* was proven by Korten and Pitassi [KP24]
who showed that the problem STRONGAVOID ¢ LOP%. Their separation was obtained by proving a lower bound for
depth-3 circuits via a switching lemma. This contrasts with our separation which uses proof complexity techniques.

Proof complexity techniques have been the main method for obtaining separations between classes in TFNP
in the black-box setting. This has led to a complete understanding of the relationships between the major classes
[BCET98,Mor01,BM04,GKRS19,GHJ "22,FGPR24]. Proof complexity has been useful in TFNP because of the fact
that membership in (sufficiently uniform) TFN P subclasses is equivalent to efficient provability in some associated
proof system [BFI23]. This has been used to show that, for example, the class PPADS? is equivalent to the unary
Sherali-Adams proof system [GHJT22]. This connection was recently extended to subclasses of the total search
problems in the polynomial hierarchy in [FIM25], which is the basis for our work.

Recently, Thapen in [Tha24] exhibited a new type of reductions, namely counter-example reductions. They, along
with the notion of herbrandization, are used to find a TFN P translation of what happens at the second level TFth
and they can also be used to define TFN P subclasses from TFX4* problems. In Section 5, we add a bridge between
this notion of counter-example reduction and the notion of >5-weakening defined in [FIM25] and show that they are
sufficient ingredients to capture reductions.

2 Preliminaries on Black-Box TF>.s

A query search problem is a sequence of relations R,, C {0,1}" x O,,, one for each n € N. It is rotal if for every
x € {0,1}" there is an 0 € O,, such that (z,0) € R,. We think of z € {0,1}" as a bit string which can be
accessed by querying individual bits, and we will measure the complexity of solving R,, as the number of bits that
must be queried. Hence, an efficient algorithm for R,, will be one which finds a suitable o while making at most
polylog(n)-many queries to the input. We will not charge the algorithm for other computational steps, and therefore
an efficient algorithm corresponds to a shallow decision tree. Total query search problems which can be computed by
decision trees of depth polylog(n) belong to the class FPY, where dt indicates that it is a black-box class. While search
problems are formally defined as sequences R = (R,,), we will often want to speak about individual elements in the
sequence. For readability, we will abuse notation and refer to elements R, in the sequence as total search problems.
In addition, we will often drop the subscript n, and rely on context to differentiate.

In this paper we will be considering total query search problems in the second level of the polynomial hierarchy
TFX3t.

Definition 2.1. A total query search problem R = (R,,), where R,, C {0,1}" x O,,, belongs to TFXg* if for every
n, 0 € O, ¢ = polylog(n) and every z € {0, 1}* there is a a polylog(n)-depth decision tree V,, . such that

Ro(z,0) <= ¥ = polylog(n),Vz € {0,1},V,.(z) = 1.

We can compare the complexity of total search problems by taking reductions between them. The following
defines decision tree reductions (known as formulations) between total query search problems, the query analogue of
polynomial-time reductions.

Definition 2.2. For total query search problems R C {0,1}" x O0,,S C {0,1}™ x O/, there is an S-formulation of
R if, for every i € [m] and 0 € O0',,, there are functions f; : {0,1}" — {0,1} and g, : {0,1}" — O,, such that

S(f(x),0) = R(z,g0(x)),
where f(z) = (f1(x) ... fru(x)). The depth of the formulation is

d := max ({depth(f;) : i € [m]} U {depth(g,) : 0 € O}, }),



where depth(f) denotes the minimum depth of any decision tree which computes f. The size of the formulation is m,
the number of input bits to .S. The complexity of the formulation is log m + d. The complexity of reducing R to S is
the minimum complexity of all possible S-formulations of R.

We extend this definition to sequences in the natural way. If S = (S,,) is a sequence and R,, is a single search
problem, then the complexity of reducing R,, to S is the minimum over m of the complexity of reducing R,, to Sy,.
For two sequences of search problems S = (5,,) and R = (R,,), the complexity of reducing R to S is the complexity
of reducing R,, to S, as a function of n. A reduction from R to S is efficient if its complexity is polylog(n); we denote
thisby R <4 S.

Black-box TF35 can be viewed as the study of the following family of total search problems. This will allow us
to leverage a close connection between TFX4! and proof complexity [FIM25] to prove our main result.

Definition 2.3. Let F' = Dy A ... A D; be a formula in which each D, is a DNF. The false formula search problem
FFr C {0,1}™ x [t] is defined as
FFp(x,0) <= D,(z) =0.

Lemma 2.4 ([FIM25]). Forany R € TFth there is an unsatisfiable formula Fr = Dy N ... A Dy where each D; is
a DNF of polylog(n)-width, such that R =4 FFp,,.

This extends the well-known connection between TFNP? and the false clause search problem. The proof of
this lemma proceeds by writing down the totality of R as a ¥3-formula and then taking its negation to obtain Fg.
Throughout this paper, we will abuse notation and use R to refer to F'r, using context to differentiate. Hence, FF g =
FFp,.

3 Proof Complexity and a Sufficient Condition for Separations

To prove Theorem 1.1 we make use of a connection between TFX¢* and proof complexity. Fleming, Imrek, and
Marciot [FIM25] showed that decision tree reductions between TFX.g¢ problems are equivalent to efficient proofs in
certain proof systems equipped with the >5-weakening rule from Definition 1.3. Using this connection they showed
that proofs in the unary >.5-Sherali-Adams proof system are equivalent to reductions to STRONGAVOID, which we
describe next.

For any boolean formula F', we will assume without loss of generality that all negations occur at the leaves and let
Vars® (F) be the positive literals in F' and Vars™ (F) be the negative literals. For any conjunct ¢ = Niievarst (1) Ti N
Na, evars— (1) %> We associate the following polynomial ¢(z) = T, cvars+ (1) i [ L, evars— (1) (1 — ;). We refer to
the polynomials ¢(z) also as conjuncts and also denote them by ¢. We say that a conical junta is a sum of conjuncts

j = Zl ti.
Let D = \/,., t be any DNF. We can express D as a polynomial
D(z) = t(x)—1. (1)
teD

The degree of this polynomial is deg(D) := maxsep deg(t). We refer to deg(D) as the degree of the DNF D.
Observe that for any = € {0, 1}", the DNF D(x) is true iff ) |, , ¢(x) — 1 > 0. We will abuse notation and denote
by D both the DNF and the associated polynomial, using context to differentiate.

Throughout we will work with multi-linear arithmetic, associating x? = z; for every variable x. This has the
effect of restricting the underlying linear program to {0, 1}-points.

Definition 3.1. Let ' = {D;};c[m) be an unsatisfiable collection of DNFs (a collection with no shared satisfying
assignment). A Yy-unary-Sherali-Adams (denoted uSA) proof IT of F' is a ¥p-weakening F' = {D;}icpm) of F
together with a list of conical juntas 7;, 7, such that

> DiJi+J=-1

i€[m’]

The degree deg(II) is the maximum degree among D;, D} J;, and 7, and the size size(II) is the number of monomials

in D;, D.J;, J counted with multiplicity (i.e., each monomial is counted again each time it appears). The complexity

of the proof is given by uSA(IT) := deg(II)+log size(II), and the complexity of proving F'is uSA(F') := ming uSA(II),
where the minimum is taken over all uSA proofs II of F.



The only difference between the standard Sherali-Adams proof system and its unary variant is the measure of size;
in particular, we cannot use large coefficients. When measuring degree, these systems are identical.
To prove Theorem 1.1 it suffices to show that there is no efficient ¥5-uSA proof of LOP.

Theorem 3.2 ([FIM25]). For any R € TFX$" there exists a polylog(n)-complexity Y2-uSA proof of R iff R €
StrongAvoid®.

To prove our lower bound for LOP we generalize the method of pseudo-expectations, which has been developed
for Sherali-Adams (see [FKP19] for a survey), to Xo-Sherali-Adams degree lower bounds.

Definition 3.3. For any collection of DNFs I = {D; }ic[,,,) a degree-d pseudo-expectation for I is a linear function
E : R[z] — R satisfying

1. E[1] =1,

2. E[J] > 0 for every conical junta 7 of degree at most d,

3. E [D;J] > 0 for every D; € F and conical junta J such that deg(D;J) < d.

= &

A degree-d Xo-pseudo-expectation for F' is a family of degree-d pseudo-expectations {]Eg}, one for every Xo-
weakening G of F.

Note that a >5-pseudo expectation for I’ is equivalent to a standard pseudo-expectation for the collection of DNFs
F’ which includes every s-weakening of the DNFs in F.

Lemma 3.4. There is a degree-d Yo-pseudo-expectation for I iff there is no degree-d ¥o-uSA proof of F'. Moreover,
if F' does not have a degree-d Yo-uSA, then there is a degree-d pseudo-expectation that works for all weakenings of
F.

Proof. The proof follows from the fact that for every unsatisfiable collection of DNFs (and indeed any collection of
polynomials with no {0, 1}-solutions), a degree-d pseudo-expectation exists iff a Sherali-Adams proof does not (see
e.g. [FKP19]). Applying this to each weakening completes the proof. However, since we will use the forward direction
of this theorem we include a proof.

Let {]Eg} be a degree-d Yo-pseudo-expectation and suppose for contradiction that there is also a degree-d >o-
Sherali-Adams proof (G, II) of F', where G = {D;}ic[n] is a ¥2-weakening of F' and IT is a list of conical juntas

{J:}, J constituting a Sherali-Adams proof of G. Let E¢; be the pseudo-expectation which corresponds to G, then
~1=Rg[-1]=E[ 3 D7+ 7] = Y BID)+ELT] > 0.
i€[m/] i€[m/]

Consider G = |J; G, where the union is taken over every ¥;-weakenings of F'. Then Eg must be a d-pseudo-
expectation for all weakenings of F', as they are all subsets of G. O

4 Separating LOP from Strong Avoid

In this section we prove the following.
Theorem 4.1. There exists a degree n/300 Yo-pseudo-expectation for LOP.

From this, the separation LOP ¢ StrongAvoiddt follows immediately. Note that Theorem 4.1 is much stronger
than we need in order to rule out a reduction to STRONGAVOID, as works irrespective of the size of the uSA proofs,
or size of the reduction.

Proof of Theorem 1.1. By Theorem 3.2 LOP € StrongAvoiddt iff there exists a polylog(n)-complexity ¥o-uSA proof
of the propositional encoding of LOP given by Lemma 2.4. In particular, such a proof must have polylog(n) degree.
However, by Lemma 3.4, the existence of a degree 2(n) ¥a-pseudo-expectation precludes the existence of such a
39-uSA proof. O

In the remainder of this section we prove Theorem 4.1. Applying Lemma 2.4 to LOP, we obtain an unsatisfiable
formula which consists of the following constraints (axioms) over variables x; ;, where x; ; = 1 means ”¢ < j



— M;: \/je[n}\z' xj 4, fori € n, (Non-minimality)

— R;: —w;y, fori € [n], (Irreflexivity)
— A, ;i V -y, for distinet 4, § € [n), (Asymmetry)
— Ti,j,k: Tk V Ty, V L ks for distinct i,j, ke [n], (Transi[ivity)
— 0;j: x;; V —w, 4, for distinet ¢, § € [n]. (Totality)

Note that even though each of these axioms could be expressed as a clause, we consider them as DNFs of degree 1.

We will use the same pseudo-expectation for each weakening of LOP, which will be the standard choice [DMRO09]:
a uniform distribution over total orders. Let Ord = {z € [n]™ | Vi # j,z; # x;} be the set of total orders on [n].
We associate total orders on [n] with both strings in [n]™ (simply listing the elements in the given order) and bijective
maps [n] — [n]. For z € Ord, and T' C [n], we define z[ T as the permutation on T, 7 : |T'| — T, that orders those
elements in the same order as z does. We denote z[ ([r]\T") by z\T for convenience.

Definition 4.2. We define our pseudo-expectation E on monomials ¢ as

_ Heeord|t@) =1}

[t [Ord|

The definition is extended to arbitrary polynomials by linearity.

By our encoding of DNFs as polynomials (Equation 1), for a DNF D = \/, ¢;, we use the notation E [D] to mean
E[>",t; — 1]. Note that [E [t 4- t'] corresponds to the number of orders either ¢ or ¢’ accepts, plus the number of orders
they both accept (all of this divided by | Ord |). So orders accepted by several terms will be ”over-counted”. As an
example,

EMI=B] 3 wu—1]= ¥ Bl -El= 3 5-1="—-1=222

jen\i jeln\i j€[n]\i

as exactly half of the total orders are such that j < 1.
We will show that our function E gives a degree-d Y¥o-pseudo-expectation for the set of axioms of LOP for any
d < n/300. We proceed by showing that it satisfies the conditions of Definition 3.3.

Condition 1. Note that the constant 1 is treated as a monomial such that 1(x) = 1 for every x, and thus E [1] = 1.

Condition 2. Notice that we can rewrite any conjunct ¢ over the LOP variables z; ; to an equivalent conjunct ¢’ without
using negations, simply replacing any negated variable x; ; by the variable x; ;. To see this, notice that for any total
order on LOP variables, x;; holds iff x; ; does not hold, and so the total orders which satisfy ¢ are exactly those
that satisfy ¢/. Thus, E[t] = E[t/]. Observe that the polynomial corresponding to ¢’ is simply a monomial, and
E[t] = E[t'] > 0 by definition. Since any conical junta is a sum of conjuncts, this implies that E[7] > 0 for any
conical junta J.

Condition 3. It remains to show that condition 3 holds for our function E. Our goal is thus to show that for all conical
juntas 7, and any weakening D’ of any axiom of LOP, E [D'J] > 0, if deg(D’7) is small enough. First we observe
that this easily follows for the axioms other than type M,;. We will handle axioms of type M; in Section 4.1.

The axioms of LOP that are not of type M; must hold for every total order. For any such axiom D = \/,_, t we
have Uie p{z € Ord [¢(z)} = Ord. Furthermore, this holds for any weakening W of D, as W must be satisfied by at
least the same assignments as D. Hence, for any conical junta 7, we can deduce that

B[] - <Z H{z € Ord | t(z) T (z) = 1}|> ~ H{z€Ord|T(x) =1} >0,

Sr | Ord | | Ord |

as every order x such that 7 (x) = 1 must satisfy at least one term ¢ in TW. This proves that the pseudo-expectation is
non-negative for any conical junta and any weakening of an axiom that is not of type M, regardless of the degree.



4.1 The No-Minimal-Element Axioms

By symmetry, it suffices to consider weakenings of M, weakenings of M; can be handled analogously. It thus suffices,
without loss of generality, to prove that for every low-degree conical junta 7, and every low-degree weakening W of
My, E [WJ] > 0. The main difficulty is to handle the diversity of the weakenings of Mj.

We begin by fixing some notation. It will be convenient to go back and forth between total orders and canonical
terms representing them. For a set S C [n] with |S| > 2, consider an ordering 7 : [|S|] — S of its elements. We will
denote by [[7'(‘(1) R 7T(|S|)]], or [[Sﬂﬂ, the term Tr(1),m(2)Tr(2),7(3) " Tr(|S|—-1),7(|S])-

We say that a term mentions 1 if it contains one of the variables z; ; or x; ; for some j # 7. For example, z 222 3
mentions {1, 2, 3}. We refer to the set of elements that a term mentions as its support and the number of such elements
as the support size of the term.

To simplify our argument, we will first show that we can assume that each DNF has several convenient properties.

Definition 4.3. We say that a DNF D is normalized if

1. Every term ¢ of D is of the form ¢ = [S] for some set S which includes 1, and
2. All terms have the same support size, which we refer to as the support size of D.

Lemma 4.4. Let W be a DNF of degree d. There exists a normalized DNF N of support size < 2d + 1 such that W
accepts exactly the same total orders as N does, and E[W] = E[N].

Proof. Lett # 0 be one of the terms of . We first transform ¢ into a term ¢’ with no negated literals as follows: we
replace each negated literal —x; ; in ¢ with x; ;, noting that for any total order, x; ; holds iff x; ; does not, and so the
total orders satisfying ¢ are exactly those satisfying ¢'. Hence, E [t] = E [t'].

Next, we replace ¢ by a collection of terms of the form [S], for some S C [n] containing 1 (defined below), and
a collection of orderings 7 on S. Let T be the support of ¢ and note that |T'| < 2d as each variable in ¢ can mention
at most two elements. We modify 7" to define S as follows: Include the element 1 if it was not included yet in 7", and
pad T with additional elements as necessary, so that the resulting set S has size |\S| = 2d + 1. We use the resulting set
S as the support for the collection of terms replacing ¢.

Let II be the set of total orders on S that are consistent with . We claim that for every total order z, t(z) <
VrenlSl=(2), and E[t] =E [> cer[S]x]. In other words, \/ . ;[S]~ accepts exactly the same total orders ¢ does,
and each total order accepted by ¢ is consistent with exactly one 7 € II (thus total orders accepted by ¢ are accepted
by a unique term in \/, . ;[S]~). We set N to be the resulting DNF \/, i1,/  cpp, [St] - O

Note that the transformation in the proof of Lemma 4.4 can highly increase the number of terms in W, but it does
not change its pseudo-expectation, and it at most doubles the degree: Notice that for a normalized DNF with support
size k its degree is exactly k — 1. The support size of the resulting DNF N is at most 2d + 1, thus the degree of N is
at most 2d.

Suppose that M; has a weakening W of degree d such that E [W] < 0. This lemma implies that there is also a
normalized weakening N of M; with E [N] < 0. Thus, to prove that M; does not have any weakenings of degree at
most /200 with negative pseudo-expectation, it is enough to prove that M; does not have any normalized weakenings
of degree at most n/100 with negative pseudo-expectation.

Lemma 4.5. For any normalized DNF N of support size k, every termt of N has E [t] = 1/k!.

Proof. Lett = [T]. be one of the terms of N. As a reminder, E[t] = |[{z € Ord | t(z) = 1}|/| Ord | where Ord
is the set of total orders. Since t = [T, E[t] = 2| T = m}|/| Ord|. To count the number of orders
consistent with ¢, one can simply select the positions of the elements in 7', set them in the right order, and then fill in
the rest any possible way, thus,

n!

{z € Ord| 2T =7}| = (Z)(n—k)!:k!. O

Lemma 4.6. Let N be normalized DNF with support size k that is a weakening of My, and let R be the set of total
orders rejected by N. Then the following holds:

1. E[N] > 0ifand only if N has at least k! terms,



2. Let S; be the set of total orders accepted by exactly i terms in N, then & [N] > 0 if and only if |R| < 325, (i —
1)Si].

We remark that the equivalence with the covering problem presented in the introduction comes from the first point
in this lemma. Finding a covering of Ord*! with less than d! sets (that correspond here to normalized terms) is
equivalent to finding a normalized weakening N with support size d and negative pseudo-expectation.

Proof. For the first point, using Lemma 4.5,
D i ~ #of terms in N
E[N1=E[ > [[Tﬂn—l] = Y B[l -1=- TR

[T]-eN [T]-eN

This is non-negative if and only if there are at least k! terms in N. For the second point, recall that for terms of the
formt = [T], we have E [t] = |[{x € Ord | [T = ©}|/| Ord |. Thus

E[N] = |Olrd|(HTﬂZ€N|{xeom|erw}|> -1
B T = o _|Ord|
- o ( X iz e N et =) - L2

z€0rd

= o ( 2751) = for (35 51)
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The proof of Theorem 1.1 uses the second point of this lemma: we show that if the degree of a normalized
weakening is low enough, then a large number of orders must be accepted by several terms of W 7.

4.1.1 A Warmup

We begin by considering the case when J = 1. As a warmup, we show a simplified (but not sufficient) argument,
where we only focus on orders accepted by at least two terms. Later we present the stronger argument considering
orders accepted by at least 3 terms which is sufficient to prove our theorem. We do this for the general case of arbitrary
conical juntas in subsubsection 4.1.3.

We use the notation 1z to denote a total order on [n] where the element 1 is first and z is a total order of the
remaining n — 1 elements. The notation ¢1z is similarly defined: it denotes orders where 7 is first, 1 is second, and z
is a total order of the remaining n — 2 elements.

Lemma 4.7. For a normalized DNE,

1. Total orders starting with 1 can only be accepted by terms [T] . with w(1) = 1.
2. Total orders with first element i and second element 1 can only be accepted by terms [T']» with either (1) = 1
andi1 ¢ T, orm(l) =iand n(2) = 1.

Proof. For the first point, since 1 is in the support 7" for each term in a normalized DNF, if 7(1) # 1 then 7 is not equal
to 1z[T for any 1z € Ord. For the second, consider the following two cases: If 7(1) = 1 and i € T, then i12|T # =
for any i1z € Ord. If 7(2) = 1 and 7(1) # 4, then i1z[ T # 7. Otherwise, if 7= 1(1) > 2, then ilz[T # . O

The following definition helps to describe our combinatorial argument. To simplify notation, we denote z\ {7} by
z\i, and [n]\ {1} by [n]\1.
Definition 4.8. Let z be an order on [n]\l. We say that a term [T is z2-good foriifi € T,1 € T, w(1) = i,w(2) = 1,

and i1(z\¢)| T = m. That is, the order 7 on T places ¢ first, 1 second, and is consistent with the total order ¢1(z\ ).

Notice that if a term [T7] is z-good for ¢ then it accepts the order i1(z\ ). Moreover, it also accepts the orders
151(2\{4,7}) and jil(2\{i, j}) for any j that is not in its support.



Lemma 4.9. Let N be a normalized DNF with support size k that is a weakening of M. Let R C Ord be the set of
orders rejected by N. If k < n/10, there are at least 4| R|/5 total orders accepted by more than one term of N.

Proof. If R = (b, we are done, so suppose otherwise. Recall that we assume for normalized DNFs that each term
contains the element 1, so we do not explicitly state this condition. Let 1z € R be an order rejected by IN. Note that
since N is a weakening of M, every order it rejects must start with 1. Moreover, for every ¢ € [n]\1, N must accept
the total order 1(z\ ), as it is accepted by M.

If N had any terms [T, with 7(1) = 1 and 12| T = 7, 1z would not be rejected. Thus, by point 2 of Lemma 4.7,
for each ¢ € [n]\1, the order i1(z\¢) must be accepted by a term [T"], of N with w(1) = ¢, 7(2) = 1. That is, for each
i € [n]\1 there is a term of N that is z-good for 4.

We call an unordered pair of distinct elements (7, j) € ([n]\1)? a hitting pair for z if the following conditions hold:

— N hasaterm [T1], suchthat w1 (1) =¢,7m1(2) = 1,5 ¢ T1 and ¢1(2\4)[ Ty = 7.
— N has aterm [T3], such that w2 (1) = j,m2(2) = 1,i ¢ Ts and j1(z\j)[ T2 = 2.

In other words, a pair (i, 7) is a hitting pair for z, if there is some term that is z-good for ¢ but its support does not
contain j, and there is some term that is z-good for j but its support does not contain i. Notice that if (4, j) is a hitting
pair for z, then both ij1(z\{%,}) and jil(z\{i,j}) are accepted by both [T1]~, and [T3],. Therefore, we can get
a lower bound on the over-counting done by the pseudo-expectation of N by getting a lower bound on the number of
hitting pairs.

We define a matrix H, with respect to each fixed string z such that 1z is rejected by N. Let H, be an (n — 1) X
(n — 1) matrix with rows and columns indexed by i, j € [n] \ 1, respectively, where H,(i,5) = 1iff i # j, and N
has a term [T, such that w(1) = i, w(2) = 1, j ¢ T, and i1(z\¢)[ T = 7. That is, the (i, j)th entry is 1 iff there
is a term that is z-good for 4 but its support does not contain j. Thus, (¢, 7) is a hitting pair iff both H,(¢,j) = 1 and
H.(j,i)=1.

As we discussed above, by point 2 of Lemma 4.7, for each ¢ € [n]\1 there must be at least one term of N that is
z-good for ¢. Since N is normalized, the support of each term has size k, and so row ¢ of H, must have at least n — k
entries with value 1 (there are n — k elements j not included in the support of any particular term). The matrix thus
contains at least (n — 1)(n — k) entries which are 1.

Next, observe that the largest number of 1-entries in a matrix without a hitting pair is at most ("51): by definition,
any such matrix has a 1 in at most one of the entries H, (4, j) or H,(j,4), for each unordered pair (¢, j). Moreover, the
following holds.

Observation 4.10. Any (n—1) x (n—1) {0, 1}-matrix with ¢ > (") 1-entries outside of the diagonal must contain
at least q — ("gl) hitting pairs.

Proof. Let H be an arbitrary (n — 1) x (n — 1) {0, 1}-matrix with ¢ > (") l-entries, none of which are on the
diagonal. Since the number of 1-entries is more than (”51), H must contain at least one hitting pair (7, j). Replace
one of the entries corresponding to this pair (either the entry H (7, j) or the entry H(j,4)) by 0. We can repeat this step
at least ¢ — (”;1) times, accounting for at least ¢ — (”;1) hitting pairs. O

Thus, in the matrix H, there are at least (n — 1)(n — k) — ("51) hitting pairs for z. This holds for each z such that
1z € R.

Each of the hitting pairs in H, causes two orders to be accepted twice, in particular, as discussed above, if (3, j) is
a hitting pair for z, then both ij1(2\{i,j}) and jil(z\ {4, j}) are accepted twice. Notice that a pair (¢, j) is a hitting
pair for both z and 2’ (where 1z, 12" € R) iff 2\ {4, j} = 2\ {i, j}. Thus, the total orders we count twice due to (i, j)
are the same for z and 2’ iff 2\ {4, j} = 2’\{4, j}. For any given z, the number of 2’ such that z\ {4, j} = 2\ {¢, 5} is
at most (n — 1)(n — 2). Thus, we can conclude that there must be at least

2((n—1)n—k) - (")
m-Dm-2  H

orders accepted by at least two terms of N. This value is always smaller than R. However, if k¥ < n/10, it is at least
4|R]/5. O



4.1.2 Normalization with Respect to Juntas

The above argument shows that focusing on hitting pairs is almost enough to conclude that E [W] > 0 for weakenings
W, even if they have a fairly high degree. Our final proof for the general case is similar to this argument, but focuses on
hitting triples. Before stating and proving this result, we need to deal with conical juntas. We extend the normalization
done in Lemma 4.4 to handle the additional inclusion of a conical junta. This is captured by the following lemmas.

Lemma 4.11. Let the DNF W be a weakening of My and J be a conical junta. If E [WJ] < 0 there exists N and t
such that

1. N is the normalized form of W given by Lemma 4.4,
2. t =[T)x such that1 € T and w(1) =1,

3. deg(Nt) < 2deg(W) + 2deg(J),

4. E[Nt] < 0.

Proof. Let J = ), ;t and suppose that 0 > E[WJ] = doies E [Wt], where the equality follows by linearity.
As the sum is negative, there must be at least one term ¢* such that E [Wt*] < 0. Let T be the support of ¢*. Note
that without loss of generality we can assume that 1 belongs to 7 If 1 ¢ T then let IT be the set of permutations
on T'U {1} consistent with ¢*. As shown in the proof of Lemma 4.4, t* is equivalent to \/ ;[T U {1}], and

E[t*] = E (> cenlT U{1}]=]. In particular, every order accepted by ¢* is accepted by [T U {1}] for exactly one
7 € IL Thus, E[Wt*] = 3 E[W[TU{1}].], and if E[Wt*] < 0 then there must exist 7 € II such that

E[W[T U{1}],] <O.

Suppose that 7(1) # 1, then W A [T]r does not accept any order that starts with 1, since [7]. does not. As W is
a weakening of M7, it must accept every order that does not start with 1. Thus, W A [T] . is equivalent to [1], and
Y wew E [w]T]] > E[[T]x]. as every order accepted by [T, must be accepted by at least one term w of . This
implies that

mell

BWITL] =5|( X w-1)7l| = 3 Elwlrl] - B[] 2 B - E(irl =

weWw weW

Combining this with the previous argument, we get that if there is some conical junta such that E [WJ] < 0 then there
is also a term ¢ = [T, with 1 € T and 7(1) = 1, such that E [IW'] < 0. Note that the support size of t = [T] is at
most 2deg(J) + 1, and its degree is at most 2 deg(.J).

Next, we apply Lemma 4.4 to the DNF W to obtain a normalized DNF . Recall that the degree of /N will be at
most 2 deg(TV). Since both the degree of N and ¢ might have at most doubled, and deg(Nt) < deg(N) + deg(t), we
get that deg(Nt) < 2deg(W) + 2deg(J), concluding (3).

We now argue that E [IW'#] < 0 implies that E [Nt] < 0. Expanding Nt, we have

E[m]:x@:[(zv—l)t] —E[t] —E[f.

vEN

Since N is the normalization of W, the terms of N can be partitioned into groups, one for each term of W, such that
the term of W accepts a given order iff a unique term in its corresponding group accepts that order, and the term of

W rejects a given order iff all terms in the corresponding group reject it. Thus, > -y E[vt] = > -y E[wt], and so

E[Nt] = E[Wt] < 0. O

Note that in the above lemma, both NV and ¢ are normalized, but the DNF corresponding to N A ¢ (obtained by
taking the conjunction of each term of /N with ¢) is not. We address this issue next.

Lemma 4.12. Let t = [T~ be a term of support size £ such that 1 € T and 7*(1) = 1, and let N be a normalized
DNF of support size h that is a weakening of M. Then there is a DNF N’ such that

1. For every total order x, N'(z) < N(z) A t(x). Hence, N' is a weakening of My At
2. N'is normalized with support size at most £ + h, and degree at most £ +h — 1 < deg(N) + deg(t) + 1,
3. E[Nt]=E[N' 4+1—1].
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Coming back to our analogy with the covering problem presented in the introduction, proving that E [N'+1—t]
is non-negative for all such N’ of small degree (for a fixed t), is equivalent to saying that, even if we restrict the sets
Ord and Ord*! to their orders consistent with ¢, it is impossible to get a covering of (Ord At)*! with fewer sets than
the number needed to cover Ord At, if the support size of the sets is small.

Proof of Lemma 4.12. 'We construct N’ by “merging” terms of N and ¢. Formally, let [S], be a term of IV, and let
IIs » be the set of permutations on .S U T" consistent with both o and 7*; note that this set might be empty. Define
N'" = Vs),en Vreng,, [S U T]x and observe that this DNF accepts the same total orders N¢ does. Indeed, an
order is consistent with a term [S], of N and ¢ iff there is an ordering in I , consistent with it. Every term in N is
normalized, but since for different terms [S],, [S]» of NV, the sizes of S U T and S’ U T might be different, terms in
N’ might be of different sizes. As in the previous arguments, one can simply add elements to the support of smaller
terms to get them to a fixed size. The maximal support size of a term in N’ is the maximal size of S U T, where S is
the support of some term in N. Since IV and ¢ are both normalized, this value is at most ¢ + h. This also implies that
the degree deg(N') < ¢+ h — 1 < deg(N) + deg(t) + 1.

It remains to prove that E[Nt] = E[N’+1—t]. For a single term [S], of N it holds that E[[S],t] =
E > rems , [SUT]x], as every total order accepted by [S],? is consistent with a unique 7 € Il 5. Thus,

t]:E[ 3 [[S]]gt—t}z 3 E[[S].t] - Elf

[Sl-€eN [Sl-eN

- ¥ f@{ 3 [[SUT]]W]— [ > Y [suT] } Et]

[Sl-eN m€lls, o [Slo €N mells, »
=E[N'+1]-E[t]=E[N'+1—1]. O

4.1.3 The General Case
We are now ready to state and prove our main theorem about weakenings of M.

Theorem 4.13. Let t = [T*]~ be a term of support size £ such that 7*(1) = 1, and let N be a normalized DNF of
support size h that is a weakening of My. If ¢ + h < n/100, then E [Nt] > 0.

In Section 4.1.1 we presented a warmup argument for the case when 7 = 1. This simpler argument is not sufficient
even for the case when J = 1, but it illustrates our approach well. To prove Theorem 4.13, we extend this argument
to triples, and to the cases when 7 is an arbitrary conical junta. Below 7 could be the trivial junta 7 = 1, in which
case we define its support to be 7% = {1}.

Proof of Theorem 4.13. Let N’ be a weakening of M A t, constructed the same way as N’ is in Lemma 4.12; that
is E[Nt] = E[N’ + 1 — t]. We will prove that E[N’ + 1 —¢] > 0. Let £ + g be the support size of N’, and note
that this is at most £ + h < n/100. Let R be the set of total orders that are consistent with ¢ and are rejected by N’,
and hence also by V A t. We will prove that the over-counting in the pseudo-expectation that is due to orders that are
accepted by several terms of N is sufficiently large compared to the number of rejected elements consistent with ¢.
A sufficiently large "over-count” will be enough to show that E [N’ + 1 — t] > 0, since E [N’ 4 1 — ¢] is exactly the
sum of the number of orders that each term of N’ accepts minus the number of orders consistent with ¢.

Let 1z € R be a rejected order that is consistent with ¢. By a similar argument to the proof of Lemma 4.9, for
every i € [n]\T™, there is a term of N’ that is z-good for 4. This only holds for ¢ that are not in 7™ (the support of
t), since N’ only accepts total orders that are accepted by ¢, that is only total orders that are consistent with 7* on T*,
and moving any element in 7 before 1 would contradict 7*.

We call an unordered triple of distinct elements (4, 7, k) € ([n]\T™*)3 a hitting triple for z if the following hold:

1. N’ hasaterm [T}]., suchthat mi (1) =4,m(2) = 1,5,k ¢ T} and i1(2\¢)| T} = m1.
2. N’has aterm [T3], such that mo(1) = j,m2(2) = 1,4,k ¢ Ty and j1(z\j)[To = mo.
3. N’ has aterm [T3], such that m3(1) = k,73(2) = 1,4,j ¢ T3 and k1(z\ k)| T5 = 3.

In other words, (4, j, k) is a hitting triple for z, if there is some term that is z-good for 4 but j and k are missing from its
support, there is some term that is z-good for j but ¢ and k£ are missing from its support, and there is some term that is
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z-good for k but ¢ and j are missing from its support. Analogous to hitting pairs, the presence of hitting triples implies
that there are orders accepted by several terms. Indeed, if (4, j, k) is a hitting triple for z, then for all six permutations
o of {i,7,k}, the order o(1)o(2)o(3)1(2\ {4, j, k}) is accepted by at least three terms.

Define an array H., : ([n] \ T%)® — {0, 1}, such that H, (i, j, k) = 1iff i, j, k are distinct and not in 7%, N’ has a
term [S]. with (1) =i, 7(2) = 1, 5,k ¢ S and il(z\i)[ S = m. Note that H, (¢, j, k) = H,(i, k, j), and (i,7,k) is a
hitting triple iff for all six permutations 7 of {7, j, k}, H.(m(1),7(2),7(3)) = 1. In other words, 1-entries now come
in pairs in the array, and one needs six 1-entries to get a hitting-triple. Thus, there can be at most 4(”?) 1-entries in
an array H, without any hitting triples. The —¢ comes from the fact that we do not consider elements of 7 in the
triples. Similarly to Observation 4.10, we get the following.

Observation 4.14. Let H be an (n—{) x (n—£) x (n—{) {0,1}-array with q > 4(”?) 1-entries, where all 1 entries

are in positions with distinct coordinates i, j, k, such that H(i,j,k) = H(i, k, j) for all i, j, k. Then H must contain
at least % (q — 4(";6) hitting triples.

Proof. Let H be an (n — {) x (n — £) x (n — ¢) {0,1}-array with ¢ > 4(”?) 1-entries, where all 1-entries are in
positions with distinct coordinates 1, j, k, such that H (¢, j, k) = H(i, k, j) for all 4, j, k. Since the 1-entries come in
pairs, we have ¢ > 4(";2) + 2 entries that are 1, which implies that for at least one triple with distinct ¢, j, k, all 6
corresponding entries must be 1. Thus H contains at least one hitting triple. Replace one pair of entries corresponding

n—~_

to this triple, say H (i, j, k) and H (i, k, j), by 0. We can repeat this step at least 3 (q —4("; )) times, accounting for
at least 3 (q — 4(”3_6)) hitting triples. O

Since for all ¢ ¢ T*, the order ¢1(z\¢) must be accepted by a term of support size £ + g, with 7(1) = 4, 7(2) = 1,
there must be at least (n — ¢ — g)(n — £ — g — 1) l-entries at positions starting with 7. Hence, there are at least

1 ((n —ODn—L—g)(n—L—g—1)— 4("?)) hitting triples for z. Each hitting triple gives six orders accepted
by three terms, thus 12 total over-countings. By a similar reasoning to the proof of Lemma 4.9, each of those orders

could come from at most (n — ¢)(n — ¢ — 1)(n — ¢ — 2) different z, and thus, we get that there are at least

6((n—€)(n—€—g)(n_g_g_1)_4(713—4)) .
(n—0n—L—1)(n—L-2) R

total over-countings. Plugging in £ 4+ g < n/100, we get

6((n—@(n—é—g)(n—f—g—1)—4(”36)|R
n—0On—-~0—-1)n—¢—-2)

n 3 3
> <6<(99n{3100))_4> |R|:(6ﬁ)903—4> IR| > |R| O

We can now conclude the proof of the main theorem of this section.

Proof of Theorem 4.1. By Lemma 4.11, if the pseudo-expectation is negative for a weakening and conical junta of
degree < n/300, then it is negative for some normalized weakening /N and a term ¢ such that deg(Nt) < n/100. By
Theorem 4.13, this cannot happen. Thus, there is a ¥5-pseudo-expectation for LOP of degree n/300. O

Note that the n/100 bound was picked for convenience, one could get a much better bound by counting more than
the hitting triples, and by being more careful in the computation.

5 A Criterion for Non-Reducibility of LOP

In this section, we show that our pseudo-expectation for LOP (Lemma 3.4) implies a general criterion for the non-
reducibility of LOP to other problems in TFXg*.

Corollary 5.1. Suppose that R € TFX3* and R has a polylog(n)-degree uSA refutation. Then LOP “at R.
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Using this, we show that LOP ¢ LeastNumber®.
Proof of Theorem 1.2. The axioms of the formula of LEASTNUMBER,, are:

— Viepn) %i> giving the inequality 7, #; —1 > 0; (Not all 0)
— T; V'V, xj, giving the inequality (1 — ;) + >, ;2; — 1= —z;+ >, ,;x; > 0foreachi € [n].
(7 is the least index taking value 1)

This admits the following simple uSA refutation,

n—i—1

n n—1 n
Zmi—l-i-ZT(—xn,i-i- 3 xj)=—1+Z(1+ 3 2]'—2”—1')%:—1.
i=1 i=0 i=1 =0

j<n—1i
Although, the refutation is of exponential size, it has constant degree. By Corollary 5.1, LOP ¢ LeastNumber®. [

We now prove Corollary 5.1. To do so, in Lemma 5.6 we show that we can factorize any reduction between TFX4?
problems into two parts (i) a weakening step, akin to ¥o-weakening, and (ii) a counter-example reduction [KT22,
Tha24] which takes place in TFN P, This elucidates how the two types of reductions between TFX4¢ problems that
have been considered (formulations and counter-example reductions) relate. Using this, our proof proceeds as follows:

1. Consider an R-formulation of LOP where R admits a low-degree uSA refutation.

2. Factorize the R-formulation into two parts using Lemma 5.6: a weakening from LOP to a problem P, and a
counter-example reduction from P to R.

3. Argue that we can derive a uSA refutation of P from an uSA refutation of R while roughly maintaining the
degree (Proposition 5.8).

5.1 Factoring Reductions
To improve readability, we will use a slightly different notation for TFX4! problems in this section.

Notation 5.2. A TFX¢ search problem R is a sequence of search problems R,, C {0,1}™ x OF x WE for each
m € N. OF is the set of possible R,,-outputs and WE is the set of R,,-witnesses. We think of b € O as being a
solution to a € {0,1}™ for R, if Ry (a,b;c) holds for all c € WE.

A weaker notion of reducibility between TFXs problems has been considered, known as counter-example re-
ducibility [Tha24]. Such a reduction can be interpreted as the following game: Suppose Alice wants to solve () on
input . She heard that Bob is actually able to solve R using some solver S, and thus, using the reduction, she sends
f(x) to Bob. In turns, Bob uses his solver b := S(f(z)) and Alice transforms b into the output y := g(z, b). Now,
if y is indeed an output for z, Alice got what she wanted. But let us say that Alice does not trust the solution and,
after some searching, is able to find z such that Q(x,y; z) does not hold (and hence y is not a correct output for x).
She confronts Bob about the issue, claiming that Bob’s solver is not correct. Bob, who is very proud of his solver,
dismisses her by asking for a proof. Then by computing ¢ := h(x, b, z), Alice is capable of finding a counter-example
to b being a correct output for f(z), and hence proving that .S is incorrect.

Definition 5.3. Let QQ and R be two TFX4! problems and s(n) : N — N be a function. A counter-example reduction
Sfrom Q to R or a counter-example R-formulation of @ is an R-formulation ( f, g) along with, for each b € Oﬁn) and

z € WY, afunction hy , : {0,1}" — WE ) such that

s(n

Ry (f(2),b; .2 (2)) = Qn(, gu(2); 2)

where s(n) is the size of the reduction. The depth, and complexity of the formulation are defined as in Definition 2.2.
An R-formulation of @ is called augmentable if there exists h such that (f, g, h) is a counter-example formulation.

We also define another type of reduction that is the translation of the ¥o-weakening.

Definition 5.4. Let Q and R be two TFX¢¢ search problems and let ( f, g) be an R-formulation of Q. We say that f, g
is a weakening if
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— f is the identity;
— for each b, g is a constant function.

In particular, weakenings are formulations that are always of size n and depth 1.
Proposition 5.5. Let Q and R be two TFX4 search problems. Then the following are equivalent:

— There exists a weakening from @ to R,
— Fg, is a Y9-weakening of Iy, for every n.

For a decision tree T'(x) whose leaves are labeled with 0 and 1, we will abuse notation and also denote by T'(x)
the DNF obtained from taking the OR over the terms corresponding to its accepting paths. We also write T(z) for the
function 1 — T'(z). Its decision tree is the same as 7" but with inverted labels and its DNF is obtained from taking the
OR over the terms corresponding to the rejecting paths of 7.

Proof of Proposition 5.5. Say we have a weakening R-formulation of @ (f, g). Then for each b € Oﬁn) the axiom
V. R, (z,b;c) is a o-weakening of \/, Q,,(, g»; z) by the correctness of the reduction, where ¢ ranges over Wﬁn)

and z over WY. If R, is a Xp-weakening of Q,,, then set g, = ¥, such that V., R, (z,b;c) is a weakening of

V. Q. (x,yp, 2). O

Considering only weakenings and counter-example reductions seems very restrictive, as the correctness of counter-
example reductions is efficiently verifiable (since they actually occur at the TFNP level as highlighted in [Tha24]) and
weakenings are somewhat trivial. Surprisingly enough, they seem to capture reductions in their entirety in the sense
of the following lemma.

Lemma 5.6. Let Q and R be two TFX4! problems and let (f,g) be an R-formulation of Q. Then there exists
P € TFX4 such that (f, g) decomposes into two reductions QQ — P — R and:

— the reduction Q — P is a weakening,
— the reduction P — R is augmentable.

This decomposition lemma mirrors the characterization given by Theorem 3.2: One part corresponds to taking a
weakening of a formula while the other has a validity that can be efficiently verified (on one hand uSA refutations and
on the other counter-example reductions—See more about this in section 6 in the Discussion). In order to prove this
lemma, we first need to introduce the reduced problem associated with a reduction, as it will be our choice of P.

For a polynomial p(a) = p(a1, - . . , am) over m variables and a collection of m decision trees f(x) = (fi(2))icm»
the polynomial p o f(x) is p( filx),. .., fm(x)) where each f; is seen as the sum of the monomials representing its
accepting paths. The degree of p o f(z) is equal to deg(p) - depth(f). We also define T o f(x) a similar way when T
is a decision tree and its depth is equal to depth(7") - depth(f).

Also, for a search problem R, (a, b; ¢), we write R, , (a) for the decision tree computing R, (a, b; ¢) to put an
emphasis on the fact that its only variable is a.

Definition 5.7. Let Q and R be two TFX4! search problems. For (f,g) an R-formulation of  of size s(n), the
reduced problem R(f, g) is the sequence of ternary relations R(f, ), C {0,1}" x (0% x OSR(")) X Wﬁn) given by

R(fa g)n ($7 (y7 b)7 C) ~— gb(x) =y and Rs(n) (f($)7 b; C).

The formula associated to the reduced problem Fg s, has axioms

n

éb,y(x) \ \/Rs(n),b,c o f(ﬂ?)

and Gy () is the indicator function for the event g,(z) = y. We see Gy () as the decision tree (hence DNF)
obtained by taking the OR of the terms associated to path of g; labeled with y.

The reduced problem R(f, g) states “the reduction given by f, g is not correct”, and for b and y, the meaning of
the corresponding axiom is “either g,(x) # y, or there is a counter-example c to b being an R-output for f(x)”. The
formula encodes the following procedure: Say we are given a Q-input x and a purported output . To verify that y is
a Q-output for z, instead of computing Q(z, y; z) for each z, one can do the following: compute f(x) and, given b an
R-output for f(z), compute R(f(z),b; ¢) for each c and verify that g,(z) = y.
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Proof of Lemma 5.6. Let Q, R, and (f, g) be as in the statement of the lemma, set P to be R(f, g) and denote by s(n)
the size of the reduction. The formula F 4y, has an axiom Gy (x) V \/ Rg(n)p.c © f(x) for every pair y, b, where

the variable c ranges over Wf("n), and @, has an axiom \/, @n,y,z () for each 3y where the variable z ranges over W.

By the correctness of the reduction (if y = g, () and b is an R-output for f(z), then y is a Q-output for ), we get
that the formula

\/Q n,Y,z :> Gb y ) \ \/Es(n),b,c o f(m)

is a tautology and Fr(y,g),, is indeed a Yo-weakening of @,,.
Now, setting f'(z) = f(x) for all z, g;(z) = (b, gs(x)) for all b, and hj, () = ¢ for each pair b, ¢, the triplet
(f',4¢',h) forms a counter-example R-formulation of R(f, g) since for every x,y, b, and ¢ we get

Rs(n) (f/(SC), b; hg,c(x)) = Rs(n),b,c © f(ﬂ?) = R(f> g)n(xv (b7 gb(l‘)); C) = R(f> g)n(xv g{,(x); C)' O

5.2 Proving Corollary 5.1

Proposition 5.8. Let Q and R be two TFX$! search problems and let (f, g) be an R-formulation of Q of size s(n) and
depth d(n). If Ry, admits an uSA refutation of degree d'(m), then Fry 4, admits one of degree d(n)(d'(s(n)) + 2).

Proof. Let us first recall the axioms (in their polynomial inequality form) of the two formulas.

— Axioms of R,,: Zcﬁ'ﬂhb;c( )—1>0foreachd e (’) w1th ¢ ranging over Ws(n
— Axioms of R(f, g)n: Gby(x) + 3. Rs(n)p,c © f(x) — 1 > 0 for each pair b € Og(n) and y € O%. Recall

that each axiom encodes the fact that either g;(x) # y or ¢ witnesses that b is not an R-output of f(x) and their
conjunction contradicts the correctness of the reduction.

As the axioms of F(y ), closely resemble the ones of R, our goal is to transform the uSA refutation of the later
formula to one of the former. The idea is pretty simple: compose every polynomial appearing in the refutation of
Ry with the function f and the function computed by the sum should still be —1. Let } _, Ji(a)(3_, Fs(n)’b’c(a) -
1) 4+ J(a) = —1 be an uSA refutation of R,). We explain how to deduce an uSA refutation step by step.

1. For each axiom G,y (2) + 3. Ry(n),p,c © f (z) — 1, multiply by G, (z). Since T'() - T (x) = 0 for any decision
tree, we get Gy () - (35, Rs(n)p,c © f(x) — 1) for each b and y.

2. Using the fact that ) 5, G, = 1 (as we sum over the indicator variables of all paths of the decision tree gs, and
every assignment must be consistent with at least one of those paths), summing over y and multiplying by J; o f

gives us
Jbof (ZRs(n)bcof ) )

3. Finally, summing over all b and summing J o f(z), the result becomes
ZJbof (ZR f(@) = 1) +J o ()

This actually gives a valid uSA refutation since we (1) Multiply our axioms by conical juntas, (2) Sum all the results,
and (3) Add an extra junta to the sum. Looking at this polynomial as a function over the boolean cube, we get the
following: let x be an assignment of = and « be the resulting assignment f(x) of a. Then

> e fn (ZRchof ) = 1)+ T0 00 =D d(@) (3 Regpela) = 1) + J(a) = -1,
b c

Since functional equality is the same as polynomial equality in multi-linear arithmetic we get the equality ), J; o

F@) (. Ragmype0 f) = 1) + 0 f(x) = —1. Hence, setting Jj ,(x) = Jyo f(x) - Gy () and J'(x) = Jo f(x),
we get the uSA refutation

Zbe (Gbu )+Z§s(n),b,cof(x)—1)+J’(a:)=—1

of Fr(s,g),- The degree of the refutation is d(n)(d'(s(n)) + 2). O
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Using this last result, we are able to prove Corollary 5.1.

Proof of Corollary 5.1. Let R be a TFX4! search problem such that R,,, admits a uSA refutation of poly-logarithmic
degree d’(m) and let (f, g) be an R-formulation of LOP of size s(n) and degree d(n). Then by Lemma 5.6, we have
an R-formulation of similar size and depth of R(f, g) and by the same lemma as well as Proposition 5.8 and the proof
of Theorem 1.1, we have

— R(f,g)n is a Xg-weakening of LOP,, for each n and hence admits a super-poly-logarithmic lower bound on the
degree of uSA refutations;
— R(f, g)» admits an uSA refutation of degree d(n)(d'(s(n)) + 2).

We then conclude that either s(n) is super quasi-polynomial or either d(n) is super poly-logarithmic since the sum
d(n)(d’'(s(n)) + 2) is super poly-logarithmic and d’ is poly-logarithmic and hence the R-formulation is not efficient.
O

6 Open Problems

Separating LeastNumber from StrongAvoid. Can we show that LEASTNUMBER ¥4 STRONGAVOID? While
LEASTNUMBER has a low-degree uSA proof, the size of this proof is exponential, and therefore this does not imply
a reduction to STRONGAVOID. The existence of a low-degree uSA proof precludes us from using the techniques
in this paper to obtain this separation. Furthermore, to our knowledge, all of the size lower bounds that have been
proven for Sherali-Adams proceed by first proving a degree lower bound via pseudo-expectations, and then applying
the size-degree tradeoff [PS12]. The only lower bounds which do not proceed via this strategy apply strictly to uSA
[GHJ ™22, dRPR23], they do not apply to the general Sherali-Adams proof system. Can these techniques be used in
order to separate LEASTNUMBER from STRONGAVOID?

Counter-Example Reductions and Herbrandization. Thapen [Tha24] gave a notion of herbrandization for TFXg*
problems, which associates a TFX5 problem R with a TENP problem Checkable(R) satisfying the following property.

Lemma 6.1 ([Tha24]). Let Q,R € TFX3. If Q admits low-complexity counter-example R-formulation, then
Checkable(Q) admits a low-complexity Checkable(R)-formulation.

This previous lemma, coupled with our decomposition (Lemma 5.6), implies the following.
Lemma 6.2. Iffor every weakening P of Q € TFX4!, Checkable(P) %4 Checkable(R), then Q %4 R.

In light of this, if P is a weakening of @, then it is natural to ask whether there is anything that we can infer about
the relationship between Checkable(Q) and Checkable(P)? Heuristically, to obtain intuition as to whether () reduces
to R it has been useful to look at the relationship between Checkable(Q) and Checkable(R) in TFNP This question
asks to what degree this heuristic can be formalized.

Decision-tree reductions between problems in TFNP and proofs in certain polynomial-time verifiable proof sys-
tems are tightly connected. Counter-example reductions are a polynomial-time verifiable way to relate search problems
in higher levels of the polynomial hierarchy. We ask whether one can also obtain characterizations of counter-example
reductions to TFX4! problems by proof systems. Furthermore, if this is the case, how do these proof systems compare
to the ones obtained by first herbrandizing the TFX5 problem R to a TENP problem Checkable(R) and then taking
its corresponding proof system via [BFI23].
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